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#### Abstract

We study a new extension of the weak MSO logic, talking about boundedness. Instead of a previously considered quantifier U , expressing the fact that there exist arbitrarily large finite sets satisfying a given property, we consider a generalized quantifier $U$, expressing the fact that there exist tuples of arbitrarily large finite sets satisfying a given property. First, we prove that the new logic $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ is strictly more expressive than $\mathrm{WMSO}+\mathrm{U}$. In particular, $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ is able to express the so-called simultaneous unboundedness property, for which we prove that it is not expressible in WMSO+U. Second, we prove that it is decidable whether the tree generated by a given higher-order recursion scheme satisfies a given sentence of $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$.
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## 1 Introduction

In the field of logic in computer science, one of the goals is to find logics that, on the one hand, have decidable properties and, on the other hand, are as expressive as possible. An important example of such a logic is the monadic second-order logic, MSO, which defines exactly all regular properties of finite and infinite words [11, 18, 35] and trees [31], and is decidable over these structures.

A natural question that arises is whether MSO can be extended in a decidable way. Particular hopes were connected with expressing boundedness properties. Bojańczyk [3] introduced a logic called MSO +U , which extends MSO with a new quantifier U , with $\mathrm{U} X . \varphi$ saying that the subformula $\varphi$ holds for arbitrarily large finite sets $X$. Originally, it was only shown that satisfiability over infinite trees is decidable for formulae where the $U$ quantifier is only used once and not under the scope of set quantification. A significantly more powerful fragment of the logic, albeit for infinite words, was shown decidable by Bojańczyk and Colcombet [6] using automata with counters. These automata were further developed into the theory of cost functions initiated by Colcombet [15].

The difficulty of $\mathrm{MSO}+\mathrm{U}$ comes from the interaction between the U quantifier and quantification over possibly infinite sets. This motivated the study of WMSO +U , which is a variant of MSO +U where set quantification is restricted to finite sets (the "W" in the name stands for weak). On infinite words, satisfiability of $\mathrm{WMSO}+\mathrm{U}$ is decidable, and the logic has an automaton model [4]. Similar results hold for infinite trees [7], and have been used to decide properties of CTL* [12]. Currently, the strongest decidability result in this line is about WMSO +U over infinite trees extended with quantification over infinite paths [5]. The
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latter result entails decidability of problems such as the realisability problem for prompt LTL [26], deciding the winner in cost parity games [20], or deciding certain properties of energy games [8].

The results mentioned so far concern mostly the satisfiability problem (is there a model in which a given formula is true?), but arguably the problem more relevant in practice is the model-checking problem: is a given formula satisfied in a given model? In a typical setting, the model represents (possible computations of) some computer system, and the formula expresses some desired property of the system, to be verified. The model is thus usually infinite, although described in a finite way. In this paper, as the class of considered models we choose trees generated by higher-order recursion schemes, which is a very natural and highly expressive choice.

Higher-order recursion schemes (recursion schemes in short) are used to faithfully represent the control flow of programs in languages with higher-order functions [17, 23, 27, 24]. This formalism is equivalent via direct translations to simply-typed $\lambda Y$-calculus [34]. Collapsible pushdown systems [22] and ordered tree-pushdown systems [13] are other equivalent formalisms. Recursion schemes easily cover finite and pushdown systems, but also some other models such as indexed grammars [1] and ordered multi-pushdown automata [9].

A classic result, with several proofs and extensions, says that model-checking trees generated by recursion schemes against MSO formulae is decidable: given a recursion scheme $\mathcal{G}$ and a formula $\varphi \in \mathrm{MSO}$, one can say whether $\varphi$ holds in the tree generated by $\mathcal{G}[27,22,25,32,10,33]$. When it comes to boundedness properties, one has to first mention decidability of the simultaneous unboundedness property (a.k.a. diagonal property) [21, 14, 30]. In this problem one asks whether, in the tree generated by a given recursion scheme $\mathcal{G}$, there exist branches containing arbitrarily many occurrences of each of the labels $a_{1}, \ldots, a_{k}$ (i.e., whether for every $n \in \mathbb{N}$ there exists a branch on which every label from $\left\{a_{1}, \ldots, a_{k}\right\}$ occurs at least $n$ times). This result turns out to be interesting, because it entails other decidability results for recursion schemes, concerning in particular computability of the downward closure of recognized languages [36], and the problem of separability by piecewise testable languages [16]. Then, we also have decidability for logics talking about boundedness. Namely, it was shown recently that model-checking for recursion schemes is decidable against formulae from WMSO $+\mathrm{U}[28]$ (and even from a mixture of MSO and WMSO+U, where quantification over infinite sets is allowed but cannot be arbitrarily nested with the $U$ quantifier [29]). Another paper [2] shows decidability of model-checking for a subclass of recursion schemes against alternating B-automata and against weak cost monadic second-order logic (WCMSO); these are other formalisms allowing to describe boundedness properties, but in a different style than the $U$ quantifier.

Interestingly, the decidability of model-checking for $\mathrm{WMSO}+\mathrm{U}$ is obtained by a reduction to (a variant of) the simultaneous unboundedness problem. On the other hand, it seems that the simultaneous unboundedness property cannot be expressed in WMSO+U (except for the case of a single distinguished letter $a_{1}$ ), which is very intriguing.

Our contribution. As a first contribution, we prove the fact that was previously only a hypothesis: $\mathrm{WMSO}+\mathrm{U}$ is indeed unable to express the simultaneous unboundedness property. Then, we define a new logic, $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$; it is an extension of $\mathrm{WMSO}+\mathrm{U}$, where the U quantifier can be used with a tuple of set variables, instead of just one variable. A construct with the extended quantifier, $\mathrm{U}\left(X_{1}, \ldots, X_{k}\right) \cdot \varphi$, says that the subformula $\varphi$ holds for tuples of sets in which each of $X_{1}, \ldots, X_{k}$ is arbitrarily large. This logic is capable of easily expressing properties in which multiple quantities are simultaneously required to be unbounded. In particular, it can express the simultaneous unboundedness property, and thus it is strictly more expressive than the standard WMSO +U logic:

- Theorem 1.1. The $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ logic can express some properties of trees that are not expressible in $\mathrm{WMSO}+\mathrm{U}$; in particular, this is the case for the simultaneous unboundedness property.

In fact, to separate the two logics it is enough to consider $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ only with U quantifiers for pairs of variables (i.e., with $k=2$ ). Actually, we are convinced that the proof of Theorem 1.1 contained in this paper can be modified for showing that, for every $k \geq 2$, $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ without U quantifiers for tuples of length at least $k$ is less expressive than $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ with such quantifiers (cf.Remark 5.6).

Our main theorem says that the model-checking procedure for $\mathrm{WMSO}+\mathrm{U}$ can be extended to the new logic:

- Theorem 1.2. Given an $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ sentence $\varphi$ and a recursion scheme $\mathcal{G}$ one can decide whether $\varphi$ is true in the tree generated by $\mathcal{G}$.


## 2 Preliminaries

The powerset of a set $X$ is denoted $\mathcal{P}(X)$. For $i, j \in \mathbb{N}$ we define $[i, j]=\{k \in \mathbb{N} \mid i \leq k \leq j\}$. The domain of a function $f$ is denoted $\operatorname{dom}(f)$. When $f$ is a function, by $f[x \mapsto y]$ we mean the function that maps $x$ to $y$ and every other $z \in \operatorname{dom}(f)$ to $f(z)$.

Trees. We consider rooted, potentially infinite trees, where children are ordered. For simplicity of the presentation, we consider only binary trees, where every node has at most two children. This is not really a restriction. Indeed, it is easy to believe that our proofs can be generalized to trees of arbitrary bounded finite arity without any problem (except for notational complications). Alternatively, a tree of arbitrary bounded finite arity can be converted into a binary tree using the first child / next sibling encoding, and a logical formula can be translated as well to a formula talking about the encoding; this means that the $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ model-checking problem over trees of arbitrary bounded finite arity can be reduced to such a problem over binary trees.

Formally, a tree domain (a set of tree nodes) is a set $D \subseteq\{\mathrm{~L}, \mathrm{R}\}^{*}$ that is closed under taking prefixes (i.e., if $u v \in D$ then also $u \in D$ ). A tree over an alphabet $\mathbb{A}$ is a function $T: D \rightarrow \mathbb{A}$, for some tree domain $D$. The set of trees over $\mathbb{A}$ is denoted $\mathcal{T}(\mathbb{A})$. The subtree of $T$ starting in a node $v$ is denoted $T \upharpoonright v$ and is defined by $(T \upharpoonright v)(u)=T(v u)$ (with domain $\left.\left\{u \in\{\mathrm{~L}, \mathrm{R}\}^{*} \mid v u \in \operatorname{dom}(T)\right\}\right)$. For nodes we employ the usual notions of child, parent, ancestor, descendant, etc. (where we assume that a node is also an ancestor and a descendant of itself).

For trees $T_{1}, T_{2}$, and for $a \in \mathbb{A}$ we write $a\left\langle T_{1}, T_{2}\right\rangle$ for the tree $T$ such that $T \upharpoonright \mathrm{~L}=T_{1}$, $T \upharpoonright \mathrm{R}=T_{2}$, and $T(\varepsilon)=a$. We also write $\perp$ for the tree with empty domain.

Recursion schemes. Recursion schemes are grammars used to describe some infinite trees in a finitary way. We introduce recursion schemes only by giving an example, rather than by defining them formally. This is enough, because this paper does not work with recursion schemes directly; it only uses some facts concerning them.

A recursion scheme is given by a set of rules, like this:

$$
\begin{array}{ll}
\mathrm{S} \rightarrow \mathrm{FG}, & \mathrm{Dg} x \rightarrow \mathrm{~g}(\mathrm{gx}) \\
\mathrm{Fg} \rightarrow \mathrm{a}\langle\mathrm{~g} \perp, \mathrm{~F}(\mathrm{Dg})\rangle, & \mathrm{Gx} \rightarrow \mathrm{~b}\langle\mathrm{x}, \perp\rangle
\end{array}
$$



Figure 1 The tree generated by the example recursion scheme.

Here S, D, F, G are nonterminals, with $S$ being the starting nonterminal, $x, g$ are variables, and $a, b$ are letters from $\mathbb{A}$. To generate a tree, we start with $S$, which reduces to $F G$ using the first rule. We now use the rule for $F$, where the parameter $g$ is instantiated to be $G$; we obtain $a\langle G \perp, F(D G)\rangle$. This already defines the root of the tree, which should be a-labeled; its two subtrees should be generated from $G \perp$ and $F(D G)$, respectively. We see that $G \perp$ reduces to $\mathrm{b}\langle\perp, \perp\rangle$, which is a tree with a single b -labeled node. On the other hand, $\mathrm{F}(\mathrm{DG})$ reduces to $a\langle\mathrm{D} G \perp, \mathrm{~F}(\mathrm{D}(\mathrm{D} G))\rangle$, which means that the right child of the root is a-labeled, and its left subtree generated from $\mathrm{D} G \perp$ (which reduces to $\mathrm{G}(\mathrm{G} \perp)$, then to $\mathrm{b}\langle\mathrm{G} \perp, \perp\rangle$, and then to $\mathrm{b}\langle\mathrm{b}\langle\perp, \perp\rangle, \perp\rangle)$ is a path consisting of two b-labeled nodes. Continuing like this, when going right we always obtain a next a-labeled node (we thus have an infinite a-labeled branch), and to the left of the $i$-th such node we have a tree generated from $\underbrace{\mathrm{D}(\mathrm{D}(\ldots(\mathrm{D}}_{i-1} \mathrm{G}) \ldots)) \perp$, which is a finite branch consisting of $2^{i-1}$ b-labeled nodes (note that every D applies its argument twice, and hence doubles the number of produced b-labeled nodes). The resulting tree is depicted on Figure 1.

For a formal definition of recursion schemes consult prior work (e.g., [23, 24, 32, 28]). Some of these papers use a lambda-calculus notation, where our rule for $D$ would be rather written as $\mathrm{D} \rightarrow \lambda \mathrm{g} . \lambda \mathrm{x} . \mathrm{g}(\mathrm{gx})$. Sometimes it is also allowed to have $\lambda$ inside a rule, like $\mathrm{S} \rightarrow \mathrm{F}(\lambda \times \mathrm{b}\langle\mathrm{x}, \perp\rangle)$; this does not make the definition more general, because subterms starting with $\lambda$ can be always extracted to separate nonterminals.

## 3 The WMSO $+U_{\text {tup }}$ logic

In this section we introduce the logic under consideration: the $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ logic.

Definition. For technical convenience, we use a syntax in which there are no first-order variables. It is easy to translate a formula from a more standard syntax to ours: first-order variables may be simulated by set variables for which we check that they contain exactly one node (i.e., that they are nonempty and that every subset thereof is either empty or equal to the whole set).

We assume an infinite set $\mathcal{V}$ of variables, which can be used to quantify over finite sets of tree nodes. In order to distinguish variables from sets to which these variables are valuated, we denote variables using Sans Serif font (e.g., X, Y, Z). In the syntax of WMSO $+U_{\text {tup }}$ we have the following constructions:

$$
\varphi::=a(\mathrm{X})\left|\mathrm{X} \wedge_{d} \mathrm{Y}\right| \mathrm{X} \subseteq \mathrm{Y}\left|\varphi_{1} \wedge \varphi_{2}\right| \neg \varphi^{\prime}\left|\exists_{\mathrm{fin}} \mathrm{X} \cdot \varphi^{\prime}\right| \mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \varphi^{\prime}
$$

where $a \in \mathbb{A}, d \in\{\mathrm{~L}, \mathrm{R}\}, k \in \mathbb{N}$, and $\mathrm{X}, \mathrm{Y}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{k} \in \mathcal{V}$. Free variables of a formula are defined as usual; in particular $\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right)$ is a quantifier that bounds the variables $\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}$.

We evaluate formulae of $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ in $\mathbb{A}$-labeled trees. In order to evaluate a formula $\varphi$ in a tree $T$, we also need a valuation, that is, a function $\nu$ from $\mathcal{V}$ to finite sets of nodes of $T$ (its values are meaningful only for free variables of $\varphi$ ). The semantics of formulae is defined as follows:

- $a(\mathrm{X})$ holds when every node in $\nu(\mathrm{X})$ is labeled with $a$,
- $\mathrm{X} \wedge_{d} \mathrm{Y}$ holds when both $\nu(\mathrm{X})$ and $\nu(\mathrm{Y})$ are singletons, and the unique node in $\nu(\mathrm{Y})$ is the left (if $d=\mathrm{L}$ ) / right (if $d=\mathrm{R}$ ) child of the unique node in $\nu(\mathrm{X})$,
- $\mathrm{X} \subseteq \mathrm{Y}$ holds when $\nu(\mathrm{X}) \subseteq \nu(\mathrm{Y})$,
- $\varphi_{1} \wedge \varphi_{2}$ holds when both $\varphi_{1}$ and $\varphi_{2}$ hold,
- $\neg \varphi^{\prime}$ holds when $\varphi^{\prime}$ does not hold,
- $\exists_{\text {fin }} \mathrm{X} . \varphi^{\prime}$ holds if there exists a finite set $X$ of nodes of $T$ for which $\varphi^{\prime}$ holds under the valuation $\nu[\mathrm{X} \mapsto X]$, and
- $\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \varphi^{\prime}$ holds if for every $n \in \mathbb{N}$ there exist finite sets $X_{1}, \ldots, X_{k}$ of nodes of $T$, each of cardinality at least $n$, such that $\varphi^{\prime}$ holds under the valuation $\nu\left[\mathrm{X}_{1} \mapsto X_{1}, \ldots, \mathrm{X}_{k} \mapsto\right.$ $\left.X_{k}\right]$.
We write $T, \nu \models \varphi$ to denote that $\varphi$ holds in $T$ under the valuation $\nu$.

Logical types. In proofs of both our results, Theorem 1.1 and Theorem 1.2, we use logical types, which we now define.

Let $\varphi$ be a formula of $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$, let $T$ be a tree, and let $\nu$ be a valuation. We define the $\varphi$-type of $T$ under valuation $\nu$, denoted $\llbracket T \rrbracket_{\varphi}^{\nu}$, by induction on the size of $\varphi$ as follows:

- if $\varphi$ is of the form $a(\mathrm{X})$ (for some letter $a \in \mathbb{A}$ ) or $\mathrm{X} \subseteq \mathrm{Y}$ then $\llbracket T \rrbracket_{\varphi}^{\nu}$ is the logical value of $\varphi$ in $T, \nu$, that is, tt if $T, \nu \models \varphi$ and ff otherwise,
- if $\varphi$ is of the form $\mathrm{X} \bigwedge_{d} \mathrm{Y}$, then $\llbracket T \rrbracket_{\varphi}^{\nu}$ equals:
- tt if $T, \nu \models \varphi$,
- empty if $\nu(\mathrm{X})=\nu(\mathrm{Y})=\emptyset$,
- root if $\nu(\mathrm{X})=\emptyset$ and $\nu(Y)=\{\varepsilon\}$, and
= ff otherwise,
- if $\varphi=\left(\psi_{1} \wedge \psi_{2}\right)$, then $\llbracket T \rrbracket_{\varphi}^{\nu}=\left(\llbracket T \rrbracket_{\psi_{1}}^{\nu}, \llbracket T \rrbracket_{\psi_{2}}^{\nu}\right)$,
- if $\varphi=(\neg \psi)$, then $\llbracket T \rrbracket_{\varphi}^{\nu}=\llbracket T \rrbracket_{\psi}^{\nu}$,
- if $\varphi=\exists_{\text {fin }} \mathrm{X} . \psi$, then

$$
\llbracket T \rrbracket_{\varphi}^{\nu}=\left\{\sigma \mid \exists X \cdot \llbracket T \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]}=\sigma\right\}
$$

where $X$ ranges over finite sets of nodes of $T$, and

- if $\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \psi$, then

$$
\begin{aligned}
& \llbracket T \rrbracket_{\varphi}^{\nu}=\left(\left\{\sigma \mid \forall n \in \mathbb{N} . \exists X_{1} \cdots . \exists X_{k} \cdot \llbracket T \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{1}, \ldots, \mathrm{X}_{k} \mapsto X_{k}\right]}=\sigma\right.\right. \\
&\left.\left.\wedge \forall i \in I .\left|X_{i}\right| \geq n\right\}\right)_{I \subseteq[1, k]}
\end{aligned}
$$

where $X_{1}, \ldots, X_{k}$ range over finite sets of nodes of $T$ (the above $\varphi$-type is a tuple of $2^{k}$ sets, indexed by subsets $I$ of $[1, k]$ ).

For each $\varphi$, let $T y p_{\varphi}$ denote the set of all potential $\varphi$-types. Namely, $T y p_{\varphi}=\{\mathrm{tt}, \mathrm{ff}\}$ if $\varphi=a(\mathrm{X})$ or $\varphi=(\mathrm{X} \subseteq \mathrm{Y}), \operatorname{Typ}_{\varphi}=\{\mathrm{tt}$, empty, root, ff$\}$ if $\varphi=\mathrm{X} \wedge_{d} \mathrm{Y}, \operatorname{Typ}_{\varphi}=\operatorname{Typ}_{\psi_{1}} \times \operatorname{Typ}_{\psi_{2}}$ if $\varphi=\left(\psi_{1} \wedge \psi_{2}\right), \operatorname{Typ}_{\varphi}=T y p_{\psi}$ if $\varphi=(\neg \psi) ; T y p_{\varphi}=\mathcal{P}\left(T y p_{\psi}\right)$ if $\varphi=\exists_{\text {fin }} X . \psi$, and $\operatorname{Typ}_{\varphi}=\left(\mathcal{P}\left(\operatorname{Typ}_{\psi}\right)\right)^{2^{k}}$ if $\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \psi$.

The following two facts can be shown by a straightforward induction on the structure of a considered formula:

- Fact 3.1. For every $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formula $\varphi$ the set $\operatorname{Typ}_{\varphi}$ is finite.

The second fact says that whether or not $\varphi$ holds in $T, \nu$ is determined by $\llbracket T \rrbracket_{\varphi}^{\nu}$ :

- Fact 3.2. For every $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formula $\varphi$ there is a computable function $t v_{\varphi}: \operatorname{Typ}_{\varphi} \rightarrow$ $\{\mathrm{tt}, \mathrm{ff}\}$ such that for every tree $T \in \mathcal{T}(\mathbb{A})$ and every valuation $\nu$ in $T$, it holds that $t_{\varphi}\left(\llbracket T \rrbracket_{\varphi}^{\nu}\right)=$ tt if, and only if, $T, \nu \models \varphi$.

Next, we observe that types behave in a compositional way, as formalized below. Here, for a node $w$ we write $X \upharpoonright w$ and $\nu\lceil w$ to denote the restriction of a set $X$ and of a valuation $\nu$ to the subtree starting at $w$; formally, $X \mid w=\{u \mid w u \in X\}$ and $\nu \upharpoonright w$ maps every variable $\mathrm{X} \in \mathcal{V}$ to $\nu(\mathrm{X}) \upharpoonright w$.

- Proposition 3.3. For every letter $a \in \mathbb{A}$ and every formula $\varphi$, one can compute a function $\operatorname{Comp}_{a, \varphi}: \mathcal{P}(\mathcal{V}) \times \operatorname{Typ}_{\varphi} \times \operatorname{Typ}_{\varphi} \rightarrow \operatorname{Typ}_{\varphi}$ such that for every tree $T$ whose root has label a and for every valuation $\nu$,

$$
\begin{equation*}
\left.\llbracket T \rrbracket_{\varphi}^{\nu}=\operatorname{Comp}_{a, \varphi}(\{\mathrm{X} \mid \varepsilon \in \nu(\mathrm{X})\}, \llbracket T\rceil \mathrm{L} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{L}}, \llbracket T \upharpoonright \mathrm{R} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{R}}\right) . \tag{1}
\end{equation*}
$$

We remark that a priori the first argument of $\operatorname{Comp}_{a, \varphi}$ is an arbitrary subset of $\mathcal{V}$, but in fact we only need to know which free variables of $\varphi$ it contains; in consequence, $\operatorname{Comp} p_{a, \varphi}$ can be seen as a finite object.

Proof of Proposition 3.3. We proceed by induction on the size of $\varphi$.
When $\varphi$ is of the form $b(\mathrm{X})$ or $\mathrm{X} \subseteq \mathrm{Y}$, then we see that $\varphi$ holds in $T, \nu$ if, and only if, it holds in the subtrees $T \upharpoonright \mathrm{~L}, \nu \upharpoonright \mathrm{~L}$ and $T \upharpoonright \mathrm{R}, \nu \upharpoonright \mathrm{R}$, and in the root of $T$. Thus for $\varphi=b(\mathrm{X})$ as $\operatorname{Comp}_{a, \varphi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$ we take tt when $\tau_{\mathrm{L}}=\tau_{\mathrm{R}}=\mathrm{tt}$ and either $a=b$ or $\mathrm{X} \notin S$. For $\varphi=(\mathrm{X} \subseteq \mathrm{Y})$ the last part of the condition is replaced by "if $\mathrm{X} \in S$ then $\mathrm{Y} \in S$ ".

Next, suppose that $\varphi=\left(\mathrm{X} \wedge_{d} \mathrm{Y}\right)$. Then as $\operatorname{Comp}_{a, \varphi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$ we take

- tt if $\mathrm{X} \notin S, \mathrm{Y} \notin S$, and either $\tau_{\mathrm{L}}=\mathrm{tt}$ and $\tau_{\mathrm{R}}=$ empty or $\tau_{\mathrm{L}}=$ empty and $\tau_{\mathrm{R}}=\mathrm{tt}$,
- tt also if $\mathrm{X} \in S, \mathrm{Y} \notin S, \tau_{d}=$ root, and $\tau_{i}=$ empty for the direction $i$ other than $d$,
- empty if $\mathrm{X} \notin S, \mathrm{Y} \notin S$, and $\tau_{L}=\tau_{S}=$ empty,
- root if $\mathrm{X} \notin S, \mathrm{Y} \in S$, and $\tau_{L}=\tau_{S}=$ empty, and
- ff otherwise.

By comparing this definition with the definition of the type we immediately see that Equality (1) is satisfied.

When $\varphi=(\neg \psi)$, we simply take $\operatorname{Comp}_{a, \varphi}=\operatorname{Comp}_{a, \psi}$, and when $\varphi=\left(\psi_{1} \wedge \psi_{2}\right)$, as $\operatorname{Comp}_{a, \varphi}\left(S,\left(\tau_{\mathrm{L}}^{1}, \tau_{\mathrm{L}}^{2}\right),\left(\tau_{\mathrm{R}}^{1}, \tau_{\mathrm{R}}^{2}\right)\right)$ we take the pair of $\operatorname{Comp}_{a, \psi_{i}}\left(S, \tau_{\mathrm{L}}^{i}, \tau_{\mathrm{R}}^{i}\right)$ for $i \in\{1,2\}$.

Suppose now that $\varphi=\exists_{\text {fin }} \mathrm{X} . \psi$. We define $\operatorname{Comp}_{a, \varphi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$ to be

$$
\left\{\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right) \mid S \backslash\{\mathrm{X}\} \subseteq S^{\prime} \subseteq S \cup\{\mathrm{X}\}, \sigma_{\mathrm{L}} \in \tau_{\mathrm{L}}, \sigma_{\mathrm{R}} \in \tau_{\mathrm{R}}\right\}
$$

Let us check Equality (1) in details. Denote $S=\{\mathrm{Y} \mid \varepsilon \in \nu(\mathrm{Y})\}$. In order to show the left-to-right inclusion recall that, by definition, $\llbracket T \rrbracket_{\varphi}^{\nu}$ is a set of $\psi$-types, whose every element is of the form $\llbracket T \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]}$ for some finite set of nodes $X$. For every such $X$ by the induction hypothesis we have $\llbracket T \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]}=\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\varphi}^{\nu[\mathrm{X} \mapsto X] \upharpoonright \mathrm{L}}, \llbracket T \upharpoonright \mathrm{R} \rrbracket_{\varphi}^{\nu[\mathrm{X} \mapsto X] \upharpoonright \mathrm{R}}\right)$, where $S^{\prime}=$ $S \cup\{\mathrm{X}\}$ if $\varepsilon \in X$ and $S^{\prime}=S \backslash\{\mathrm{X}\}$ if $\varepsilon \notin X$; moreover $\left.\llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X] \upharpoonright \mathrm{L}} \in \llbracket T\right\rceil L \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{L}}$ and $\llbracket T \upharpoonright \mathrm{R} \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X] \upharpoonright \mathrm{R}} \in \llbracket T \upharpoonright L \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{R}}$, which implies that $\llbracket T \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]} \in \operatorname{Comp}_{a, \varphi}\left(S, \llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{L}}, \llbracket T \upharpoonright \mathrm{R} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{R}}\right)$, as required. For the opposite inclusion take some $\sigma \in \operatorname{Comp}_{a, \varphi}\left(S, \llbracket T\left\lceil\mathrm{~L} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{L}}, \llbracket T\left\lceil\mathrm{R} \rrbracket_{\varphi}^{\nu \mid \mathrm{R}}\right)\right.\right.$; it is of the form $\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right)$ for some $\sigma_{\mathrm{L}} \in \llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\varphi}^{\nu\lceil\mathrm{L}}$ and $\sigma_{\mathrm{R}} \in \llbracket T \mid \mathrm{R} \rrbracket_{\varphi}^{\nu \mid \mathrm{R}}$, where $S^{\prime}$ is either $S \cup\{\mathrm{X}\}$ or $S \backslash\{\mathrm{X}\}$. Then, by definition, $\sigma_{\mathrm{L}}$ and $\sigma_{\mathrm{R}}$ are of the form $\llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\psi}^{(\nu \upharpoonright \mathrm{L})\left[\mathrm{X} \mapsto X_{\mathrm{L}}\right]}$
and $\llbracket T \upharpoonright \mathrm{R} \rrbracket_{\psi}^{(\nu \upharpoonright \mathrm{R})}\left[\mathrm{X}_{\uparrow} \rightarrow X_{\mathrm{R}}\right]$, respectively, for some finite sets of nodes $X_{\mathrm{L}}$ and $X_{\mathrm{R}}$. We now take $X$ such that $X \upharpoonright \mathrm{~L}=X_{\mathrm{L}}$ and $X \upharpoonright \mathrm{R}=X_{\mathrm{R}}$, and $\varepsilon \in X$ if, and only if, $S^{\prime}=S \cup\{\mathrm{X}\}$; we have $(\nu \upharpoonright \mathrm{L})\left[\mathrm{X} \mapsto X_{\mathrm{L}}\right]=\nu[\mathrm{X} \mapsto X]\left\lceil\mathrm{L}\right.$ and $(\nu \upharpoonright \mathrm{R})\left[\mathrm{X} \mapsto X_{\mathrm{R}}\right]=\nu[\mathrm{X} \mapsto X] \upharpoonright \mathrm{R}$. By the induction hypothesis we then have $\sigma=\llbracket T \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]}$, which by definition is an element of $\llbracket T \rrbracket_{\varphi}^{\nu}$, as required.

Finally, suppose that $\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \psi$. For $\tau_{\mathrm{L}}=\left(\rho_{\mathrm{L}, I}\right)_{I \subseteq[1, k]}$ and $\tau_{\mathrm{R}}=\left(\rho_{\mathrm{R}, I}\right)_{I \subseteq[1, k]}$ we define $\operatorname{Comp}_{a, \varphi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$ to be $\left(\rho_{I}\right)_{I \subseteq[1, k]}$, where

$$
\begin{aligned}
\rho_{I}=\left\{\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right) \mid\right. & S \backslash\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\} \subseteq S^{\prime} \subseteq S \cup\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\}, \\
& \left.\sigma_{\mathrm{L}} \in \rho_{\mathrm{L}, I_{\mathrm{L}}}, \sigma_{\mathrm{R}} \in \rho_{\mathrm{R}, I_{\mathrm{R}}}, I_{\mathrm{L}} \cup I_{\mathrm{R}}=I\right\} .
\end{aligned}
$$

In order to check Equality (1), denote $\left.\llbracket T \rrbracket_{\varphi}^{\nu}=\left(\rho_{I}^{\prime}\right)_{I \subseteq[1, k]}, \llbracket T\right\rceil \mathrm{L} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{L}}=\left(\rho_{\mathrm{L}, I}\right)_{I \subseteq[1, k]}, \llbracket T \upharpoonright \mathrm{R} \rrbracket_{\varphi}^{\nu \upharpoonright \mathrm{R}}=$ $\left(\rho_{\mathrm{R}, I}\right)_{I \subseteq[1, k]}$, and $S=\{\mathrm{Y} \mid \varepsilon \in \nu(\mathrm{Y})\}$; we then have to prove that $\rho_{I}^{\prime}=\rho_{I}$ for all $I \subseteq[1, k]$ (where $\rho_{I}$ is as defined above).

For the left-to-right inclusion, take some $\sigma \in \rho_{I}^{\prime}$. By definition, it is a $\psi$-type such that for every $n \in \mathbb{N}$ there exist finite sets $X_{n, 1}, \ldots, X_{n, k}$ for which $\llbracket T \rrbracket_{\psi}^{\nu}\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right]=\sigma$, where the cardinality of the sets $X_{n, i}$ with $i \in I$ is at least $n$. To every $n$ let us assign the following information, called characteristic, and consisting of $2 k$ bits and $2 \psi$-types:

- for every $i \in[1, k]$, does the root $\varepsilon$ belong to $X_{n, i}$ ?
- for every $i \in[1, k]$, is $X_{n, i} \upharpoonright \mathrm{~L}$ larger than $X_{n, i} \upharpoonright \mathrm{R}$ ?
- the $\psi$-types $\llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right]\lceil\mathrm{L}}$ and $\llbracket T \upharpoonright \mathrm{R} \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right] \upharpoonright \mathrm{R}}$.

Because there are only finitely many possible characteristics, by the pigeonhole principle we may find an infinite set $G \subseteq \mathbb{N}$ of indices $n$ such that the same characteristic is assigned to every $n \in G$. We then take

$$
\begin{aligned}
& S^{\prime}=S \backslash\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\} \cup\left\{\mathrm{X}_{i} \mid \varepsilon \in X_{n, i} \text { for } n \in G\right\}, \\
& I_{\mathrm{L}}=\left\{i \in I| | X_{n, i}|\mathrm{~L}|>\left|X_{n, i} \backslash \mathrm{R}\right| \text { for } n \in G\right\}, \quad I_{\mathrm{R}}=I \backslash I_{\mathrm{L}}, \\
& \sigma_{\mathrm{L}}
\end{aligned}=\llbracket T \upharpoonright \mathrm{~L} \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right]\lceil\mathrm{L}}, \quad \sigma_{\mathrm{R}}=\llbracket T \backslash \mathrm{R} \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right] \upharpoonright \mathrm{R}} \quad \text { for } n \in G . \quad . \quad .
$$

The induction hypothesis (used with the valuation $\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right]$ for any $n \in G)$ gives us $\sigma=\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right)$. For every $m \in \mathbb{N}$ we can find $n \in G$ such that $n \geq 2 m+1$; then $\llbracket T\left\lceil\mathrm{~L} \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{n, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{n, k}\right]\lceil\mathrm{L}}=\sigma_{\mathrm{L}}\right.$ and $\left|X_{n, i}\right| \mathrm{L} \mid \geq m$ for all $i \in I_{\mathrm{L}}\left(X_{n, i}\right.$ has at least $2 m+1$ elements because $i \in I$, one of them may be the root, and at least half of the other elements is in the left subtree by definition of $I_{\mathrm{L}}$ ). This implies that $\sigma_{\mathrm{L}} \in \rho_{\mathrm{L}, I}$, by definition of the $\varphi$-type. Likewise $\sigma_{\mathrm{R}} \in \rho_{\mathrm{R}, I}$. By definition of $\rho_{I}$ this gives us $\sigma \in \rho_{I}$ as required.

The right-to-left inclusion is completely straightforward. Indeed, take some $\sigma \in \rho_{I}$. The definition of $\rho_{I}$ gives us a set $S^{\prime}$ such that $S \backslash\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\} \subseteq S^{\prime} \subseteq S \cup\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\}$, sets $I_{\mathrm{L}}, I_{\mathrm{R}} \subseteq[1, k]$ such that $I_{\mathrm{L}} \cup I_{\mathrm{R}}=I$, and types $\sigma_{\mathrm{L}} \in \rho_{\mathrm{L}, I_{\mathrm{L}}}$ and $\sigma_{\mathrm{R}} \in \rho_{\mathrm{R}, I_{\mathrm{R}}}$ such that $\sigma=\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right)$. By definition of the two $\psi$-types, $\sigma_{\mathrm{L}}$ and $\sigma_{\mathrm{R}}$, for every $n$ there are sets $X_{\mathrm{L}, 1}, \ldots, X_{\mathrm{L}, k}$ and $X_{\mathrm{R}, 1}, \ldots, X_{\mathrm{R}, k}$ such that $\llbracket T\left\lceil\mathrm{~L} \rrbracket_{\psi}^{(\nu \upharpoonright \mathrm{L})}\left[\mathrm{X}_{1} \mapsto X_{\mathrm{L}, 1}, \ldots, \mathrm{X}_{k} \mapsto X_{\mathrm{L}, k}\right]=\sigma_{\mathrm{L}}\right.$, and $\llbracket T \upharpoonright \mathrm{R} \rrbracket_{\psi}^{(\nu \upharpoonright \mathrm{R})}\left[\mathrm{X}_{1} \mapsto X_{\mathrm{R}, 1}, \ldots, \mathrm{x}_{k} \mapsto X_{\mathrm{R}, k}\right]=\sigma_{\mathrm{R}}$, and $\left|X_{\mathrm{L}, i}\right| \geq n$ for all $i \in I_{\mathrm{L}}$, and $\left|X_{\mathrm{R}, i}\right| \geq n$ for all $i \in I_{\mathrm{R}}$. We now take $X_{1}, \ldots, X_{k}$ such that $X_{i} \upharpoonright \mathrm{~L}=X_{\mathrm{L}, i}$, and $X_{i} \upharpoonright \mathrm{R}=X_{\mathrm{R}, i}$, and $\varepsilon \in X_{i}$ if, and only if, $\mathrm{X}_{i} \in S^{\prime}$, for all $i \in[1, k]$. By the induction hypothesis we then have $\llbracket T \rrbracket_{\psi}^{\nu\left[\mathrm{X}_{1} \mapsto X_{1}, \ldots, \mathrm{x}_{k} \mapsto X_{k}\right]}=\operatorname{Comp}_{a, \psi}\left(S^{\prime}, \sigma_{\mathrm{L}}, \sigma_{\mathrm{R}}\right)=\sigma$. Because additionally $\left|X_{i}\right| \geq n$ for all $i \in I=I_{\mathrm{L}} \cup I_{\mathrm{R}}$, we obtain that $\sigma \in \rho_{I}^{\prime}$, as required.


Figure 2 An example tree $T$ (left), and the corresponding tree $\operatorname{refl}_{\varphi}(T)$ (right) obtained for an MSO sentence $\varphi$ saying "the right child of the root has label a".

The next fact says that one can find a type of the empty tree. In the empty tree, a valuation has to map every variable to the empty set; we denote such a valuation by $\varnothing$. This fact is trivial: we simply follow the definition of $\llbracket \perp \rrbracket_{\varphi}^{\varnothing}$.

- Fact 3.4. For ever formula $\varphi$, one can compute $\llbracket \perp \rrbracket_{\varphi}^{\varnothing}$.


## 4 Decidability of model-checking

In this section we show how to evaluate $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formulae over trees generated by recursion schemes, that is, we prove Theorem 1.2. To this end, we first introduce three kinds of operations on recursion schemes, known to be computable. Then, we show how a sequence of these operations can be used to evaluate our formulae.

MSO reflection. The property of logical reflection for recursion schemes comes from Broadbent, Carayol, Ong, and Serre [10]. They state it for sentences of $\mu$-calculus, but $\mu$-calculus and MSO are equivalent over infinite trees [19].

Consider a tree $T$, and an MSO sentence $\varphi$ (we skip a formal definition of MSO, assuming that it is standard). We define $\operatorname{refl}_{\varphi}(T)$ to be the tree having the same domain as $T$, and such that every node $u$ thereof is labeled by the pair $\left(a_{u}, b_{u}\right)$, where $a_{u}$ is the label of $u$ in $T$, and $b_{u}$ is tt if $\varphi$ is satisfied in $T \upharpoonright u$ and ff otherwise. In other words, $\operatorname{refl}_{\varphi}(T)$ adds, in every node of $T$, a mark saying whether $\varphi$ holds in the subtree starting in that node. Consult Figure 2 for an example.

- Theorem 4.1 (MSO reflection [10, Theorem 7.3(2)]). Given a recursion scheme $\mathcal{G}$ generating a tree $T$, and an MSO sentence $\varphi$, one can construct a recursion scheme $\mathcal{G}_{\varphi}$ generating the tree $\operatorname{refl}_{\varphi}(T)$.

SUP reflection. The SUP reflection is the heart of our proof (where "SUP" stands for simultaneous unboundedness property). In order to talk about this property, we need a few more definitions. By $\#_{a}(V)$ we denote the number of $a$-labeled nodes in a (finite) tree $V$. For a set of (finite) trees $\mathcal{L}$ and a set of letters $A$, we define a predicate $S U P_{A}(\mathcal{L})$, which holds if for every $n \in \mathbb{N}$ there is some $V_{n} \in \mathcal{L}$ such that for all $a \in A$ it holds that $\#_{a}\left(V_{n}\right) \geq n$.

Originally, in the simultaneous unboundedness property we consider devices recognizing a set of finite trees, unlike recursion schemes, which generate a single infinite tree. We use here an equivalent formulation, in which the set of finite trees is encoded in a single infinite tree. To this end, we use two special letters: nd, denoting a nondeterministic choice (disjunction between two children), and $n d_{\perp}$, denoting that there is no choice (empty disjunction). We write $T \rightarrow_{\text {nd }} V$ if $V$ is obtained from $T$ by choosing some nd-labeled node $u$ and some its child $v$, and attaching $T \upharpoonright v$ in place of $T \upharpoonright u$. In other words, $\rightarrow_{\text {nd }}$ is the smallest relation such that nd $\left\langle T_{\mathrm{L}}, T_{\mathrm{R}}\right\rangle \rightarrow_{\mathrm{nd}} T_{d}$ for $d \in\{\mathrm{~L}, \mathrm{R}\}$, and $a\left\langle T_{\mathrm{L}}, T_{\mathrm{R}}\right\rangle \rightarrow_{\mathrm{nd}} a\left\langle T_{\mathrm{L}}^{\prime}, T_{\mathrm{R}}\right\rangle$ if $T_{\mathrm{L}} \rightarrow_{\mathrm{nd}} T_{\mathrm{L}}^{\prime}$, and $a\left\langle T_{\mathrm{L}}, T_{\mathrm{R}}\right\rangle \rightarrow_{\mathrm{nd}} a\left\langle T_{\mathrm{L}}, T_{\mathrm{R}}^{\prime}\right\rangle$ if $T_{\mathrm{R}} \rightarrow_{\mathrm{nd}} T_{\mathrm{R}}^{\prime}$. For a tree $T, \mathcal{L}(T)$ is the set of all finite trees $V$ such






Figure 3 An example tree $T$, and four trees in $\mathcal{L}(T)$ (right). Additionally, $\mathcal{L}(T)$ contains $\perp$, the tree with empty domain, obtained by choosing the right child in the topmost nd-labeled node. Note that no tree in $\mathcal{L}(T)$ contains d , because d in $T$ is followed by $\mathrm{nd}_{\perp}$, which is forbidden in trees in $\mathcal{L}(T)$.


Figure 4 A tree $T$ illustrating SUP reflection.
that $\#_{\mathrm{nd}}(V)=\#_{\mathrm{nd}_{\perp}}(V)=0$ and $T \rightarrow_{\text {nd }}^{*} V$. See Figure 3 for an example. We then say that $T$ satisfies the simultaneous unboundedness property with respect to a set of letters $A$ if $S U P_{A}(\mathcal{L}(T))$ holds, that is, if for every $n \in \mathbb{N}$ there are trees in $\mathcal{L}(T)$ having at least $n$ occurrences of every letter from $A$.

Let $T$ be a tree over an alphabet $\mathbb{A}$. We define $\operatorname{refl}_{S U P}(T)$ to be the tree having the same domain as $T$, and such that every node $u$ thereof, having in $T$ label $a_{u}$, is labeled by

- the pair $\left(a_{u},\left\{A \subseteq \mathbb{A} \mid S U P_{A}(\mathcal{L}(T \upharpoonright u))\right\}\right)$, if $a_{u} \notin\left\{\right.$ nd, $\left.\mathrm{nd}_{\perp}\right\}$, and
- the original letter $a_{u}$, if $a_{u} \in\left\{\right.$ nd $\left.^{\prime} \mathrm{nd}_{\perp}\right\}$.

In other words, $\operatorname{refl}_{S U P}(T)$ adds, in every node $u$ of $T$ (except for nd- and nd ${ }_{\perp}$-labeled nodes) and for every set $A$ of letters, a mark saying whether $T \upharpoonright u$ has the simultaneous unboundedness property with respect to $A$.

Consider, for example, the tree $T$ from Figure 4. The tree $\operatorname{refl}_{S U P}(T)$ has the same shape as $T$. Every node $u$ having label a in $T$ gets label (a, $\{\emptyset,\{a\},\{b\},\{c\},\{a, b\},\{a, c\}\})$. Note that the set does not contain $\{\mathrm{b}, \mathrm{c}\}$ nor $\{\mathrm{a}, \mathrm{b}, \mathrm{c}\}$ : in $\mathcal{L}(T \upharpoonright u)$ there are no trees having simultaneously many occurrences of b and many occurrences of c . Nodes $u$ having in $T$ label b or care simply relabeled to (b, \{ $\{0$ ) or (c, $\{\emptyset\}$ ), respectively, because $\mathcal{L}(T \upharpoonright u)$ contains only a single tree, with a fixed number of nodes.

- Theorem 4.2 (SUP reflection [30, Theorem 10.1]). Given a recursion scheme $\mathcal{G}$ generating a tree $T$, one can construct a recursion scheme $\mathcal{G}_{S U P}$ generating the tree $\operatorname{refl}_{\text {SUP }}(T)$.
- Remark 4.3. In the introduction we have described an easier variant of the simultaneous unboundedness property, called a word variant. In this variant, every node with label other than nd has at most one child; then choosing a tree in $\mathcal{L}(T)$ corresponds to choosing a branch of $T$ (and trees in $\mathcal{L}(T)$ consist of single branches, hence they can be seen as words). Although the word variant of SUP is more commonly known than the tree variant described in this section, Theorem 4.2 holds also for the more general tree variant, as presented above.

Transducers. A (deterministic, top-down) finite tree transducer is a tuple $\mathcal{F}=(\mathbb{A}, \mathbb{B}, Q$, $\left.q_{0}, \delta\right)$, where $\mathbb{A}$ is a finite input alphabet, $\mathbb{B}$ is a finite output alphabet, $Q$ is a finite set of states, $q_{0} \in Q$ is an initial state, and $\delta$ is a transition function mapping $Q \times(\mathbb{A} \cup\{\perp\})$ to finite trees over the alphabet $\mathbb{B} \cup(Q \times\{\mathrm{L}, \mathrm{R}\})$. Letters from $Q \times\{\mathrm{L}, \mathrm{R}\}$ are allowed to occur only in leaves of trees $\delta(q, a)$ with $a \in \mathbb{A}$ (internal nodes of these trees, and all nodes of trees $\delta(q, \perp)$ are labeled by letters from $\mathbb{B})$. Moreover, it is assumed that that there is no sequence $\left(q_{1}, a_{1}, d_{1}\right),\left(q_{2}, a_{2}, d_{2}\right), \ldots,\left(q_{n}, a_{n}, d_{n}\right)$ such that $\delta\left(q_{i}, a_{i}\right)=\left(q_{(i \bmod n)+1}, d_{i}\right)\langle\perp, \perp\rangle$ for all $i \in[1, n]$.

For an input tree $T$ over $\mathbb{A}$ and a state $q \in Q$, we define an output tree $\mathcal{F}_{q}(T)$ over $\mathbb{B}$. Namely $\mathcal{F}_{q}\left(a\left\langle T_{\mathrm{L}}, T_{\mathrm{R}}\right\rangle\right)$ is the tree obtained from $\delta(q, a)$ by substituting $\mathcal{F}_{r}\left(T_{d}\right)$ for every leaf labeled with $(r, d) \in Q \times\{\mathrm{L}, \mathrm{R}\}$; additionally, $\mathcal{F}_{q}(\perp)$ simply equals $\delta(q, \perp)$ (recall that this tree has no labels from $Q \times\{\mathrm{L}, \mathrm{R}\})$. In other words, while being in state $q$ over an $a$-labeled node of the input tree, the transducer produces a tree prefix specified by $\delta(q, a)$, where instead of outputting an ( $r, \mathrm{~L}$ )-labeled (or ( $r, \mathrm{R}$ )-labeled) leaf, it rather continues by going to the left (respectively, right) child in the input tree, in state $r$; when $\mathcal{F}$ leaves the domain of the input tree, it still has a chance to output something, namely $\delta(q, \perp)$, and then it stops. In the root we start from the initial state, that is, we define $\mathcal{F}(T)=\mathcal{F}_{q_{0}}(T)$. To make the above definition formal, we can define $\mathcal{F}_{q}(T)(v)$, the label of $\mathcal{F}_{q}(T)$ in a node $v \in\{\mathrm{~L}, \mathrm{R}\}^{k}$, by induction on the depth $k$, simultaneously for all input trees $T$ and states $q \in Q$. Transitions $\delta(q, a)$ with $(r, d)$ immediately in the root are a bit problematic, because we go down along the input tree without producing anything in the output tree; we have assumed, however, that such transitions do not form a cycle, so after a few (at most $|Q|$ ) steps we necessarily advance in the output tree.

Note that transducers need not be linear. For example, we may have $\delta(q, a)=a\langle a\langle(q, \mathrm{~L})$, $(q, \mathrm{~L})\rangle, a\langle(q, \mathrm{R}),(q, \mathrm{R})\rangle\rangle$, which creates two copies of the tree produced out of the left subtree, and two copies of the tree produced out of the right subtree.

We have the following theorem:

- Theorem 4.4. Given a finite tree transducer $\mathcal{F}=\left(\mathbb{A}, \mathbb{B}, Q, q_{0}, \delta\right)$ and a recursion scheme $\mathcal{G}$ generating a tree $T$ over the alphabet $\mathbb{A}$, one can construct a recursion scheme $\mathcal{G}_{\mathcal{F}}$ generating the tree $\mathcal{F}(T)$.

This theorem follows from the equivalence between recursion schemes and collapsible pushdown systems [22], as it is straightforward to compose a collapsible pushdown system with $\mathcal{F}$. A formal proof can be found for instance in Parys [30, Appendix A].

Sequences of operations. We consider sequences of operations of the form $O_{1}, O_{2}, \ldots, O_{n}$, where every $O_{i}$ is either an MSO sentence $\varphi$, or the string "SUP", or a finite tree transducer $\mathcal{F}$. Having a tree $T$, we can apply such a sequence of operations to it. Namely, we take $T_{0}=T$, and for every $i \in[1, n]$, as $T_{i}$ we take

- $\operatorname{refl}_{\varphi}\left(T_{i-1}\right)$ if $O_{i}=\varphi$ is an MSO sentence,
- $\operatorname{refl}_{S U P}\left(T_{i-1}\right)$ if $O_{i}=S U P$, and
- $\mathcal{F}\left(T_{i-1}\right)$ if $O_{i}=\mathcal{F}$ is a finite tree transducer.

As the result we take $T_{n}$. We implicitly assume that whenever we apply a finite tree transducer to some tree, then the tree is over the input alphabet of the transducer; likewise, we assume that while computing $\operatorname{refl}_{\varphi}\left(T_{i-1}\right)$, the formula uses letters from the alphabet of $T_{i-1}$.

Using the aforementioned closure properties (Theorems 4.1, 4.2, and 4.4) we can apply the operations on the level of recursion schemes generating our tree:

Proposition 4.5. Given a recursion scheme $\mathcal{G}$ generating a tree $T$, and a sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$ as above, one can construct a recursion scheme $\mathcal{G}^{\prime}$ generating the result of applying $O_{1}, O_{2}, \ldots, O_{n}$ to $T$.

Main theorem. Let $\mathbb{A}$ be the alphabet used by $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formulae under consideration. We prove the following theorem:

- Theorem 4.6. Given a $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ sentence $\varphi$, one can compute a sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$, such that for every tree $T$ over $\mathbb{A}$, by applying $O_{1}, O_{2}, \ldots, O_{n}$ to $T$ we obtain $\mathrm{tt}\langle\perp, \perp\rangle$ if $\varphi$ is true in $T$, and $\mathrm{ff}\langle\perp, \perp\rangle$ otherwise.

Having a recursion scheme generating either $\operatorname{tt}\langle\perp, \perp\rangle$ or $\mathrm{ff}\langle\perp, \perp\rangle$, we can easily check what is generated: we just repeatedly apply rules of the recursion scheme. Thus Theorem 1.2 is an immediate consequence of Theorem 4.6 and Proposition 4.5.

- Remark 4.7. Note that in Theorem 4.6 we do not assume that $T$ is generated by a recursion scheme; the theorem holds for any tree $T$. Thus our decidability result, Theorem 1.2, can be immediately generalized from the class of trees generated by recursion schemes to any class of trees that is effectively closed under the considered three types of operations (i.e., any class for which Theorems 4.1, 4.2, and 4.4 remain true).

We now formulate a variant of Theorem 4.6 suitable for induction. On the input side, we have to deal with formulae with free variables (subformulae of our original sentence). On the output side, it is not enough to produce the truth value; we rather need to produce trees decorated by logical types. While logical types in general depend on the valuation of free variables, we consider here only a very special valuation mapping all variables to the empty set; recall that we denote such a valuation by $\varnothing$. Additionally, in the input tree we have to allow presence of some additional labels (used to store types with respect to other subformulae): we suppose that we have a tree $T$ over an alphabet $\mathbb{A} \times \mathbb{B}$, where $\mathbb{A}$ is our fixed alphabet used by $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formulae, and $\mathbb{B}$ is some other auxiliary alphabet. Then by $\pi_{\mathbb{A}}(T)$ we denote the tree over $\mathbb{A}$ having the same domain as $T$, with every node thereof relabeled from $(a, b) \in \mathbb{A} \times \mathbb{B}$ to $a$.

- Lemma 4.8. Given a $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ formula $\varphi$ and an auxiliary alphabet $\mathbb{B}$, one can compute a sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$, such that for every tree $T$ over $\mathbb{A} \times \mathbb{B}$, by applying $O_{1}, O_{2}, \ldots, O_{n}$ to $T$ we obtain a tree having the same domain as $T$, such that every node $u$ thereof is labeled by the pair $\left(\ell_{u}, \llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\varphi}^{\varnothing}\right)$, where $\ell_{u} \in \mathbb{A} \times \mathbb{B}$ is the label of $u$ in $T$.

Theorem 4.6 is an immediate consequence of Lemma 4.8. Indeed, let us use Lemma 4.8 with a singleton alphabet $\mathbb{B}$; for such an alphabet we identify $\mathbb{A}$ with $\mathbb{A} \times \mathbb{B}$. By applying operations $O_{1}, \ldots, O_{n}$ obtained from Lemma 4.8 we obtain a tree with the root labeled by $(a, \tau)$ for $\tau=\llbracket T \rrbracket_{\varphi}^{\varnothing}$. Recall that, by Fact 3.2, we have a function $t v_{\varphi}$ such that $t v_{\varphi}\left(\llbracket T \rrbracket_{\varphi}^{\varnothing}\right)=\mathrm{tt}$ if, and only if, $T, \varnothing \models \varphi$. Thus, after all the operations $O_{1}, \ldots, O_{n}$, we can simply apply a transducer $\mathcal{F}$ that reads the root's label $(a, \tau)$ and returns the tree $\mathrm{tt}\langle\perp, \perp\rangle$ if $t v_{\varphi}(\tau)=\mathrm{tt}$, and the tree $\mathrm{ff}\langle\perp, \perp\rangle$ otherwise. There is a small exception if the original tree $T$ has empty domain: then there is no root at all, in particular no root from which we can read the $\varphi$-type $\tau$. Thus, if the transducer $\mathcal{F}$ sees an empty tree, it should rather use $\tau=\llbracket \perp \rrbracket_{\varphi}^{\varnothing}$, which is known by Fact 3.4.

Proof of Lemma 4.8. The proof is by induction on the structure of $\varphi$. We have several cases depending on the shape of $\varphi$.

Recall that in this lemma we only consider the valuation $\varnothing$ mapping all variables to the empty set. Because of that, if $\varphi$ is of the form $a(X)$ or $X \subseteq Y$, then the $\varphi$-type $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\varphi}^{\varnothing}$ is tt for every tree $T$ and node $u$ thereof. It is thus enough to return (as the only operation $\left.O_{1}\right)$ a transducer that appends tt to the label of every node of $T$. Similarly, if $\varphi=\left(X \Lambda_{d} Y\right)$, then the $\varphi$-type $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\varphi}^{\varnothing}$ is always empty. For $\varphi=(\neg \psi)$ the situation is also trivial: we can directly use the induction hypothesis since $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\varphi}^{\varnothing}=\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi}^{\varnothing}$.

Suppose that $\varphi=\left(\psi_{1} \wedge \psi_{2}\right)$. The induction hypothesis for $\psi_{1}$ gives us a sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$ that appends $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi_{1}}^{\varnothing}$ to the label of every node $u$ of $T$. The resulting tree $T^{\prime}$ is over the alphabet $\mathbb{A} \times \mathbb{B} \times T y p_{\psi_{1}}$, which can be seen as $\mathbb{A} \times \mathbb{B}^{\prime}$ for $\mathbb{B}^{\prime}=\mathbb{B} \times T y p_{\psi_{1}}$; we have $\pi_{\mathbb{A}}\left(T^{\prime}\right)=\pi_{\mathbb{A}}(T)$. We can thus apply the induction hypothesis for $\psi_{2}$ to the resulting tree $T^{\prime}$; it gives us a sequence of operations $O_{n+1}, O_{n+2}, \ldots, O_{n+m}$ that appends $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi_{2}}^{\varnothing}$ to the label of every node $u$ of $T^{\prime}$. The tree obtained after applying all the $n+m$ operations is as needed: in every node thereof we have appended the pair containing the $\psi_{1}$-type and the $\psi_{2}$-type, and such a pair is precisely the $\varphi$-type.

The case of $\varphi=\exists_{\text {fin }} X . \psi$ is handled by a reduction to the case of $\varphi^{\prime}=U X . \psi$. Indeed, recall that the type for $\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right)$ is a tuple of $2^{k}$ coordinates indexed by sets $I \subseteq[1, k]$; in the case of a single variable $\mathrm{X}_{1}=\mathrm{X}$, there are only two coordinates, one for $I=\emptyset$, and the other for $I=\{1\}$. The coordinate for $I=\emptyset$ in $\llbracket T^{\prime} \rrbracket_{\mathrm{UX} . \psi}^{\varnothing}$ is simply $\left\{\sigma \mid \exists X \cdot \llbracket T^{\prime} \rrbracket_{\psi}^{\nu[\mathrm{X} \mapsto X]}=\sigma\right\}$, that is, the $\varphi$-type $\llbracket T^{\prime} \rrbracket_{\exists{ }_{\text {fin }} \mathrm{x} \cdot \psi}$. Thus, we can take the sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$ from the forthcoming case of $\varphi^{\prime}=U X . \psi$, which appends the $\varphi^{\prime}$-type, and then add a simple transducer that removes the second coordinate of this type.

Finally, suppose that $\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \psi$. By the induction hypothesis we have a sequence of operations $O_{1}, O_{2}, \ldots, O_{n}$ that appends the $\psi$-type $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi}^{\varnothing}$ to the label of every node $u$ of $T$. Let $T^{1}$ be the tree obtained from $T$ by applying these operations.

As a first step, to $T^{1}$ we apply a transducer $\mathcal{F}$ defined as follows. Its input alphabet is $\mathbb{A}^{\prime}=\mathbb{A} \times \mathbb{B} \times T y p_{\psi}$, the alphabet of $T^{1}$, its output alphabet is $\mathbb{A}^{\prime} \cup\left\{?, \#, \mathrm{nd}, \mathrm{nd}_{\perp}, \mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\}$, and its set of states is $\left\{q_{0}\right\} \cup T y p_{\psi}$. Having a letter $\ell=(a, b, \tau) \in \mathbb{A}^{\prime}$, let $\pi_{\mathbb{A}}(\ell)=a$ and $\pi_{T y p_{\psi}}(\ell)=\tau$. Coming to transitions, first for every triple $\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$, where $S=$ $\left\{\mathrm{X}_{i_{1}}, \ldots, \mathrm{X}_{i_{m}}\right\} \subseteq\left\{\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right\}$ and $\tau_{\mathrm{L}}, \tau_{\mathrm{R}} \in T y p_{\psi}$ we define

$$
\operatorname{sub}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)=\mathrm{X}_{i_{1}}\left\langle\perp, \mathrm{X}_{i_{2}}\left\langle\perp, \ldots \mathrm{X}_{i_{m}}\left\langle\perp, \#\left\langle\left(\tau_{\mathrm{L}}, \mathrm{~L}\right),\left(\tau_{\mathrm{R}}, \mathrm{R}\right)\right\rangle\right\rangle \ldots\right\rangle\right\rangle
$$

Moreover, for every $\ell \in \mathbb{A}^{\prime}$ and $\tau \in \operatorname{Typ}_{\psi}$, let $\operatorname{here}(\ell, \tau)=\perp$ if $\tau=\pi_{T y p_{\psi}}(\ell)$ and $\operatorname{here}(\ell, \tau)=$ $\mathrm{nd}_{\perp}\langle\perp, \perp\rangle$ otherwise. In order to define $\delta(\tau, \ell)$, we consider all triples $\left(S_{1}, \tau_{\mathrm{L}, 1}, \tau_{\mathrm{R}, 1}\right), \ldots$, $\left(S_{s}, \tau_{\mathrm{L}, s}, \tau_{\mathrm{R}, s}\right)$ for which $\operatorname{Comp}_{\pi_{\mathrm{A}}(\ell), \psi}\left(S_{i}, \tau_{\mathrm{L}, i}, \tau_{\mathrm{R}, i}\right)=\tau$ (assuming some fixed order in which these triples are listed). Then, we take

$$
\begin{array}{r}
\delta(\tau, \ell)=?\left\langle\perp, \operatorname{nd}\left\langle\operatorname{sub}\left(S_{1}, \tau_{\mathrm{L}, 1}, \tau_{\mathrm{R}, 1}\right), \operatorname{nd}\left\langle\operatorname{sub}\left(S_{2}, \tau_{\mathrm{L}, 2}, \tau_{\mathrm{R}, 2}\right), \ldots\right.\right.\right. \\
\left.\left.\left.\operatorname{nd}\left\langle\operatorname{sub}\left(S_{s}, \tau_{\mathrm{L}, s}, \tau_{\mathrm{R}, s}\right), \operatorname{here}(\ell, \tau)\right\rangle \ldots\right\rangle\right\rangle\right\rangle .
\end{array}
$$

Additionally, we consider the list $\tau_{1}, \ldots, \tau_{r}$ of all $\psi$-types from $T y p_{\psi}$ (listed in some fixed order), and we define

$$
\delta\left(q_{0}, \ell\right)=\ell\left\langle\left(q_{0}, \mathrm{~L}\right), \#\left\langle\left(q_{0}, \mathrm{R}\right), \#\left\langle\delta\left(\tau_{1}, \ell\right), \#\left\langle\delta\left(\tau_{2}, \ell\right), \ldots \#\left\langle\delta\left(\tau_{r}, \ell\right), \perp\right\rangle \ldots\right\rangle\right\rangle\right\rangle\right\rangle
$$

For the empty tree we define
$\delta\left(q_{0}, \perp\right)=\perp, \quad \delta\left(\llbracket \perp \rrbracket_{\psi}^{\varnothing}, \perp\right)=\perp, \quad$ and $\quad \delta(\tau, \perp)=\mathrm{nd}_{\perp} \quad$ for $\tau \neq \llbracket \perp \rrbracket_{\psi}^{\varnothing}$.
The "main part" of the result $\mathcal{F}\left(T^{1}\right)$, produced using the state $q_{0}$ is an almost unchanged copy of $T^{1}$; there is only a technical change, that a new \#-labeled node is inserted between every node and its right child, so that the right child is moved to the left child of this new


Figure 5 An illustration of $\mathcal{F}_{q_{0}}\left(T^{1} \upharpoonright u\right)$. Here, $\ell$ is the label of $u$ in $T^{1}$, and $\tau_{1}, \ldots, \tau_{r}$ are all possible $\psi$-types.



Figure 6 An illustration of $\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)$. We assume that there are exactly three triples $\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$ such that $\operatorname{Comp}_{\pi_{\mathrm{A}}(\ell), \psi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)=\tau$, namely $\left(\left\{\mathrm{X}_{1}\right\}, \tau_{\mathrm{L}, 1}, \tau_{\mathrm{R}, 1}\right),\left(\left\{\mathrm{X}_{2}, \mathrm{X}_{3}\right\}, \tau_{\mathrm{L}, 2}, \tau_{\mathrm{R}, 2}\right)$, and $\left(\emptyset, \tau_{\mathrm{L}, 3}, \tau_{\mathrm{R}, 3}\right)$, for $\ell$ being the label of $u$ in $T^{1}$. We have two cases depending on whether the $\psi$-type written in $\ell$ is $\tau$ or not.
right child. But additionally, below the new \#-labeled right child of every node $u$ of $T^{1}$, there are $\left|T y p_{\psi}\right|$ modified copies of $T^{1} \upharpoonright u$, attached below a branch of \#-labeled nodes (cf. Figure 5). For each $\psi$-type $\tau$ we have such a copy, namely $\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)$, responsible for checking whether the type of $\pi_{\mathbb{A}}(T) \upharpoonright u$ can be $\tau$. The tree $\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)$ is a disjunction (formed by nd-labeled nodes) of all possible triples ( $S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}$ ) such that types $\tau_{\mathrm{L}}$ and $\tau_{\mathrm{R}}$ in children of $u$, together with $S$ being the set of those variables among $\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}$ that contain $u$, result in type $\tau$ in $u$ (cf. Figure 6). We output the variables from $S$ in the resulting tree, so that they can be counted, and then we have subtrees $\mathcal{F}_{\tau_{\mathrm{L}}}\left(T^{1} \upharpoonright u \mathrm{~L}\right)$ and $\mathcal{F}_{\tau_{\mathrm{R}}}\left(T^{1} \upharpoonright u \mathrm{R}\right)$, responsible for checking whether the type in the children of $u$ can be $\tau_{\mathrm{L}}$ and $\tau_{\mathrm{R}}$. Additionally, the here subtree allows to finish immediately if $\tau$ is the $\psi$-type of $T^{1} \upharpoonright u$ under the empty valuation. Formally, we have the following claim:
$\triangleright$ Claim 4.9. For every $\psi$-type $\tau$, numbers $n_{1}, \ldots, n_{k} \in \mathbb{N}$, and node $u$, the following two statements are equivalent:

- there exist sets $X_{1}, \ldots, X_{k}$ of nodes of $T \upharpoonright u$ such that $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi}^{\varnothing\left[\mathrm{X}_{1} \mapsto X_{1}, \ldots, \mathrm{x}_{k} \mapsto X_{k}\right]}=\tau$ and $\left|X_{i}\right|=n_{i}$ for $i \in[1, k]$, and
- there exists a tree $V \in \mathcal{L}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right)$ such that $\# \mathrm{x}_{i}(V)=n_{i}$ for $i \in[1, k]$.

Proof. Let us concentrate on the left-to-right implication. The proof is by induction on the maximal depth of nodes in the $X_{i}$ sets. We have three cases. First, it is possible that $u$ is not a node of $T$. Then, all the sets $X_{i}$ have to be empty, so we have $\tau=\llbracket \perp \rrbracket_{\psi}^{\varnothing}$, and hence $\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)=\delta(\tau, \perp)=\perp$ (recall that $T$ and $T^{1}$ have the same domain). The set $\mathcal{L}(\perp)$ contains the tree $\perp$ which indeed has no $\mathrm{X}_{i}$ labeled nodes, as needed.

Second, it is possible that $u$ is a node of $T$, but all the sets $X_{i}$ are empty. Let $\ell$ be the label of $u$ in $T^{1}$. By construction of $T^{1}$, we have $\pi_{T y p_{\psi}}(\ell)=\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi}^{\varnothing}=\tau$. On the rightmost branch of $\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)$, after a ?-labeled node and a few nd-labeled nodes, we have the subtree $h \operatorname{ere}(\ell, \tau)$, which is $\perp$ by the above equality. We can return the tree $?\langle\perp, \perp\rangle$, which belongs to $\mathcal{L}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right)$.

Finally, suppose that our sets are not all empty. Then necessarily $u$ is inside $T$ (and $T^{1}$ ); let $\ell$ be the label of $u$ in $T^{1}$ (by construction of $T^{1}$, the label of $u$ in $T$ consists of the first two coordinates of $\ell$ ). Consider $S=\left\{\mathrm{X}_{i} \mid \varepsilon \in X_{i}\right\}$ and $\tau_{d}=\llbracket \pi_{\mathbb{A}}(T)\left\lceil u d \rrbracket_{\psi}^{\varnothing}\left[\mathrm{X}_{1} \mapsto X_{1}, \ldots, \mathrm{X}_{k} \mapsto X_{k}\right]\lceil d\right.$ for $d \in\{\mathrm{~L}, \mathrm{R}\}$. By the induction hypothesis, there are trees $V_{d} \in \mathcal{L}\left(\mathcal{F}_{\tau_{d}}\left(T^{1} \upharpoonright u d\right)\right)$ such that $\# \mathrm{x}_{i}\left(V_{d}\right)=\left|X_{i} \upharpoonright d\right|$ for $i \in[1, k]$. Due to Equality (1) we have $\tau=\operatorname{Comp}_{\pi_{\mathrm{A}}(\ell), \psi}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$. This means that $\delta(\tau, \ell)$, below a ?-labeled node and a few nd-labeled, produces a subtree using $\operatorname{sub}\left(S, \tau_{\mathrm{L}}, \tau_{\mathrm{R}}\right)$. We define $V$ by choosing this subtree. Then, there are some $\mathrm{X}_{i}$-labeled nodes, for all $\mathrm{X}_{i} \in S$ (that is, for those sets $X_{i}$ that contain the root of $T \upharpoonright u$ ). Below them, we have the tree $\#\left\langle\mathcal{F}_{\tau_{\mathrm{L}}}\left(T^{1} \upharpoonright u \mathrm{~L}\right), \mathcal{F}_{\tau_{\mathrm{R}}}\left(T^{1} \upharpoonright u \mathrm{R}\right)\right\rangle$; in its left subtree we choose $V_{\mathrm{L}}$, and in its right subtree we choose $V_{\mathrm{R}}$. This way, we obtain a tree $V \in \mathcal{L}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right.$ ), where the number of $\mathrm{X}_{i}$-labeled nodes is indeed $\left|X_{i}\right|=n_{i}$, for all $i \in[1, k]$.

We skip the proof of the right-to-left implication, as it is analogous (this time, the induction is on the height of the tree $V$ ).

Let $T^{2}=\mathcal{F}\left(T^{1}\right)$. As the next operation after $\mathcal{F}$, we use $S U P$. Let $T^{3}=\operatorname{refl}_{S U P}\left(T^{2}\right)$. The SUP operation attaches a label to every node of $T^{3}$ (except for nd-labeled nodes), but we are interested in these labels only in nodes originally (i.e., in $T_{2}$ ) labeled by "?". Every such node is the root of a subtree $\operatorname{refl}_{S U P}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right)$ for some node $u$ of $T^{1}$; it becomes labeled by $(?, \mathcal{U})$, where $\mathcal{U}=\left\{A \subseteq \mathbb{A}^{\prime} \mid S U P_{A}\left(\mathcal{L}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right)\right)\right\}$. Recall that $\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) . \psi$ and that the $\varphi$-type is a tuple of $2^{k}$ coordinates, indexed by sets $I \subseteq[1, k]$. Consider such a set $I$, and take $A_{I}=\left\{\mathrm{X}_{i} \mid i \in I\right\}$. By definition of $S U P_{A_{I}}$, the label $\mathcal{U}$ contains $A_{I}$ if, and only if, for every $n \in \mathbb{N}$ the language $\mathcal{L}\left(\mathcal{F}_{\tau}\left(T^{1} \upharpoonright u\right)\right)$ contains trees with at least $n$ occurrences of every element of $A_{I}$. By Claim 4.9 this is the case if, and only if, for every $n \in \mathbb{N}$ there exist sets $X_{1}, \ldots, X_{k}$ of nodes of $T \upharpoonright u$ such that $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\psi}^{\varnothing\left[\mathrm{X}_{1 \mapsto} \mapsto X_{1}, \ldots, \mathrm{X}_{k} \mapsto X_{k}\right]}=\tau$ and $\left|X_{i}\right| \geq n$ for all $i \in I$. This, in turn, holds if, and only if, the $I$-coordinate of the $\varphi$-type $\llbracket \pi_{\mathbb{A}}(T) \upharpoonright u \rrbracket_{\varphi}^{\varnothing}$ contains $\tau$. (The case of $I=\emptyset$ is a bit delicate, but one can see that the proof works without any change also in this case.)

The above means that all the $\varphi$-types we wished to compute are already present in $T^{3}$, we only have to move them to correct places. To this end, for every $\psi$-type $\tau_{i}$, and for every set $I \subseteq[1, k]$ we append to our sequence of operations a formula $\theta_{i, I}$ saying that the node $\mathrm{R}^{i+1} \mathrm{~L}$ has label of the form $(?, \mathcal{U}, \ldots)$ with $A_{I} \in \mathcal{U}$ (note that this node in $\mathcal{F}_{q_{0}}\left(T^{1} \upharpoonright u\right)$ is the ?-labeled root of $\mathcal{F}_{\tau_{i}}\left(T^{1} \upharpoonright u\right)$; the operation $S U P$ appends a set $\mathcal{U}$ to this label, and operations $\theta_{i^{\prime}, I^{\prime}}$ applied so far append some additional coordinates that we ignore).

After that, we already have all $\varphi$-types in correct nodes, but in a wrong format; we also have additional nodes not present in the original tree $T$. To deal with this, at the end we apply a transduction $\mathcal{F}^{\prime}$, which

- removes all nodes labeled by $(\#, \ldots)$ and their right subtrees, hence leaving only nodes present in the original tree $T$;
- the remaining nodes have labels of the form $\left(a, b, \tau, \mathcal{U}, v_{i_{1}, I_{1}}, \ldots, v_{i_{s}, I_{s}}\right)$; we relabel them to $\left(a, b,\left(\left\{\tau_{i} \mid v_{i, I}=\mathrm{tt}\right\}\right)_{I \subseteq[1, k]}\right)$.
This last transduction produces a tree exactly as needed.


## 5 Expressivity

In this section we prove our second main result, Theorem 1.1, saying that the simultaneous unboundedness property can be expressed in $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$, but not in $\mathrm{WMSO}+\mathrm{U}$. The positive part of this statement is easy:

Proposition 5.1. For every set of letters $A$ there exists a $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$ sentence $\varphi$ which holds in a tree $T$ if, and only if, $S U P_{A}(\mathcal{L}(T))$ holds.


Figure $7 T_{1}$ (left) and $T_{2}$ (right).

Proof. Let $A=\left\{a_{1}, \ldots, a_{k}\right\}$. We take

$$
\varphi=\mathrm{U}\left(\mathrm{X}_{1}, \ldots, \mathrm{X}_{k}\right) \cdot \exists_{\mathrm{fin}} \mathrm{Y} .\left(a_{1}\left(\mathrm{X}_{1}\right) \wedge \cdots \wedge a_{k}\left(\mathrm{X}_{k}\right) \wedge \mathrm{X}_{1} \subseteq \mathrm{Y} \wedge \cdots \wedge \mathrm{X}_{k} \subseteq \mathrm{Y} \wedge \psi(\mathrm{Y})\right),
$$

where $\psi(\mathrm{Y})$ expresses the fact that Y contains nodes of a single tree from $\mathcal{L}(T)$, together with their nd-labeled ancestors, that is, that for every node $v$ of Y ,

- the parent of $v$, if exists, belongs to Y ;
- if $v$ has label nd, then exactly one child of $v$ belongs to Y (strictly speaking: there is a direction $d \in\{\mathrm{~L}, \mathrm{R}\}$ such that a child in this direction, if exists, belongs to Y , and the child in the opposite direction, if exists, does not belong to Y );
- $v$ does not have label $\mathrm{nd}_{\perp}$; and
- if $v$ has label other than nd, then all children of $v$ belong to Y .

It is easy to write the above properties in $\mathrm{WMSO}+\mathrm{U}_{\text {tup }}$. Then $\varphi$ expresses that for every $n \in \mathbb{N}$ there exist sets $X_{1}, \ldots, X_{k}$ of nodes of some $V \in \mathcal{L}(T)$ such that $\left|X_{i}\right| \geq n$ and nodes of $X_{i}$ have label $a_{i}$, for all $i \in[1, k]$; this is precisely the simultaneous unboundedness property with respect to the set $A=\left\{a_{1}, \ldots, a_{k}\right\}$.

In the remaining part of this section we prove that SUP with respect to $\{a, b\}$ cannot be expressed in WMSO $+\mathbf{U}$ (i.e., without using the $U$ quantifier for tuples of variables). We prove this already for the word variant of SUP (cf. Remark 4.3), which is potentially easier to be expressed than SUP in its full generality.

Our proof is by contradiction. Assume thus that there is a sentence $\varphi_{S U P}$ of WMSO+U that holds exactly in those trees $T$ for which $S U P_{\{\mathrm{a}, \mathrm{b}\}}(T)$ is true. Having $\varphi_{S U P}$ fixed, we take a number $N$ such that $\left|T y p_{\varphi}\right| \leq N$ and $\left|T y p_{\exists_{\text {fin }} \mathrm{x} . \varphi}\right| \leq N$ for all subformulae $\varphi$ of $\varphi_{\text {SUP }}$ (recall that $T y p_{\varphi}$ is a set containing all possible $\varphi$-types).

Based on $N$, we now define two trees, $T_{1}$ and $T_{2}$, such that $S U P_{\{\mathrm{a}, \mathrm{b}\}}\left(T_{2}\right)$ but not $S U P_{\{\mathrm{a}, \mathrm{b}\}}\left(T_{1}\right)$, and we show that they are indistinguishable by $\varphi_{S U P}$. We achieve that by demonstrating their type equality as stated in Lemma 5.5, which by Fact 3.2 gives their indistinguishability by the WMSO +U sentence $\varphi_{S U P}$.

- Definition $5.2\left(T_{1}\right.$ and $\left.T_{2}\right)$. We define $T_{1}$ as a tree with an infinite rightmost path (that we call its trunk), containing nd-labeled nodes. For each integer $k \geq 0$, there is a leftward path called vault attached to the $(k N!+1)$-th node of the trunk. If $k$ is even, we denote the
vault as $S_{1, \frac{k}{2}+1}$, and otherwise as $S_{\frac{k+1}{2}+1,1}$. Each vault $S_{m, n}$ consists of two parts: the upper sub-path of length $m N$ !, where every node has label a, and the lower sub-path of length $n N$ !, where every node has label b (cf. Figure 7).

To each node of the trunk that does not have a vault attached we attach a copy of $S_{1,1}$. Note that we do not call these copies vaults; only the original $S_{1,1}$ starting at the root of $T_{1}$ is a vault.

The definition of $T_{2}$ is similar to that of $T_{1}$, except that this time the vault associated with each $k$ is $S_{k, k}$, still starting at depth $k N!+1$ and having $k N$ ! nodes with label a followed by $k N$ ! nodes with label b.

The technical core of our proof lies in the following two lemmata:

- Lemma 5.3. Let $\psi$ be such that $\left|T y p_{\exists_{\text {fin }} \mathrm{X} \cdot \psi}\right| \leq N$. If for all $k^{\prime}, \ell^{\prime} \in \mathbb{N}$ we have $\llbracket T_{1} \upharpoonright \mathrm{R}^{k^{\prime} N!} \rrbracket_{\psi}^{\varnothing}=$ $\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell^{\prime} N!} \rrbracket_{\psi}^{\varnothing}$, then for all $k, \ell \in \mathbb{N}$ and $\tau \in$ Typ there exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $\lim _{n \rightarrow \infty} f(n)=\infty$ and for all $n \in \mathbb{N}$,

$$
\begin{aligned}
& \exists X_{1} \subseteq \operatorname{dom}\left(T_{1} \upharpoonright \mathrm{R}^{k N!}\right) \cdot\left|X_{1}\right|=n \wedge \llbracket T_{1} \upharpoonright \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{1}\right]}=\tau \\
& \quad \Longrightarrow \quad \exists X_{2} \subseteq \operatorname{dom}\left(T_{2} \upharpoonright \mathrm{R}^{\ell N!}\right) \cdot f(n) \leq\left|X_{2}\right|<\infty \wedge \llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{2}\right]}=\tau .
\end{aligned}
$$

- Lemma 5.4. Let $\psi$ be such that $\left|T y p_{\exists_{\text {fin }} \mathrm{X} . \psi}\right| \leq N$. If for all $k^{\prime}, \ell^{\prime} \in \mathbb{N}$ we have $\llbracket T_{1} \upharpoonright \mathrm{R}^{k^{\prime} N!} \rrbracket_{\psi}^{\varnothing}=$ $\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell^{\prime} N!} \rrbracket_{\psi}^{\varnothing}$, then for all $k, \ell \in \mathbb{N}$ and $\tau \in$ Typ there exists a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that $\lim _{n \rightarrow \infty} f(n)=\infty$ and for all $n \in \mathbb{N}$,

$$
\begin{aligned}
& \exists X_{1} \subseteq \operatorname{dom}\left(T_{1} \upharpoonright \mathrm{R}^{k N!}\right) \cdot f(n) \leq\left|X_{1}\right|<\infty \wedge \llbracket T_{1} \backslash \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{1}\right]}=\tau \\
& \Longleftarrow \quad \exists X_{2} \subseteq \operatorname{dom}\left(T_{2} \upharpoonright \mathrm{R}^{\ell N!}\right) \cdot\left|X_{2}\right|=n \wedge \llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{2}\right]}=\tau
\end{aligned}
$$

Note that the function $f$ in Lemmata 5.3 and 5.4 may depend on $k$ and $\ell$. We only sketch here the proof of the above lemmata; a full proof can be found in Appendix A of the extended version.

Lemma 5.3 is slightly easier. Indeed, suppose first that $k=\ell=0$. By assumption, in $T_{1}$ we have a finite set of nodes $X_{1}$ resulting in a $\psi$-type $\tau$; based on $X_{1}$, we have to produce a finite set of nodes $X_{2}$ in $T_{2}$, producing the same $\psi$-type $\tau$. The non-vault nodes of $X_{1}$ are transferred to $X_{2}$ without any change; note that the trees $T_{1}, T_{2}$ are identical outside of vaults. When in $T_{1}$ we have some vault $S_{1, i}$ (or $S_{i, 1}$, handled in the same way), then in the analogous place of $T_{2}$ we have a vault $S_{j, j}$ with $j \geq i$. We use a form of pumping to convert $S_{1, i}$ with some nodes marked as elements of $X_{1}$ into $S_{j, j}$ with marked nodes, which we take to $X_{2}$; this is done so that the $\psi$-type does not change. Namely, we concentrate on $\psi$-types of subtrees of $S_{1, i}$ starting on different levels. Already in the bottom, b-labeled part of $S_{1, i}$ we can find two levels in distance at most $N$, where the $\psi$-type repeats (by the pigeonhole principle; recall that the number of possible $\psi$-types is at most $N$ ). We then repeat the fragment of $S_{1, i}$ between these two places (together with the set elements marked in it), so that $(j-i) N$ ! new nodes are created, and we obtain $S_{1, j}$. Note that the repeated length, being at most $N$, necessarily divides $N$ !. Because of Proposition 3.3, such a pumping does not change the $\psi$-type. In a similar way, we can pump the upper, a-labeled part of $S_{1, j}$, and obtain $S_{j, j}$. In this way, we convert a finite top part of $T_{1}$ (with a set $X_{1}$ ) into $T_{2}$ (with a set $X_{2}$ ) without changing the $\psi$-type; the infinite parts located below (where the sets $X_{1}, X_{2}$ do not contain any elements) have the same $\psi$-type by the assumption $\llbracket T_{1} \upharpoonright \mathrm{R}^{k^{\prime} N!} \rrbracket_{\psi}^{\varnothing}=\llbracket T_{2} \backslash \mathrm{R}^{\ell^{\prime} N!} \rrbracket_{\psi}^{\varnothing}$. All nodes originally in $X_{1}$ remained in $X_{2}$ (possibly shifted), so we have $\left|X_{2}\right| \geq\left|X_{1}\right|$; the lemma holds with $f(n)=n$ in this case.

When $k, \ell$ are arbitrary (and we want to change $T_{1} \backslash \mathrm{R}^{k N!}$ into $T_{2} \upharpoonright \mathrm{R}^{\ell N!}$ ), we proceed in a similar way, but there is a potential problem that a vault $S_{1, i}$ (or $S_{i, 1}$ ) should be mapped to $S_{j, j}$ with $j<i$; then we should not stretch the vault, but rather contract it. But contracting is also possible: this time we look on $\exists_{\text {fin }} X$. $\psi$-types (instead of $\psi$-types) on the shorter target vault $S_{1, j}$; we can pump the vault as previously, so $S_{1, i}$ and $S_{1, j}$ have the same $\exists_{\text {fin }} \mathrm{X}$. $\psi$-type. Because $\exists_{\text {fin }} X . \psi$-type is a set of all possible $\psi$-types, we can choose elements of $S_{1, j}$ (and later of $S_{j, j}$ ) to $X_{2}$, so that the $\psi$-type is the same as originally in $S_{1, i}$, although without any guarantees on the size of the new set. Anyway, the length of vaults in $T_{2}$ grows two times faster than in $T_{1}$, so the above problem concerns only the first $\max (0, k-2 \ell)$ vaults, where the number of elements of $X_{1}$ is bounded by a constant $c_{k, \ell}$ (depending on $k$ and $\ell$ ). All further elements of $X_{1}$ contribute to the size of $X_{2}$; the lemma holds with $f(n)=n-c_{k, \ell}$.

Consider now Lemma 5.4, where we have to create a set $X_{1}$ in $T_{1}$ based on a set $X_{2}$ in $T_{2}$. There are two cases. Suppose first that at least half of elements of $X_{2}$ lie outside of the vaults. In this case we proceed as previously, appropriately stretching and/or contracting the vaults. While there is no size guarantee for vault elements, already by counting elements outside of the vaults we obtain $\left|X_{2}\right| \geq \frac{\left|X_{1}\right|}{2}$.

In the opposite case, we check which label is more frequent among the (at least $\frac{\left|X_{21}\right|}{2}$ ) vault elements of $X_{2}$. Suppose this is a (the case of b is analogous), and that $k=\ell=0$. We then map every vault $S_{i, i}$ into $S_{i, 1}$, contracting only the b-labeled part; all the a-labeled vault elements of $X_{2}$ remain in $X_{1}$. Because the distance between $S_{i, i}$ and $S_{i+1, i+1}$ in $T_{2}$ is $N$ !, while the distance between $S_{i, 1}$ and $S_{i+1,1}$ in $T_{1}$ is $2 N$ !, we also need to stretch the trunk, which is possible using a similar pumping argument (and we stretch some $S_{1,1}$ into the vault $S_{1, i}$ that should be in the middle between $S_{i, 1}$ and $S_{i+1,1}$ ).

This is almost the end, except that we need to handle arbitrary $k, \ell$. To this end, we either stretch the initial fragment of the trunk of length $N$ ! into multiple such fragments, or we contract the initial fragment of appropriate length into a fragment of length $N$ !, so that the vault lengths become synchronized.

Having Lemmata 5.3 and 5.4 we can conclude that the trees $T_{1}$ and $T_{2}$ (cf. Definition 5.2) have the same types:

- Lemma 5.5. Let $\varphi$ be a subformula of $\varphi_{S U P}$. Then for all $k, \ell \in \mathbb{N}$ we have $\llbracket T_{1} \upharpoonright \mathrm{R}^{k N!} \rrbracket_{\varphi}^{\varnothing}=$ $\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\varphi}^{\varnothing}$.

Proof. We proceed by induction on $\varphi$, considering all possible forms of the formula. First, note that we only consider the valuation $\varnothing$, mapping all variables to the empty set, so for atomic formulae of the form $a(\mathrm{X})$ or $\mathrm{X} \subseteq \mathrm{Y}$ the $\varphi$-type is always tt, and for $\mathrm{X} \AA_{d} \mathrm{Y}$ the $\varphi$-type is always empty. For $\varphi=\psi_{1} \wedge \psi_{2}$ the $\varphi$-type is just the pair containing the $\psi_{1}$-type and the $\psi_{2}$-type; for them we have the equality $\llbracket T_{1} \upharpoonright \mathrm{R}^{k N!} \rrbracket_{\psi_{i}}^{\varnothing}=\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\psi_{i}}^{\varnothing}$ by the induction hypothesis. Likewise, for $\varphi=\neg \psi$ the $\varphi$-type equals the $\psi$-type, and we immediately conclude by the induction hypothesis $\llbracket T_{1} \backslash \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing}=\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\psi}^{\varnothing}$.

Suppose now that $\varphi=\exists_{\text {fin }} \mathrm{X} . \psi$. Then the $\varphi$-type of $T_{1} \upharpoonright \mathrm{R}^{k N!}$ is the set of $\psi$-types $\llbracket T_{1} \backslash \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{1}\right]}$ over all possible finite sets $X_{1} \subseteq \operatorname{dom}\left(T_{1} \backslash \mathrm{R}^{k N!}\right)$, and likewise for $T_{2}$. By Lemma 5.3, for every $\psi$-type of $T_{1} \upharpoonright \mathrm{R}^{k N!}$ there exists a set $X_{2}$ giving the same $\psi$-type for $T_{2} \upharpoonright \mathrm{R}^{\ell N!}$, and conversely by Lemma 5.4 , so the two $\varphi$-types are equal (recall that $N$ was chosen such that $\left|T y p_{\exists_{\text {fin }} \mathrm{x} . \psi}\right| \leq N$ whenever $\psi$ is a subformula of $\varphi_{S U P}$, hence the two lemmata can indeed be applied).

Finally, suppose that $\varphi=$ UX. $\psi$. Then the $\varphi$-type consists of two coordinates. On the first coordinate we simply have the $\exists_{\text {fin }} \mathrm{X} . \psi$-type - these types are equal for $T_{1} \upharpoonright \mathrm{R}^{k N!}$ and $T_{2} \upharpoonright \mathrm{R}^{\ell N!}$ by the previous case. On the second coordinate we have the set of $\psi$-types $\tau$ such
that $\llbracket T_{1} \backslash \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{1}\right]}=\tau$ for arbitrarily large finite sets $X_{1}$, and likewise for $X_{2}$. But $\llbracket T_{1} \upharpoonright \mathrm{R}^{k N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{1}\right]}=\tau$ for arbitrarily large finite sets $X_{1}$ if and only if $\llbracket T_{2} \upharpoonright \mathrm{R}^{\ell N!} \rrbracket_{\psi}^{\varnothing\left[\mathrm{X} \mapsto X_{2}\right]}=\tau$ for arbitrarily large finite sets $X_{2}$, by Lemmata 5.3 and 5.4. This gives us equality of the two $\varphi$-types.

Recall that by assumption $\varphi_{S U P}$ is a formula of $\mathrm{WMSO}+\mathrm{U}$, without quantification over tuples, so the above exhausts all possible cases.

Lemma 5.5 implies in particular that $\llbracket T_{1} \rrbracket_{\varphi_{S U P}}^{\varnothing}=\llbracket T_{2} \rrbracket_{\varphi_{S U P}}^{\varnothing}$, which by Fact 3.2 means that $\varphi_{S U P}$ is satisfied in $T_{1}$ if and only if it is satisfied in $T_{2}$. This way we reach a contradiction with the fact that $\varphi_{S U P}$ should be true in $T_{1}$, but not in $T_{2}$. Thus, the simultaneous unboundedness property for two letters cannot be expressed by a formula $\varphi_{S U P}$ not involving the U quantifiers for tuples of variables; we obtain Theorem 1.1.

- Remark 5.6. We have shown that SUP with respect to a two-element set $\{\mathrm{a}, \mathrm{b}\}$ cannot be expressed without quantification over pairs of variables. It is easy to believe that using a very similar proof one can show that SUP with respect to a $k$-element set cannot be expressed without quantification over $k$-tuples of variables, for every $k \geq 2$.
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