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Abstract
We characterize a universal normal produoidal category of monoidal contexts over an arbitrary
monoidal category. In the same sense that a monoidal morphism represents a process, a monoidal
context represents an incomplete process: a piece of a decomposition, possibly containing missing
parts. In particular, symmetric monoidal contexts coincide with monoidal lenses and endow them
with a novel universal property. We apply this algebraic structure to the analysis of multi-party
protocols in arbitrary theories of processes.
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1 Introduction

Theories of processes, such as stochastic, partial or linear functions, are a foundational tool
in computer science. They help us model interacting systems using a solid mathematical
structure. Any theory of processes involving operations for sequential and parallel composition,
satisfying reasonable axioms, forms a monoidal category. Monoidal categories are versatile:
they can be used in the description of quantum circuits [2], stochastic processes [11, 24],
relational queries [9] and non-terminating processes [13], among other applications [16].

At the same time, monoidal categories have two intuitive, sound and complete calculi: the
first in terms of string diagrams [40], and the second in terms of their linear type theory [63].
String diagrams are a 2-dimensional syntax in which processes are represented by boxes, and
their inputs and outputs are connected by wires. The type theory of symmetric monoidal
categories is the basis of the more specialized arrow do-notation used in functional program-
ming languages [37, 51], which becomes do-notation for Kleisli categories of commutative
monads [46, 28].

This manuscript studies an algebra of context for monoidal categories. Context is of
central importance in computer science: we model not only processes but also the environment
in which they act. While the algebra of 1-dimensional context is commonplace in applications
like parsing [45], the same concept was missing for 2-dimensional syntaxes, which are still
less frequent in computer science [21]. Let us showcase monoidal categories, their string
diagrams and the use of do-notation in the description of a protocol.
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Figure 1 TCP Three way handshake.

1.1 Protocol Description
The Transmission Control Protocol (TCP) is a connection-based communication protocol.
Every connection begins with a three-way handshake: an exchange of messages that synchron-
izes the state of both parties. This handshake is defined in RFC793 to have three steps: SYN,
SYN-ACK and ACK [55]. The client initiates the communication by sending a synchronization
packet (SYN) to the server. The synchronization packet contains a pseudorandom number
associated to the session, the Initial Sequence Number of the client (CLI). The server
acknowledges this packet and sends a message (ACK) containing its own sequence number
(SRV) together with the client’s sequence number plus one (CLI+1). These two form the
SYN-ACK message. Finally, the client sends a final ACK message with the server’s sequence
number plus one, SRV + 1. When the protocol works correctly, both client and server end up
with the pair (CLI + 1, SRV + 1).

This protocol is traditionally described in terms of a communication diagram (Figure 1).
This diagram can be taken seriously as a formal mathematical object: it is a string diagram
describing a morphism in a monoidal category. The implementation of each component
of the protocol is traditionally written as pseudocode. This pseudocode can also be taken
seriously as the expression of a morphism in the same monoidal category, possibly with extra
structure: in this case, a commutative Freyd category (Figure 2a, see the full version [20,
Appendix C.1] [46]). That is, symmetric monoidal categories admit two different internal
languages, and we can use both to interpret formally the traditional description of a protocol
in terms of string diagrams and pseudocode.

1.2 Types for Message Passing
The last part in formalizing a multi-party protocol in terms of monoidal categories is to
actually separate its component parties. For instance, the three-way handshake can be split
into the client, the server and a channel. Here is where the existing literature in monoidal
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categories seems to fall short: the parts resulting from the decomposition of a monoidal
morphism are not necessarily monoidal morphisms themselves (see the full version [20,
Figure 14] for the diagrammatic representation). We say that these are only monoidal
contexts.

Contrary to monoidal morphisms, which only need to declare their input and output
types, monoidal contexts need behavioural types [54, 38] that specify the order and type of the
exchange of information along their boundary. A monoidal context may declare intermediate
send (!A) and receive (?A) types, separated by a sequencing operator (◁). For instance, the
channel is a monoidal morphism just declaring that it takes an input message (Msg) and
produces another output message; but the client is a monoidal context that transforms its
memory type, Client, at the same time it sends, receives and then sends a message; and the
server transforms its memory type, Server while, dually to the client, it receives, sends and
then receives a message (Figure 2b).

(a)

syn :: (Cli, Srv) ~>
((Cli, Srv), (Syn, Ack))

syn(client, server) = do
client <- random
return ((cli, 0), (cli, 0))

(b)

∈ LC (Client
Client ; !Msg ◁ ?Msg ◁ !Msg) ;

∈ LC (Server
Server ; ?Msg ◁ !Msg ◁ ?Msg) ;

NOISE ∈ C (Msg; Msg) ;

Figure 2 (a) Implementation of SYN. (b) Types for the three parties.

Session types [36], including the send (!A) and receive (?A) polarized types, have been
commonplace in logics of message passing. Cockett and Pastro [14] already proposed a
categorical semantics for message-passing which, however, needs to go beyond monoidal
categories, into linear actegories and polyactegories.

Our claim is that, perhaps surprisingly, monoidal categories already have the necessary
algebraic structure to define monoidal contexts and their send-receive polarized types. Latent
to any monoidal category, there exists a universal category of contexts with polarized types
(!/?) and parallel/sequence operators (⊗/◁).

1.3 Reasoning with Contexts
This manuscript introduces the notion of monoidal context and symmetric monoidal context;
and it explains how dinaturality allows us to reason with them. In the same way that we
reason with monoidal morphisms using string diagrams, we can reason about monoidal
contexts using incomplete string diagrams [4, 59].

For instance, consider the following fact about the TCP three-way handshake: the client
does not need to store a starting SRV number for the server, as it will be overwritten as soon
as the real one arrives. This fact only concerns the actions of the client, and it is independent
of the server and the channel. We would like to reason about it preserving this modularity,
and this is what the incomplete diagrams in Figure 3 achieve.

Here, we define SYN∗ = SYN # PRJ to be the same as the SYN process but projecting out
only the client CLI number. We also define a new ACK∗ that ignores the server SRV number,
so that ACK = PRJ # ACK∗. These two equations are enough to complete our reasoning.

CSL 2024



25:4 The Produoidal Algebra of Process Decomposition

Client

SYN∗

ACK∗

Client

SYN

ACK∗

PRJ
=

Client

SYN

ACK∗

Client

SYN

ACK

=
PRJ

=

Figure 3 Reasoning only with the client.

Monoidal contexts and their incomplete diagrams are defined to be convenient tuples of
morphisms, e.g. (SYN|ACK) in our example; what makes them interesting is the equivalence
relation we impose on them: this equivalence relation makes the pair (SYN # PRJ|ACK∗) equal
to (SYN|PRJ # ACK∗). Dinaturality is the name we give to this relation, and we will see how it
arises canonically from the algebra of profunctors.

1.4 The Produoidal Algebra of Monoidal Context

Despite the relative popularity of string diagrams and other forms of formal 2-dimensional
syntax, the algebra of incomplete monoidal morphisms has remained obscure. This manuscript
elucidates this algebra: we show that, as monoidal morphisms together with their string
diagrams form monoidal categories, monoidal contexts together with their incomplete string
diagrams form normal produoidal categories. Normal produoidal categories were a poorly
understood categorical structure, for which we provide examples. Let us motivate “normal
produoidal categories” by parts.

First, the “duoidal” part. Monoidal contexts can be composed sequentially and in
parallel, but also nested together to fill the missing parts. Nesting is captured by categorical
composition, so we need specific tensors for both sequential (◁) and parallel (⊗) composition.
This is what duoidal categories provide. Duoidal categories are categories with two monoidal
structures, e.g. (◁, N) and (⊗, I). These two monoidal structures are in principle independent
but, whenever they share the same unit (I ∼= N), they become well-suited to express process
dependence [62]: they become “normal”.

Finally, the “pro-” prefix. It is not that we want to impose this structure on top of
the monoidal one, but we want to capture the structure morphisms already form. The two
tensors (◁,⊗) do not necessarily exist in the original category; in technical terms, they
are not representable or functorial, but virtual or profunctorial. This makes us turn to the
produoidal categories of Booker and Street [10, 66].

Not only is all of this algebra present in monoidal contexts. Monoidal contexts are the
canonical such algebra; in a precise sense given by universal properties. The slogan for the
main result of this manuscript (Theorem 5.4) is that

Monoidal contexts are the free normalization of the cofree produoidal category over a
monoidal category.
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1.5 Related Work
Far from being the proposal of yet another paradigm, monoidal contexts form a novel
algebraic characterization of a widespread paradigm. We argue that the idea of monoidal
contexts has been recurrent in the literature, just never appearing explicitly and formally.
Our main contribution is to universally characterize an algebra of monoidal contexts, in the
form of a normal produoidal category. In fact, recently, there have been multiple implicit
applications of monoidal contexts. Kissinger and Uijlen [41] describe higher order quantum
processes using contexts with holes in compact closed monoidal categories. Ghani, Hedges,
Winschel and Zahn [27] describe economic game theory in terms of lenses and incomplete
processes in cartesian monoidal categories. Bonchi, Piedeleu, Sobociński and Zanasi [8] study
contextual equivalence in their monoidal category of affine signal flow graphs. Di Lavore, de
Felice and Román [19] define monoidal streams by iterating monoidal context coalgebraically.

Category theory. Street already noted that the endoprofunctors of a monoidal category
had a duoidal structure [66]; Pastro and Street described a promonoidal structure on lenses
[50] and Garner and López-Franco contributed a partial normalization procedure for duoidal
categories [25]. We build on top of this literature, putting it together, spelling out existence
proofs, popularizing its produoidal counterpart and providing multiple new results and
constructions that were previously missing (e.g. Theorems 3.8, 4.3, and 5.4).

Language theory. Motivated by language theory and the Chomsky-Schützenberger the-
orem, Melliès and Zeilberger [45] were the first to present the multicategorical splice-contour
adjunction. We are indebted to their exposition, which we extend to the promonoidal and
produoidal cases. Earnshaw and Sobociński [21] described a congruence on formal languages
of string diagrams using monoidal contexts. We prove how monoidal contexts arise from an
extended produoidal splice-contour adjunction; unifying these two threads.

Session types. Session types [35, 36] are the mainstay type formalism for communication
protocols, and they have been extensively applied to the π-calculus [60]. Our approach is not
set up to capture all of the features of a fully fledged session type theory [43]. Arguably, this
makes it more general in what it does: it always provides a universal way of implementing
send (!A) and receive (?A) operations in an arbitrary theory of processes represented by a
monoidal category. For instance, recursion and the internal/external choice duality [26, 54]
are not discussed, although they could be considered as extensions in the same way they are
to monoidal categories: via trace [29] and linear distributivity [15].

Lenses and incomplete diagrams. Lenses are a notion of bidirectional transformation [23]
that can be cast in arbitrary monoidal categories. The first mention of monoidal lenses
separate from their classical database counterparts [39] is due to Pastro and Street [50], who
identify them as an example of a promonoidal category. However, it was with a different
monoidal structure [56] that they became popular in recent years, spawning applications
not only in bidirectional transformations [23] but also in functional programming [53, 12],
open games [27], polynomial functors [49] and quantum combs [31]. Relating this monoidal
category of lenses with the previous promonoidal category of lenses was an open problem;
and the promonoidal structure was mostly ignored in applications. We solve this problem,
proving that lenses are a universal normal symmetric produoidal category (the symmetric
monoidal contexts), which endows them with a novel algebra and a novel universal property.
This also extends work on the relation between incomplete diagrams, comb-shaped diagrams,
and lenses [57, 59].

Finally, Nester et al. have recently proposed a syntax for lenses and message-passing [48, 7]
and lenses themselves have been applied to protocol specification [67]. Spivak [65] also
discusses the multicategory of wiring diagrams, later used for incomplete diagrams [52] and
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related to lenses [61]. The promonoidal categories we use can be seen as multicategories with
an extra coherence property. In this sense, we contribute the missing algebraic structure of
the universal multicategory of wiring diagrams relative to a monoidal category.

1.6 Contributions
Our main contribution is the universal characterization of a produoidal category of monoidal
contexts over a monoidal category (Theorem 5.4).

We construct an adjunction between monoidal categories and produoidal categories in
Section 3, and we characterize spliced monoidal arrows as the cofree produoidal category over
a monoidal category (Theorem 3.8); in order to do this, we also introduce a version of the
splice-contour construction that creates an adjunction between categories and promonoidal
categories, the interested reader can follow the full version [20, Appendix B].

We introduce the free normalization of an arbitrary produoidal category (Theorem 4.3).
Normalization had been only described for well-behaved duoidal categories [25]; we show that
any produoidal category can be normalized and we construct an idempotent normalization
monad. We universally characterize the algebra of monoidal contexts as a free normalization
(Theorem 5.4) in Section 5; we universally characterize the algebra of monoidal lenses as a free
symmetric normalization (Theorem 6.2) in Section 6. Finally, we introduce an interpretation
of send/receive types (!/?) (Proposition 6.5) in terms of monoidal lenses.

2 Preliminaries: Profunctors and Dinaturality

Profunctors describe families of processes indexed by the input and output types of a category.
Since they will be our main tool in the following, we give a brief introduction. More details
can be found in the full version of this paper [20, Appendix A].

▶ Definition 2.1. A profunctor P : B0 × ... × Bm � A0 × ... × An is a functor

P : Aop
0 ... × Aop

n × B0 × ... × Bm → Set.

For our purposes, a profunctor P (A0, ..., An;B0, ..., Bm) is a family of processes indexed
by contravariant inputs A0, ..., An and covariant outputs B0, ..., Bm. The profunctor is en-
dowed with jointly functorial left (≻0, ...,≻n) and right (≺0, ...,≺m) actions of the morphisms
of A0, ...,An and B0, ...,Bm, respectively [5, 44].1

Composing profunctors is subtle: the same processes could arise as the composite of
different pairs of processes, so we need to impose an equivalence relation. Imagine we try to
connect two different processes:

p ∈ P (A0, ..., An;B0, . . . , Bm), and q ∈ Q(C0, ..., Ck;D0, . . . , Dh);

and we have some morphism f : Bi → Cj that translates the i-th output port of p to the j-th
input port of q. Let us write (i|j) for this connection operation. Note that we could connect
them in two different ways: we could

change the output of the first process p≺i f before connecting both, (p≺ if) i|j q;
or change the input of the second process f ≻j q before connecting both, p i|j (f ≻j q).

1 We simply use (≺/≻) without any subscript whenever the input/output is unique.
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These are different descriptions, made up of two different components. However, they
essentially describe the same process [19]: they are dinaturally equal. Indeed, profunctors
are canonically endowed with this notion of equivalence [5, 44], precisely equating these two
descriptions. Profunctors, and their elements, are thus composed up to dinatural equivalence.

▶ Definition 2.2 (Dinatural equivalence). Consider two profunctors P : B0 × ... × Bm �

A0 × ... × An and Q : D0 × ... × Dh � C0 × ... × Ck such that Bi = Cj; and let Si,j
P,Q(A;D)

be the set∑
X∈Bi

P (A0...An;B0...X ...Bm) ×Q(C0...X ...Ck;D0...Dh).

Dinatural equivalence, (∼), on the set Si,j
P,Q(A;D) is the smallest equivalence relation sat-

isfying (p ≺ if i|j q) ∼ (p i|j f ≻j q). The coend is defined as this coproduct quotiented by
dinaturality, Si,j

P,Q(A;D)/(∼), and written as an integral.∫ X∈Cj

P (A0...An;B0...X ...Bm) ×Q(C0...X ...Ck;D0...Dh).

▶ Definition 2.3 (Profunctor composition). Consider two profunctors P : B0×...×Bm � A0×
...×An and Q : D0 × ...×Dh � C0 × ...×Ck such that Bi = Cj ; their composition along ports
i and j is a profunctor P ⋄Q : B0×...×D0×...×Dh×...×Bm � C0×...×A0×...×An×...×Ck;
we write it marking this connection

P (A0...An;B0... • ...Bm) ⋄Q(C0... • ...Ck;D0...Dh),

and it is defined as the coproduct of the product of both profunctors, indexed by the common
variable, and quotiented by dinatural equivalence,∫ X∈C

P (A0...An;B0...X ...Bm) ×Q(C0...X ...Ck;D0...Dh).

3 Parallel-Sequential Context

Monoidal categories are an algebraic structure for sequential and parallel composition: they
contain a “tensoring” operator on morphisms, (⊗), apart from the usual sequencing, (#), and
identities (id).

f0#(□⊗□)#f1f0 f1

g g h#(□⊗□)#idh id

k k l1l0 l0|l1

Figure 4 Example decomposition.

Assume a monoidal morphism factors as follows: f0 # (g ⊗ (h # (k⊗ (l0 # l1)))) # f1. We can
say that this morphism came from dividing everything between f0 and f1 by a tensor. That
is, from a context f0 # (□ ⊗ □) # f1. We filled the first hole of this context with a g, and then
proceeded to split the second part as h # (□ ⊗ □) # id. Finally, we filled the first part with k

and the second one we filled with l0, idI , and l1.

CSL 2024
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This section studies decomposition of morphisms in a monoidal category, in the same way
we study decomposition of morphisms in a category (see the full version [20, Appendix B]).
We present an algebraic structure for decomposing both sequential and parallel compositions:
produoidal categories.

3.1 Produoidal Categories
Produoidal categories, first defined by Booker and Street [10], provide an algebraic structure
for the interaction of sequential and parallel decomposition. A produoidal category V not
only contains morphisms, V(X;Y ), as in a category, but also sequential splits, V(X;Y0 ◁ Y1),
and sequential units, V(X;N), provided by a promonoidal structure; and parallel splits,
V(X;Y0 ⊗ Y1) and parallel units, V(X; I), provided by another promonoidal structure.

These splits must be coherent. For instance, imagine we want to decompose X (sequen-
tially) into Y0, Y1 and Y2. Decomposing X into Y0 and something (•), and then decomposing
that something into Y1 and Y2 should be doable in essentially the same ways as decomposing
X into something (•) and Y2, and then decomposing that something into Y0 and Y1. Formally,
we are saying that,

V(X;Y0 ◁ •) ⋄ V(•;Y1 ◁ Y2) ∼= V(X; • ◁ Y2) ⋄ V(•;Y0 ◁ Y1),

and, in fact, we just write V(X;Y0 ◁ Y1 ◁ Y2) for the set of such decompositions. This is
precisely what we ask for in a promonoidal structure.

▶ Definition 3.1 (Produoidal category). A produoidal category is a category V endowed with
two promonoidal structures,

V(•; • ⊗ •) : V × V� V, and V(•; I) : 1� V,

V(•; • ◁ •) : V × V� V, and V(•;N) : 1� V,

such that one laxly distributes over the other. This is to say that it is endowed with the
following natural laxators: ψ2 : V(•; (X ◁ Y ) ⊗ (Z ◁ W )) → V(•; (X ⊗ Z) ◁ (Y ⊗ W )),
ψ0 : V(•; I) → V(•; I ◁ I), φ2 : V(•;N ⊗N) → V(•;N), and φ0 : V(•; I) → V(•;N). Laxators,
together with unitors and associators, must satisfy coherence conditions (see [20, Definition
J.7]). Denote by Produo the category of produoidal categories and produoidal functors.

▶ Remark 3.2 (Nesting profunctorial structures). Notation for nesting functorial structures,
say (◁) and (⊗), is straightforward: we use expressions like (X1 ⊗ Y1)◁ (X2 ⊗ Y2) without a
second thought. Nesting the profunctorial (or virtual) structures (◁) and (⊗) is more subtle:
defining V(•;X ⊗ Y ) and V(•;X ◁ Y ) for each pair of objects X and Y does not itself define
what something like V(•; (X1 ⊗Y1)◁ (X2 ⊗Y2)) means. Recall that, in the profunctorial case,
X1 ◁ Y1 and X1 ⊗ Y1 are not objects themselves: they are just names for the profunctors
V(•;X1 ◁ Y1) and V(•;X1 ⊗ Y1), which are not representable.

Instead, when we write V(•; (X1 ⊗Y1)◁ (X2 ⊗Y2)), we formally mean the composition of
profunctors V(•; •1◁•2)⋄V(•1;X1 ⊗Y1)⋄V(•2;X2 ⊗Y2). By convention, nesting profunctorial
structures means profunctor composition in this text.

3.2 Monoidal Contour of a Produoidal Category
Any produoidal category freely generates a monoidal category, its monoidal contour. Contours
form a monoidal category of paths around the decomposition trees of the produoidal category.
Contours follow a pleasant geometric pattern, where we follow the shape of the decomposition,
both in the parallel and sequential dimensions, to construct both sequential and parallel
compositions for a monoidal category.
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▶ Definition 3.3 (Monoidal contour). The contour of a produoidal category B is the monoidal
category DB presented by two objects, XL (left-handed) and XR (right-handed), for each
object X ∈ Bobj; and generated by arrows that arise from contouring both sequential and
parallel decompositions of the promonoidal category.

aaa0 a1 aa0 a1a1a0a

a0

aa0

a1

a2

Figure 5 Generators of the monoidal category of contours.

Specifically, it is presented by the following generators (i) a pair of morphisms a0 ∈
DB(AL;XL), a1 ∈ DB(XR;AR) for each morphism a ∈ B(A;X); (ii) a morphism a0 ∈
DB(AL;AR), for each sequential unit a ∈ C(A;N); (iii) a pair of morphisms a0 ∈ DB(AL; I)
and a0 ∈ DB(I;AR), for each parallel unit a ∈ B(A; I); (iv) a triple of morphisms a0 ∈
DB(AL;XL), a1 ∈ DB(XR;Y L), a2 ∈ DB(Y R;AR) for each sequential split a ∈ B(A;X◁Y );
and (v) a pair of morphisms a0 ∈ DB(AL;XL ⊗ Y L) and a1 ∈ DB(XR ⊗ Y R;AR) for each
parallel split a ∈ B(A;X ⊗ Y ), see Figure 5.

We impose some equations that arise naturally from the associator and unitor of the
sequential structure (◁), as done by Melliès and Zeilberger [45]; but moreover, we also impose
some new equations, coming from the parallel structure (⊗), as depicted in Figures 6a and 6b.
We refer the interested reader to the full version [20] for the full list of equations.

aa0 a1

c

c0

c1

c2bb0

b1

b2

ee0

e1

dd0

d1

d2

f

f0

f1

(a)

bb0

b1

aa0 a1

d

d0 d1

cc0 c1

=

(b)

Figure 6 Equations coming from laxators (a) and associators (b).

▶ Proposition 3.4. Monoidal contour extends to a functor D : Produo → Mon.

Proof. See the full version [20, Proposition E.3]. ◀

3.3 Produoidal Category of Spliced Monoidal Arrows
We want to go the other way around: given a monoidal category, what is the produoidal
category that tracks decomposition of arrows in that monoidal category? This subsection
finds a right adjoint to the monoidal contour construction: the produoidal category of spliced
monoidal arrows.

▶ Definition 3.5. Let (C,⊗, I) be a monoidal category. The produoidal category of spliced
monoidal arrows, T C, has as objects pairs of objects of C. It uses the following profunctors
to define

morphisms, T C (A
B; X

Y ) = C(A;X) × C(Y,B);
sequential splits, T C(A

B; X
Y ◁ X′

Y ′) = C(A;X) × C(Y ;X ′) × C(Y ′;B);
parallel splits, T C(A

B; X
Y ⊗ X′

Y ′) = C(A;X ⊗X ′) × C(Y ⊗ Y ′;B);
sequential units, T C(A

B;N) = C(A;B);
and parallel units, T C(A

B; I) = C(A; I) × C(I;B).

CSL 2024



25:10 The Produoidal Algebra of Process Decomposition

In other words, morphisms are pairs of arrows written as f #□ # g ∈ T C (A
B; X

Y ). Sequential
splits are triples of arrows, written as f #□ #g #□ #h ∈ T C

(
A
B; X

Y ◁ X′

Y ′

)
. Parallel splits are pairs

of arrows, written as f # (□ ⊗ □) # h ∈ T C
(

A
B; X

Y ⊗ X′

Y ′

)
. Sequential units are arrows, written

simply as f ∈ T C (A
B;N). parallel units are pairs of arrows, written as f ∥ g ∈ T C (A

B; I).
Finally, the laxators are defined by plugging the different pieces and reinterpreting the

relative position of the holes. Let us give an example of what this means; we refer the
interested reader to the full version [20, Appendix E.2] for full details.

▶ Example 3.6. For instance, the last laxator takes parallel sequences of holes, f0 # ((h0 #□ #
h1 # □ # h2) ⊗ (k0 # □ # k1 # □ # k2)) # f1 into sequences of parallel holes, f0 # (h0 ⊗ k0) # (□ ⊗
□) # (h1 ⊗ k1) # (□ ⊗ □) # (h2 ⊗ k2) # f1.

▶ Remark 3.7. The produoidal algebra of spliced arrows is a natural construction: abstractly,
we know that there is a duoidal structure on the endomodules of any monoidal category
[18, 66] – this is its explicit produoidal counterpart. What may be more surprising is that
spliced arrows have themselves a universal property as part of an adjunction.

▶ Theorem 3.8. Spliced monoidal arrows form a produoidal category with their sequential
and parallel splits, units, and suitable coherence morphisms and laxators. Spliced monoidal
arrows extend to a functor T : Mon → Produo. The monoidal contour and the produoidal
splice are left and right adjoints to each other, respectively.

Proof. See the full version [20, Propositions E.4 and E.9 and Theorem E.10]. ◀

▶ Remark 3.9. When C is a symmetric monoidal category, then T C is moreover a symmetric
produoidal category with symmetry defined using the symmety of C.

3.4 Representable Parallel Structure
A produoidal category has two tensors, and neither is, in principle, representable. However,
the cofree produoidal category over a category we have just constructed happens also to have
a representable tensor, (⊗). Spliced monoidal arrows form a monoidal category.

▶ Proposition 3.10. Parallel splits and parallel units of spliced monoidal arrows are repres-
entable profunctors. That is, T C

(
A
B; X

Y ⊗ X′

Y ′

) ∼= T C
(

A
B; X⊗X′

Y ⊗Y ′

)
, and T C (A

B; I) ∼= T C (A
B; I

I) .

In fact, these sets are equal by definition. However, we argue that there is a good reason
to work in the full generality of produoidal categories: produoidal categories can always be
normalized.

Normalization is a procedure to mix both tensors of a duoidal category, (⊗) and (◁), but
not every duoidal category has a normalization [25]. It is folklore that one loses nothing
by regarding non-representable produoidal structures as representable duoidal structures on
presheaves, dismissing that they are moreover closed [18]; thus, one would expect only some
produoidal categories to be normalizable. Against folklore, we prove that every produoidal
category, representable or not, has a universal normalization, a normal produoidal category
which may be again representable or not (Theorem 4.3). We use this procedure to universally
characterize monoidal contexts in Section 5, which form a produoidal category without
representable structure.

▶ Remark 3.11. This means T C has the structure of a virtual duoidal category [64] or
monoidal multicategory, defined by Aguiar, Haim and López Franco [3] as a pseudomonoid
in the cartesian monoidal 2-category of multicategories.
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4 Interlude: Normalization

Produoidal categories seem to contain too much structure: of course, we want to split things
in two different ways, sequentially (◁) and in parallel (⊗); but that does not necessarily mean
that we want to keep track of two different types of units, parallel (I) and sequential (N).
The atomic components of our decomposition algebra should be the same, without having to
care if they are atomic for sequential composition or atomic for parallel composition.

Fortunately, there exists an abstract procedure that, starting from any produoidal category,
constructs a new produoidal category where both units are identified. This procedure is
known as normalization, and the resulting produoidal categories are called normal.

▶ Definition 4.1 (Normal produoidal category). A normal produoidal category is a produoidal
category where the laxator φ0 : V(•; I) → V(•;N) is an isomorphism. Normal produoidal
categories form a category nProduo with produoidal functors between them and endowed
with fully faithful forgetful functor U : nProduo → Produo.

▶ Theorem 4.2 (Normalization construction). Let V⊗,I,◁,N be a produoidal category. The
profunctor N V(•; •) = V(•;N ⊗ • ⊗ N) forms a promonad [33, 58]. Moreover, the Kleisli
category of this promonad is a normal produoidal category with the following splits and units:
N V(A;B⊗N C) = V(A;N ⊗B⊗N ⊗C ⊗N); N V(A;B◁N C) = V(A; (N ⊗B⊗N)◁ (N ⊗
C ⊗N)); N V(A; IN ) = V(A;N); and N V(A;NN ) = V(A;N).

Proof. See the full version [20, Theorem F.1]. ◀

Garner and López Franco [25] introduced a partial normalization procedure for duoidal
categories. We contribute a general normalization procedure for produoidal categories
and we characterize it universally. Produoidal normalization behaves slightly better than
duoidal normalization: it always succeeds, and we prove that it forms an idempotent monad
(Theorem 4.3). The technical reason for this improvement is that the original duoidal
normalization required the existence of certain coequalizers in V; produoidal normalization
uses coequalizers in Set. See the full version [20, Appendix F.4] for an outline of the relation
between the two procedures.

▶ Theorem 4.3 (Free normal produoidal). Normalization extends to an idempotent monad.
Moreover, normalization determines an adjunction between produoidal categories and nor-
mal produoidal categories, N : Produo ⇌ nProduo : U . That is, N V is the free normal
produoidal category over V.

Proof. See the full version [20, Theorems F.3 and F.5]. ◀

In the previous Section 3, we constructed the produoidal category of spliced monoidal
arrows, which distinguishes between morphisms and morphisms with a hole in the monoidal
unit. This is because the latter hole splits the morphism in two parts. Normalization equates
both; it sews these two parts. In Section 5, we explicitly construct monoidal contexts, the
normalization of spliced monoidal arrows.

▶ Remark 4.4. Normalization is a generic procedure that applies to any produoidal category,
it does not matter if the parallel split (⊗) is symmetric or not. However, when ⊗ happens to
be symmetric, we can also apply a more specialized normalization procedure: symmetric
normalization. See the full version [20, Appendix F.2].
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5 Monoidal Context: Mixing ◁ and ⊗ by normalization

Monoidal contexts formalize the notion of an incomplete morphism in a monoidal category.
The category of monoidal contexts will have a rich algebraic structure: we shall be able to
still compose contexts sequentially and in parallel and, at the same time, we shall be able to
fill a context using another monoidal context. Perhaps surprisingly, then, the category of
monoidal contexts is not even monoidal.

We justify this apparent contradiction in terms of profunctorial structure: the category is
not monoidal, but it does have two promonoidal structures that precisely represent sequential
and parallel composition. These structures form a normal produoidal category. In fact, we
show it to be the normalization of the produoidal category of spliced monoidal arrows. This
section constructs explicitly this normal produoidal category of monoidal contexts.

5.1 The Category of Monoidal Contexts
A monoidal context, MC (A

B ; X
Y ), represents a process from A to B with a hole admitting

a process from X to Y . In this sense, monoidal contexts are similar to spliced monoidal
arrows. The difference with spliced monoidal arrows is that monoidal contexts allow for
communication to happen to the left and to the right of this hole.

▶ Definition 5.1 (Monoidal context). Let (C,⊗, I) be a monoidal category. Monoidal contexts
are the elements of the profunctor MC (A

B ; X
Y ) = C(A; •1 ⊗X ⊗ •2) ⋄ C(•1 ⊗ Y ⊗ •2;B) over

Cop × C.

In other words, a monoidal context from A to B, with a hole from X to Y , is an equivalence
class consisting of a pair of objects M,N ∈ Cobj and a pair of morphisms f ∈ C(A;M⊗X⊗N)
and g ∈ C(M ⊗ Y ⊗ N ;B), quotiented by dinaturality of M and N (Figure 8). We write
monoidal contexts as

(f # (idM ⊗ ■ ⊗ idN ) # g) ∈ MC (A
B ; X

Y ) .

In this notation, dinaturality explicitly means (f # (m⊗ idX ⊗ n) # (idW ⊗ ■ ⊗ idH) # g) =
(f # (idM ⊗ ■ ⊗ idN ) # (m⊗ idY ⊗ n) # g).
▶ Remark 5.2. Even when we introduce (id⊗■⊗ id) as a piece of suggestive notation, we can
still write (g ⊗ ■ ⊗ h) unambiguously, because of dinaturality: (g ⊗ id ⊗ h) # (id ⊗ ■ ⊗ id) =
(id ⊗ ■ ⊗ id) # (g ⊗ id ⊗ h).

5.2 The Normal Produoidal Algebra of Monoidal Contexts
▶ Definition 5.3. Let us endow monoidal contexts with a normal produoidal structure. The
category of monoidal contexts, MC, has as objects pairs of objects of C. Units are defined
by MC (A

B ;N) = C(A;B). We use the following profunctors to define sequential splits and
parallel splits,

MC
(

A
B ; X

Y ◁ X′

Y ′

)
= C(A; •1 ⊗X ⊗ •2) ⋄ C(•1 ⊗ Y ⊗ •2; •3 ⊗X ′ ⊗ •4) ⋄ C(•3 ⊗ Y ′ ⊗ •4;B);

MC
(

A
B ; X

Y ⊗ X′

Y ′

)
= C(A; •1 ⊗X ⊗ •2 ⊗X ′ ⊗ •3) ⋄ C(•1 ⊗ Y ⊗ •2 ⊗ Y ′ ⊗ •3;B).

In other words, sequential splits are triples of arrows quotiented by dinaturality and
written as f # (id ⊗■⊗ id) # g # (id ⊗■⊗ id) # h. Parallel splits are pairs of arrows quotiented
by dinaturality and written as f # (id ⊗ ■ ⊗ id ⊗ ■ ⊗ id) # g. Units are simply arrows
f : A → B. Morphisms are pairs of arrows, written as f # (id ⊗■⊗ id) # g, and also quotiented
by dinaturality. Figure 7 gives the diagrammatic representations of these components.
Dinaturality for sequential splits and parallel splits is depicted in Figure 8.
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Figure 7 Morphisms, sequential and parallel splits, and units of the splice monoidal arrow
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Figure 8 Dinaturality of morphisms, and sequential and parallel splits of monoidal contexts.

▶ Theorem 5.4. The category of monoidal contexts forms a normal produoidal category
with its units, sequential and parallel splits. Monoidal contexts are the free normalization
of the cofree produoidal category over a category. In other words, monoidal contexts are the
normalization of spliced monoidal arrows, N T C ∼= MC.

Proof. See the full version [20, Propositions G.4 and G.5 and Theorem G.13]. ◀

6 Monoidal Lenses

Monoidal lenses are symmetric monoidal contexts. Again, the category of monoidal lenses
has a rich algebraic structure; and again, most of this structure exists only virtually in terms
of profunctors. In this case, though, the monoidal tensor does indeed exist: contrary to
monoidal contexts, monoidal lenses form also a monoidal category. This is perhaps why
applications of monoidal lenses have grown popular in recent years [56], with applications
in decision theory [27], supervised learning [17, 22] and most notably in functional data
accessing [42, 53, 6, 12]. The promonoidal structure of lenses was ignored, even when, after
now identifying for the first time its relation to the monoidal structure of lenses, we argue
that it could be potentially useful in these applications: e.g. in multi-stage decision problems,
or in multi-stage data accessors.

This section explicitly constructs the normal symmetric produoidal category of monoidal
lenses. We describe it for the first time by a universal property: it is the free symmetric
normalization of the cofree produoidal category.

6.1 The Normal Symmetric Produoidal Algebra of Monoidal Lenses
▶ Definition 6.1 (Monoidal Lens). Let (C,⊗, I) be a symmetric monoidal category. A
monoidal lens of type LC(A

B; X
Y ) represents a process in a symmetric monoidal category with a

hole admitting a process from X to Y [56]. Explicitly, monoidal lenses are the elements of
the profunctor LC (A

B ; X
Y ) = C(A; • ⊗X) ⋄ C(• ⊗ Y ;B) over Cop × C.

CSL 2024
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In other words, a monoidal lens from A to B, with a hole from X to Y , is an equivalence
class consisting of a pair of objects M,N ∈ Cobj and a pair of morphisms f ∈ C(A;M ⊗X)
and g ∈ C(M ⊗ Y ;B), quotiented by dinaturality of M . We write monoidal lenses as
f # (idM ⊗ ■) # g ∈ LC (A

B ; X
Y ) .

▶ Theorem 6.2. Monoidal lenses form a normal symmetric produoidal category with the
units given by LC (A

B ;N) = C(A;B), and the following sequential and parallel splits.

LC
(

A
B ; X

Y ◁ X′

Y ′

)
= C(A; •1 ⊗X) ⋄ C(•1 ⊗ Y ; •2 ⊗X ′) ⋄ C(•2 ⊗ Y ′;B);

LC
(

A
B ; X

Y ⊗ X′

Y ′

)
= C(A; •1 ⊗X ⊗X ′) ⋄ C(•1 ⊗ Y ⊗ Y ′;B).

Monoidal lenses are the free symmetric normalization of the cofree symmetric produoidal
category over a symmetric monoidal category.

Proof. See the full version [20, Proposition H.1 and Theorem H.9]. ◀

▶ Remark 6.3 (Representable parallel structure). The parallel splitting structure of monoidal
lenses is representable, LC

(
A
B ; X

Y ⊗ X′

Y ′

)
= LC

(
A
B ; X⊗X′

Y ⊗Y ′

)
. Lenses over a symmetric monoidal

category are known to be monoidal [56, 30], but it remained unexplained why a similar
structure was not present in non-symmetric lenses. The contradiction can be solved by
noting that both symmetric and non-symmetric lenses are indeed promonoidal, even if only
symmetric lenses provide a representable tensor.
▶ Remark 6.4 (Session notation for lenses). We will write !A = (A

I ) and ?B = ( I
B) for the

objects of the produoidal category of lenses that have a monoidal unit as one of its objects.
These are enough to express all objects because !A⊗ ?B = (A

B).

▶ Proposition 6.5. Let (C,⊗, I) be a symmetric monoidal category. There exist monoidal
functors (!) : C → LC and (?) : Cop → LC. Moreover, they satisfy the following properties
definitionally: C(•; ?A ◁ ?B) ∼= C(•; ?A ⊗ ?B); !(A⊗B) = !A ⊗ !B; C(•; !A ◁ !B) ∼=
C(•; !A⊗ !B); ?(A⊗B) = ?A⊗ ?B; and C(•; !A ◁ ?B) ∼= C(•; !A⊗ ?B).

Proof. See the full version [20, Proposition H.7]. ◀

6.2 Protocol Analysis
Let us go back to our running example (Figure 1). We can now declare that the client and
server have the following types, representing the order in which they communicate,

∈ LC
(

Client
Client ; !Msg ◁ ?Msg ◁ !Msg

)
; ∈ LC

(
Server
Server ; ?Msg ◁ !Msg ◁ ?Msg

)
.

Moreover, we can use the duoidal algebra to compose them. Indeed, tensoring client and
server, we get the following codomain type: (!Msg◁ ?Msg◁ !Msg) ⊗ (?Msg◁ !Msg◁ ?Msg).
We then apply the laxators to mix inputs and outputs, obtaining (!Msg ⊗ ?Msg) ◁ (?Msg ⊗
!Msg)◁ (!Msg ⊗ ?Msg), and we finally apply the unitors to fill the communication holes with
noisy channels of type Msg → Msg.

ψ2

(
⊗

)
≺3

λ NOISE3 ∈ LC
(

Client⊗Server
Client⊗Server;N

)
.

We end up obtaining the protocol as a single morphism Client ⊗ Server → Client ⊗ Server in
whatever category we are using to program. Assuming the category of finite stochastic maps,
this single morphism represents the distribution over the possible outcomes of the protocol.
Finally, by dinaturality, we can reason over independent parts of the protocol.



M. Earnshaw, J. Hefford, and M. Román 25:15

▶ Remark 6.6. Let ( ) = (SYN # (id ⊗ ■) # ACK # (id ⊗ ■)). The equalities in Figure 1 are
a consequence of dinaturality over PRJ, which acts as the interchange law for incomplete
morphisms.

SYN # (id ⊗ ■) # ACK # (id ⊗ ■) = SYN∗ # (PRJ ⊗ id) # ■ # ACK # (id ⊗ ■) =
SYN∗ # (id ⊗ ■) # (PRJ ⊗ id) # ACK # (id ⊗ ■) = SYN∗ # (id ⊗ ■) # ACK∗ # (id ⊗ ■).

7 Conclusions

Monoidal contexts are an algebra of incomplete processes, commonly generalizing lenses [56]
and spliced arrows [45]. In the same way that the π-calculus allows input/output channels of
an abstract model of computation, monoidal contexts allow input/output communication on
arbitrary theories of processes, such as stochastic or partial functions, quantum processes or
relational queries.

Monoidal contexts form a normal produoidal category: a highly structured and rich
categorical algebra. Moreover, they are the universal such algebra on a monoidal category.
This is good news for applications: the literature on concurrency is rich in frameworks; but
the lack of canonicity may get us confused when trying to choose, design, or compare among
them, as Abramsky [1] has pointed out. Precisely characterizing the universal property of a
model addresses this concern. This is also good news for the category theorist: not only is
this an example shedding light on a relatively obscure structure; it is a paradigmatic such
one.

We rely on two mathematical ideas: monoidal and duoidal categories on one hand, and
dinaturality and profunctorial structures on the other. Monoidal categories, which could
be accidentally dismissed as a toy version of cartesian categories, show that their string
diagrams can bootstrap our conceptual understanding of new fundamental process structures,
while keeping an abstraction over their implementation that cartesian categories cannot
afford. Duoidal categories are such an example: starting to appear insistently in computer
science [62, 34], they capture the posetal structure of process dependency and communication.
Dinaturality, virtual structures and profunctors, even if sometimes judged arcane, show again
that they can canonically model a notion as concrete as process composition.

7.1 Further Work
Dependencies. Shapiro and Spivak [62] prove that normal symmetric duoidal categories
with certain limits additionally have the structure of dependence categories: they can not
only express dependence structures generated by (◁) and (⊗), but arbitrary poset-mediated
dependence structures. Produoidal categories are better behaved: the limits always exist,
and we only require these are preserved by the coend (see the full version for details [20]).
Weakening dependence categories in this way combines the ideas of Shapiro and Spivak [62]
with those of Hefford and Kissinger [32], who employ virtual objects to deal with the
non-existence of tensor products in models of spacetime.

Language theory. Melliès and Zeilberger [45] used a multicategorical form of splice-contour
adjunction to give a novel proof of the Chomsky-Schützenberger representation theorem,
generalized to context-free languages in categories. Our produoidal splice-contour adjunction
(Section 3), combined with recent work on languages of morphisms in monoidal categories [21]
opens the way for a monoidal version of the Chomsky-Schützenberger theorem.
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String diagrams for concurrency. Nester et al. [48, 7] have recently introduced an alternative
description of lenses in terms of proarrow equipments, which have a good 2-dimensional
syntax [47] we can use for send/receive types (!/?). We have shown how this structure arises
universally in symmetric monoidal categories. It remains as further work to determine a good
2-dimensional syntax for concurrent programs with iteration and internal/external choice.
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