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#### Abstract

Invariants are key to formal loop verification as they capture loop properties that are valid before and after each loop iteration. Yet, generating invariants is a notorious task already for syntactically restricted classes of loops. Rather than generating invariants for given loops, in this paper we synthesise loops that exhibit a predefined behaviour given by an invariant. From the perspective of formal loop verification, the synthesised loops are thus correct by design and no longer need to be verified.

To overcome the hardness of reasoning with arbitrarily strong invariants, in this paper we construct simple (non-nested) while loops with linear updates that exhibit polynomial equality invariants. Rather than solving arbitrary polynomial equations, we consider loop properties defined by a single quadratic invariant in any number of variables. We present a procedure that, given a quadratic equation, decides whether a loop with affine updates satisfying this equation exists. Furthermore, if the answer is positive, the procedure synthesises a loop and ensures its variables achieve infinitely many different values.
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## 1 Introduction

Linear loops, in their simplicity, constitute a convenient and yet expressive model. From an algebraic point of view, a linear loop corresponds to a system of recurrence relations; solutions of such systems form a robust class in algorithmic combinatorics and algebraic number theory $[12,20]$. Linear loops are particularly common in control and digital signal processing software [19]. Note also that the problem of studying the functional behaviour of affine loops (loops with update polynomials of degree 1) can be reduced to that of studying linear loops [28]. Moreover, linear loops can be used to overapproximate the behaviour of more expressive numerical programs, including those with unrestricted control flow and recursive procedures [22].


Loop Invariants. While variable updates of linear loops are restricted to linear assignments, it is quite common that linear loops exhibit intricate polynomial properties in the form of polynomial invariants. Non-linear polynomial invariant assertions might come in handy for the verification of safety properties; by approximating the program's behaviour more accurately, they admit fewer false positives. That is, a program verifier using polynomial loop invariants infers less frequently that a true assertion can be violated [7].

Loop Synthesis. Generating invariants, in particular polynomial invariants, is a notorious task, shown to be undecidable for loops with arbitrary polynomial arithmetic [16]. Rather than generating invariants for loops, in this paper we work in the reverse direction: generating loops from invariants. Thus we ensure that the constructed loops exhibit intended invariant properties and are thus correct by design. Loop synthesis therefore provides an alternative approach for proving program correctness. If intermediate assertions of an involved program are written in terms of polynomial equalities, automated loop synthesis can provide a code fragment satisfying that assertion, while being correct by construction with respect to the specification.

To overcome hardness of polynomial reasoning and solving arbitrary polynomial equations, we restrict our attention to linear loops, and provide a decision procedure for computing linear loops from (quadratic) polynomial invariants (Algorithm 1).

Linear loop synthesis showcases how a simple model (a linear loop) can express complicated behaviours (quadratic invariants), as also witnessed in sampling algorithms of real algebraic geometry [2, 11]. A non-trivial linear loop for a polynomial invariant allows to sample infinitely many points from the algebraic variety defined by the polynomial. Moreover, the computational cost to generate a new sample point only involves a matrix-vector multiplication. We give further comment on why we do not accept trivial loops in the synthesis process in Remark 2.8.

Thus the result of a loop synthesis process for a polynomial equation (invariant) is an infinite family of solutions defined by recurrence relations. This family is parameterised by $n$, the number of loop iterations: $n$th terms of the synthesised recurrence sequences yield a solution of the polynomial equation. Whether the solution set of an equation admits a parameterisation of a certain kind is, in general, an open problem [34, 36].

Our Contributions. The main contributions of this work are as follows:

1. We present a procedure that, given a quadratic equation $P\left(x_{1}, \ldots, x_{d}\right)=0$ with an arbitrary number of variables and rational coefficients, generates an affine loop such that $P=0$ is invariant under its execution; i.e., the equality holds after any number of loop iterations. If such a loop does not exist, the procedure returns a negative answer.
The values of the loop variables are rational. Moreover, the state spaces of the loops synthesised by this procedure are infinite and, notably, the same valuation of loop variables is never reached twice. The correctness of this procedure is established in Theorem 5.4.
2. If the equation $Q\left(x_{1}, \ldots, x_{d}\right)=c$ under consideration is such that $Q$ is a quadratic form, we present a stronger result: a procedure (Algorithm 1) that generates a linear loop with $d$ variables satisfying the invariant equation.

Paper Outline. Section 2 introduces relevant preliminary material. We defer the discussion of polynomial equation solving, a key element of loop synthesis, to Section 3. Then, in Section 4, we provide a method to synthesise linear loops for invariants, where the invariants restricted to be equations with quadratic forms. We extend these results in Section 5 and
present a procedure that synthesises affine loops, and hence also linear loops, for invariants that are arbitrary quadratic equations. We discuss aspects of our approach and propose further directions in Section 6, in relation to known results.

An extended version of this paper, containing further details on our approach, is available online [15]. In Appendix A of [15], we summarise the procedure for finding isotropic solutions to quadratic forms (which we employ in our synthesis procedure). The abstract arithmetic techniques contained therein are beyond the scope of this short paper and detail the contributions of many sources [18, 9, 33, 32, 26, 6]. In Appendix B of [15], we summarise the synthesis procedure underlying Theorem 5.4.

## 2 Preliminaries

### 2.1 Linear and quadratic forms

- Definition 2.1 (Quadratic form). A d-ary quadratic form over the field $\mathbb{K}$ is a homogeneous polynomial of degree 2 with d variables:

$$
Q\left(x_{1}, \ldots, x_{d}\right)=\sum_{i \leq j} c_{i j} x_{i} x_{j}
$$

where $c_{i j} \in \mathbb{K}$. It is convenient to associate a quadratic form $Q$ with the symmetric matrix:

$$
A_{Q}:=\left(\begin{array}{cccc}
c_{11} & \frac{1}{2} c_{12} & \ldots & \frac{1}{2} c_{1 d} \\
\frac{1}{2} c_{12} & c_{22} & \ldots & \frac{1}{2} c_{2 d} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{2} c_{1 d} & \frac{1}{2} c_{2 d} & \ldots & c_{d d}
\end{array}\right)
$$

We note that since $A_{Q}$ is symmetric, its eigenvalues are all real-valued. Further, $Q(\boldsymbol{x})=$ $\boldsymbol{x}^{\top} A_{Q} \boldsymbol{x}$ for a vector $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$ of variables.

We consider quadratic forms over the field $\mathbb{Q}$ of rational numbers by default. Therefore, a quadratic form has a rational quadratic matrix associated with it.

A quadratic form $Q$ is non-degenerate if its matrix $A_{Q}$ is not singular; that is, $\operatorname{det} A_{Q} \neq 0$. A quadratic form $Q$ over $\mathbb{Q}$ represents the value $a \in \mathbb{Q}$ if there exists a vector $\boldsymbol{x} \in \mathbb{Q}^{d}$ such that $Q(\boldsymbol{x})=a$. A quadratic form $Q$ over $\mathbb{Q}$ is called isotropic if it represents 0 non-trivially; i.e., there exists a non-zero vector $\boldsymbol{x} \in \mathbb{Q}^{d}$ with $Q(\boldsymbol{x})=0$. The vector itself is then called isotropic. If no isotropic vector exists, the form is anisotropic. A quadratic form $Q$ is called positive (resp. negative) definite if $Q(\boldsymbol{x})>0$ (resp. $Q(\boldsymbol{x})<0$ ) for all $\boldsymbol{x} \neq \mathbf{0}$. Note that definite forms are necessarily anisotropic.

Definition 2.2. Let $Q_{1}$ and $Q_{2}$ be d-ary quadratic forms. The forms $Q_{1}$ and $Q_{2}$ are equivalent, denoted by $Q_{1} \sim Q_{2}$, if there exists $\sigma \in \mathrm{GL}_{d}(\mathbb{Q})$ such that $Q_{2}(\boldsymbol{x})=Q_{1}(\sigma \cdot \boldsymbol{x})$.

From the preceding definition, there exists an (invertible) linear change of variables over $\mathbb{Q}$ under which representations by $Q_{2}$ are mapped to the representations by $Q_{1}$. It is clear that two equivalent quadratic forms represent the same values. In terms of matrices, we have $(\sigma \boldsymbol{x})^{\top} A_{Q_{1}} \sigma \boldsymbol{x}=\boldsymbol{x}^{\top} A_{Q_{2}} \boldsymbol{x}$, and hence $A_{Q_{2}}=\sigma^{\top} A_{Q_{1}} \sigma$.

- Definition 2.3 (Linear form). A linear form in d variables over the field $\mathbb{Q}$ is a homogeneous polynomial $L\left(x_{1}, \ldots, x_{d}\right)=\sum_{i=1}^{d} b_{i} x_{i}$ of degree 1 , where $b_{1}, \ldots, b_{d} \in \mathbb{Q}$.

Note that each linear form admits a vector interpretation: $L(\boldsymbol{x})=\boldsymbol{b}^{\top} \boldsymbol{x}$, where $\boldsymbol{b}=$ $\left(b_{1}, \ldots, b_{d}\right)^{\top} \in \mathbb{Q}^{d}$ is a non-zero vector of the linear form.

### 2.2 Loops and Loop Synthesis

Linear loops are a class of single-path loops whose update assignments are determined by a homogeneous system of linear equations in the program variables.

- Definition 2.4 (Linear loop). A linear loop $\langle M, \boldsymbol{s}\rangle$ is a loop program of the form

$$
x \leftarrow s ; \quad \text { while } \star \text { do } x \leftarrow M x
$$

where $\boldsymbol{x}$ is a $d$-dimensional column vector of program variables, $\boldsymbol{s}$ is an initial $d$-dimensional vector, and $M$ is a $d \times d$ update matrix. For the procedures, which we introduce here, to be effective, we assume that the entries of $M$ and $s$ are rational.

We employ the notation $\star$, instead of using true as loop guard, as our focus is on loop synthesis rather than proving loop termination.

- Definition 2.5 (Affine loop). An affine loop $\langle M, \boldsymbol{s}, \boldsymbol{t}\rangle$ is a loop program of the form

```
x}\leftarrows;\mathrm{ while }\star\mathrm{ do }x\leftarrowMx+t
```

where, in addition to the previous definition, $\boldsymbol{t} \in \mathbb{Q}^{d}$ is a translation vector.

- Remark 2.6 (Linear and Affine Loops). A standard observation permits the simulation of affine loops by linear ones at a cost of one additional variable constantly set to 1 . An augmented matrix of an affine loop with $d$ variables is a matrix $M^{\prime} \in \mathbb{Q}^{(d+1) \times(d+1)}$ of the form

$$
M^{\prime}:=\left(\begin{array}{c|c}
1 & 0_{1, d} \\
\hline \boldsymbol{t} & M
\end{array}\right) .
$$

It follows that a linear loop $\left\langle M^{\prime},(1, s)^{\mathrm{T}}\right\rangle$ simulates the affine loop in its last $d$ variables.
A linear (or affine) loop with variables $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$ generates $d$ sequences of numbers. For each loop variable $x_{j}$, let $\left\langle x_{j}(n)\right\rangle_{n=0}^{\infty} \subseteq \mathbb{Q}$ denote the sequence whose $n$th term is given by the value of $x_{j}$ after the $n$th loop iteration. Similarly, define the sequence of vectors $\langle\boldsymbol{x}(n)\rangle_{n} \subseteq \mathbb{Q}^{d}$. For a given loop, we refer to its reachable set of states in $\mathbb{Q}^{d}$ as the loop's orbit. A loop with variables $x_{1}, \ldots, x_{d}$ is non-trivial if the orbit

$$
\mathcal{O}_{\boldsymbol{x}}:=\left\{\left(x_{1}(n), \ldots, x_{d}(n)\right): n \geq 0\right\} \subseteq \mathbb{Q}^{d}
$$

is infinite. A polynomial invariant of a loop is a polynomial $P \in \mathbb{Q}[\boldsymbol{x}]$ such that

$$
P\left(x_{1}(n), \ldots, x_{d}(n)\right)=0
$$

holds for all $n \geq 0$.

- Problem 2.7 (Loop Synthesis). Given a polynomial invariant $P \in \mathbb{Q}\left[x_{1}, \ldots, x_{d}\right]$, find a non-trivial linear (affine) loop with vector sequence $\langle\boldsymbol{x}(n)\rangle_{n}$ such that

$$
P\left(x_{1}(n), \ldots, x_{d}(n)\right)=0
$$

holds for any $n \geq 0$.
We emphasise that, unless stated otherwise, the objective of the loop synthesis process from Problem 2.7 is to find a loop with the same number of variables $d$ as in the input invariant. That is, $\langle\boldsymbol{x}(n)\rangle_{n}=\left(\left\langle x_{1}(n)\right\rangle_{n}, \ldots,\left\langle x_{d}(n)\right\rangle_{n}\right)$

Note that $P=0$ in Problem 2.7 does not need to be an inductive invariant for the synthesised loop: We do not require the matrix $M$ to preserve the equality for all vectors $\boldsymbol{x}$. There might still exist a vector $s^{\prime}$ such that $P\left(s^{\prime}\right)=0$ but $P\left(M \cdot s^{\prime}\right) \neq 0$. Observe that the search space only expands when we allow non-inductive invariants, thus making our loop synthesis procedures more general.

In summary, the search for an update matrix $M$ (or the augmented matrix $M^{\prime}$ in the affine loop version of Problem 2.7), is integrally linked to the search of $s$, a solution of the polynomial $P=0$.

- Remark 2.8 (Loop Synthesis and Polynomial Equation Solving). We note that Problem 2.7, Loop Synthesis, relies on, but it is not equivalent to, solving polynomial equations. Indeed, we focus on non-trivial loops in Problem 2.7. Allowing loops with finite orbits would mean that a loop with an identity matrix update $I_{d}$ is accepted as a solution:

$$
\boldsymbol{x} \leftarrow s ; \text { while } \star \text { do } \boldsymbol{x} \leftarrow I_{d} \cdot \boldsymbol{x} .
$$

Then, the loop synthesis problem would be equivalent to the problem of finding a rational solution of a polynomial equation $P=0$ (see Problem 3.1). The problem, as we define it in Problem 2.7, neglects loops that satisfy a desired invariant but reach the same valuation of variables twice. Due to this, the Problem 2.7 of loop synthesis is different from the Problem 3.1 of solving polynomial equations.

## 3 Solving Quadratic Equations

As showcased in Problem 2.7 and discussed in Remark 2.8, loop synthesis for a polynomial invariant $P=0$ is closely related to the problem of solving a polynomial equation $P=0$.

- Problem 3.1 (Solving Polynomial Equations). Given a polynomial $P \in \mathbb{Q}\left[x_{1}, \ldots, x_{d}\right]$, decide whether there exists a rational solution $\left(s_{1}, \ldots, s_{d}\right) \in \mathbb{Q}^{d}$ to the equation $P\left(x_{1}, \ldots, x_{d}\right)=0$.

We emphasise that determining whether a given polynomial equation has a rational solution, is a fundamental open problem in number theory [29], see also Section 6.1.

Clearly, this poses challenges to our investigations of loops satisfying arbitrary polynomial invariants. In light of this, it is natural to restrict Problem 2.7 to loop invariants given by quadratic equations. Given a single equation $P(\boldsymbol{x})=0$ of degree 2, the challenge from now on is to find a rational solution $\boldsymbol{s}$ and an update matrix $M$ such that iterative application of $M$ to $s$ of the equation does not violate the invariant: $P\left(M^{n} s\right)=0$ for all $n \geq 0$.

In this section, we recall well-known methods for solving quadratic equations. In the sequel, we will employ said methods in the novel setting of loop synthesis for quadratic polynomial invariants (Sections 4 and 5).

- Problem 3.2 (Solving Quadratic Equations). Given a quadratic equation in d variables with rational coefficients, decide whether it has rational solutions. If it does, generate one of the solutions.


### 3.1 Solutions of Quadratic Equations in Two Variables

We first prove two lemmas that discuss the solutions of binary quadratic forms in preparation for Section 4.

- Lemma 3.3. For all $a, b \in \mathbb{Q} \backslash\{0\}$, Pell's equation $x^{2}+\frac{b}{a} y^{2}=1$ has a rational solution $(\alpha, \beta)$ with $\alpha \notin\left\{ \pm 1, \pm \frac{1}{2}, 0\right\}$ and $\beta \neq 0$.

Proof. So long as $a \neq-b$, it is easy to see that $\left(\frac{b-a}{a+b}, \frac{2 a}{a+b}\right)$ is a rational solution to Pell's equation. Recall that $a \neq 0$, hence $\beta \neq 0$ and $\alpha \neq \pm 1$. However, the generic solution might have $\alpha=0$ or $|\alpha|=\frac{1}{2}$. We thus explicitly pick alternative solutions for the cases when it occurs: (i) $x^{2}+y^{2}=1$ has another rational point, e.g., $\left(\frac{3}{5}, \frac{4}{5}\right)$; (ii) $x^{2}+3 y^{2}=1$ has a rational point $\left(-\frac{11}{13}, \frac{4}{13}\right)$; (iii) $x^{2}+\frac{1}{3} y^{2}=1$ has a rational point $\left(\frac{1}{7}, \frac{12}{7}\right)$.

Finally, if $a=-b$, we can take a rational point $\left(\frac{5}{3}, \frac{4}{3}\right)$ on the hyperbola $x^{2}-y^{2}=1$.

- Lemma 3.4. An equation $a x^{2}+b y^{2}=c$ with $a, b \in \mathbb{Q} \backslash 0$ has either no rational solutions different from $(0,0)$, or infinitely many rational solutions different from $(0,0)$.

Proof. Define $R:=\left(\begin{array}{cc}\alpha-\frac{b}{a} \beta \\ \beta & \alpha\end{array}\right)$ where $(\alpha, \beta) \in \mathbb{Q}^{2} \backslash \mathbf{0}$ satisfies $\alpha^{2}+\frac{b}{a} \beta^{2}=1$ (is a solution to Pell's equation) for which $\alpha \notin\left\{ \pm 1, \pm \frac{1}{2}, 0\right\}$ (as in Lemma 3.3). What follows can be viewed as an application of the multiplication principle for the generalised Pell's equation [1]. Observe that if $\boldsymbol{v}=(x, y)^{\top}$ is a solution to $a x^{2}+b y^{2}=c$, then so is $R \boldsymbol{v}$.

We now show how to generate infinitely many rational solutions to $a x^{2}+b y^{2}=c$ from a single rational solution. Assume, towards a contradiction, that $R^{n+k} \boldsymbol{v}=R^{n} \boldsymbol{v}$ holds for some $n \geq 0, k \geq 1$. Therefore, there exists an integer $k$ such that 1 is an eigenvalue of $R^{k}$. Equivalently, there exists a root of unity $\omega$ which is an eigenvalue of $R$. We proceed under this assumption.

By construction, the eigenvalues of $R$ are $\omega$ and $\omega^{-1}$. Let $\varphi$ be the argument of $\omega$. Then the real part of $\omega, \cos (\varphi)$, is equal to $\alpha$ (and thus rational). Since $\omega$ is a root of unity, $\varphi$ is a rational multiple of $2 \pi$. By Niven's theorem [27], the only rational values for $\cos (\varphi)$ are 0 , $\pm \frac{1}{2}$ and $\pm 1$. We arrive at a contradiction, as $\alpha$ was carefully picked to avoid these values.

In summary, we have shown that $R$ has no eigenvalues that are roots of unity, from which we deduce the desired result.

### 3.2 Solving Isotropic Quadratic Forms

We next present an approach to solving Problem 3.2 that uses the theory of representations of quadratic forms. First, we prove a lemma concerning the representations of 0 .

- Lemma 3.5. Let $Q\left(x_{1}, \ldots, x_{n}\right)=a_{1} x_{1}^{2}+\cdots+a_{n} x_{n}^{2}$ be an isotropic quadratic form with $a_{1}, \ldots, a_{n} \neq 0$. There exists a representation $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of 0 ; i.e., $a_{1} \alpha_{1}^{2}+\cdots+a_{n} \alpha_{n}^{2}=0$ such that $\alpha_{1}, \ldots, \alpha_{n} \neq 0$.

Proof. Let $\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{Q}^{n}$ be a representation of 0 by $Q$. We further assume that $\beta_{1}, \ldots, \beta_{r} \neq 0$ while $\beta_{r+1}=\cdots=\beta_{n}=0$, and $r<n$. Moreover, let $\lambda:=a_{r} \beta_{r}^{2}+a_{r+1} \beta_{r+1}^{2}$.

Consider the equation $x^{2}+\frac{a_{r+1}}{a_{r}} y^{2}=1$. From Lemma 3.3, it has a rational solution $(\alpha, \beta)$ such that $\alpha, \beta \neq 0$. This implies $a_{r} \alpha^{2}+a_{r+1} \beta^{2}=a_{r}$. The pair $\left(\beta_{r}, 0\right)$ is one solution to $a_{r} x_{r}^{2}+a_{r+1} x_{r+1}^{2}=\lambda$. Following the steps in the proof of Lemma 3.4, we can construct a matrix $R$ for which $R \cdot\left(\beta_{r}, 0\right)^{\top}=\left(\alpha \beta_{r}, \beta \beta_{r}\right)^{\top}$ where $\left(\alpha \beta_{r}, \beta \beta_{r}\right)$ is a solution of $a_{r} x_{r}^{2}+a_{r+1} x_{r+1}^{2}=\lambda$ with both components being non-zero. Therefore, $\left(\beta_{1}, \ldots, \beta_{r-1}, \alpha \beta_{r}, \beta \beta_{r}, \beta_{r+2}, \ldots, \beta_{n}\right)$ is an isotropic vector of $Q$ with fewer zero entries. By repeating the process, we obtain an isotropic vector $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ as desired.

We emphasise that the process of eliminating zeros from the isotropic vector is effective. A similar proof is given in [3, p.294, Theorem 8].

In this discussion, we focus on solving equations of the form $Q\left(x_{1}, \ldots, x_{d}\right)=c$, where $Q$ is a quadratic form. As it will be shown later in Section 4, it is always possible to find an equivalent diagonal quadratic form $D \sim Q$. Therefore, we restrict our attention to equations
of the form $a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}=c$. Assuming $c \neq 0$, we start by homogenising the equation, and so consider the solutions of

$$
\begin{equation*}
a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}-c x_{d+1}^{2}=0 . \tag{1}
\end{equation*}
$$

In other words, we are searching for a rational isotropic vector of a quadratic form.

- Proposition 3.6. An equation

$$
\begin{equation*}
a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}=c \tag{2}
\end{equation*}
$$

has a rational solution different from $(0, \ldots, 0)$ if and only if the quadratic form $Q=$ $a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}-c x_{d+1}^{2}$ has an isotropic vector.
Proof. For $c=0$, the statement is a recitation of a definition. We continue under the assumption $c \neq 0$. Recall from Lemma 3.5 that if the form $Q$ is isotropic, then there is an isotropic vector $\left(\alpha_{1}, \ldots, \alpha_{d+1}\right)$ with $\alpha_{i} \neq 0$ for all $i \in\{1, \ldots, d+1\}$. Therefore, we can find a non-zero solution $\left(\alpha_{1} / \alpha_{d+1}, \ldots, \alpha_{d} / \alpha_{d+1}\right)$ to Equation (2). Conversely, if (2) has a non-trivial solution $\left(\beta_{1}, \ldots, \beta_{d}\right)$, it follows that $\left(\beta_{1}, \ldots, \beta_{d}, 1\right)$ is an isotropic vector for $Q$.

### 3.3 Finding Isotropic Vectors

Proposition 3.6 implies that solving Problem 3.1, and hence also loop synthesis in Problem 2.7, requires detecting whether a certain quadratic form is isotropic. Effective isotropy tests are known for quadratic forms $Q\left(x_{1}, \ldots, x_{d+1}\right)$ as in Equation (1). A more difficult task is the problem of finding an isotropic vector for such a form.

The abstract arithmetic techniques employed in finding an isotropic vector are beyond the scope of this paper; however, we give a brief overview of the computational task and a number of references to the literature in the extended version [15, Appendix A]. Our takeaways from the theory, summarised there $[18,9,33,32,26,6]$, are the following functions:

- isIsotropic: a function that, given an indefinite quadratic form over the rationals as an input, determines whether the input is isotropic and duly returns the answers YES and no (as appropriate).
- FINDISOTROPIC: a function that accepts isotropic quadratic forms over the rationals as inputs and returns an isotropic vector for each such form.
- Solve: a function that takes Equation (2) as an input and returns a non-zero solution if the form $a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}-c x_{d+1}^{2}$ is isotropic; otherwise solve returns "no solutions". The function solve calls both isIsotropic and findisotropic, see [15] for details.

We note the solve subroutine in the sequel: the function LinLoop defined in Algorithm 1, calls on SOLVE; and, in turn, the function LinLoop is called by the procedure in Section 5.

## 4 Quadratic Forms: Linear Loops

The core of this section addresses equations, and hence loop invariants, that involve quadratic forms. The equations (invariants) of this section do not have a linear part; they are quadratic forms equated to constants; that is, equations of the form

$$
\begin{equation*}
Q\left(x_{1}, \ldots, x_{d}\right)=c, \tag{3}
\end{equation*}
$$

where $Q$ is an arbitrary $d$-ary quadratic form with rational coefficients, $c$ is a rational number.
The main result of this section is the following theorem, which establishes a decision procedure that can determine if a given quadratic invariant admits a linear loop and, if so, constructs that loop.

Theorem 4.1 (Linear Loops for Quadratic Forms). There exists a procedure that, given an equation $Q\left(x_{1}, \ldots, x_{d}\right)=c$ of the form (3), decides whether a non-trivial linear loop satisfying $Q\left(x_{1}, \ldots, x_{d}\right)=c$ exists and, if so, synthesises a loop.

We prove Theorem 4.1 in several steps. The first of them is to diagonalise the quadratic form $Q$ and thus reduce to Equation (3) without mixed terms on the left-hand side.

### 4.1 Rational Diagonalisation

A rational quadratic form can be diagonalised by an invertible change of variables with only rational coefficients.

- Proposition 4.2. Let $Q$ be a (possibly degenerate) d-ary quadratic form. There exists an equivalent quadratic form $D$ with a diagonal matrix $A_{D} \in \mathbb{Q}^{d \times d}$, i.e., $Q \sim D$. Furthermore, $A_{D}=\sigma^{\top} A_{Q} \sigma$ holds with $\sigma \in \mathrm{GL}_{d}(\mathbb{Q})$.
A diagonalisation algorithm is described in [23, Algorithm 12.1], see also "diagonalisation using row/column operations" in [35, Chapter 7, 2.2]. The idea, as presented in [35], is to perform row operations on the matrix $Q$. Different from the usual Gauss-Jordan elimination, the analogous column operations are performed after each row operation. We emphasise that the change-of-basis matrix $\sigma$ is invertible as a product of elementary matrices.
- Remark 4.3 (Degeneracy). Let $A_{D}:=\operatorname{diag}\left(a_{1}, \ldots, a_{d}\right)$ be the diagonal matrix of the quadratic form $D$ as in Proposition 4.2. The product $a_{1} \cdots a_{d}$ is zero if and only if the initial quadratic form $Q$ is degenerate.
- Proposition 4.4. Let $Q_{1}$ and $Q_{2}$ be two equivalent d-ary quadratic forms. If there exists a linear loop $\mathcal{L}=\langle M, s\rangle$ with invariant $Q_{2}=c$ for a constant $c \in \mathbb{Q}$, then $Q_{1}=c$ is an invariant of the linear loop $\mathcal{L}^{\prime}=\left\langle\sigma M \sigma^{-1}, \sigma \boldsymbol{s}\right\rangle$. Here, $\sigma \in \mathrm{GL}_{d}(\mathbb{Q})$ is a change-of-basis matrix such that $Q_{2}(\boldsymbol{x})=Q_{1}(\sigma \cdot \boldsymbol{x})$.
Proof. If $\left(M^{n} s\right)^{\top} A_{Q_{2}}\left(M^{n} s\right)=c$ for all $n \geq 0$, then

$$
\begin{aligned}
\left(\left(\sigma M \sigma^{-1}\right)^{n} \sigma s\right)^{\top} A_{Q_{1}}\left(\left(\sigma M \sigma^{-1}\right)^{n} \sigma s\right)=\left(\sigma M^{n} s\right)^{\top} A_{Q_{1}}\left(M^{n} \boldsymbol{s}\right) \\
\quad=s^{\top}\left(M^{n}\right)^{\top} \sigma^{\top} A_{Q_{1}} \sigma M^{n} \boldsymbol{s}=s^{\top}\left(M^{n}\right)^{\top} A_{Q_{2}} M^{n} \boldsymbol{s}=\left(M^{n} s\right)^{\top} A_{Q_{2}} M^{n} \boldsymbol{s}=c
\end{aligned}
$$

for all $n \geq 0$ as well. We emphasise that $\sigma$ is a bijection from $\mathbb{Q}^{d}$ to itself, so the reduction described here preserves the infiniteness of loop orbits.

We conclude from Propositions 4.2 and 4.4 that for a general quadratic form $Q$, a linear loop with an invariant $Q(\boldsymbol{x})=c$ exists if and only if a linear loop exists for an invariant $D(\boldsymbol{x})=c$, where $D$ is an equivalent diagonal form.

### 4.2 Diagonal Quadratic Forms

In this subsection we consider diagonal quadratic forms $a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}=c$, where $a_{1}, \ldots, a_{d}, c \in \mathbb{Q}$ as in Equation (2). If the equation is homogeneous; that is, $c=0$, then loop synthesis reduces to the problem of searching for a rational solution $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$. Indeed, a loop with a matrix $\lambda \cdot I_{d}$ (scaling each variable by $\lambda \in \mathbb{Q} \backslash\{-1,0,1\}$ ) and the initial vector $\boldsymbol{\alpha}$ is a non-trivial linear loop satisfying the invariant $Q(\boldsymbol{x})=0$.

From Section 3, we know how to generate a solution (or prove there is no solution) to Equation (2) in its general form, also with $c \neq 0$. The bottleneck of loop synthesis in Problem 2.7 is thus finding an update matrix $M$ for the linear loop. En route to solving this issue, we state the following corollary of Lemma 3.4.

- Corollary 4.5. If an equation $a x^{2}+b y^{2}=c$ with $a, b \in \mathbb{Q} \backslash 0$ has infinitely many rational solutions different from $(0,0)$, then there exists a non-trivial linear loop with polynomial invariant $a x^{2}+b y^{2}=c$.

Proof. We use the construction in the proof of Lemma 3.4, which demonstrates that the orbit of the linear loop $\langle R, \boldsymbol{v}\rangle$ is infinite with polynomial invariant $a x^{2}+b y^{2}=c$.

Proof of Theorem 4.1. Due to Proposition 4.4, we can consider an equation of the form (2):

$$
a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}=c
$$

We describe the loop synthesis procedure in this case. If $d=1$, the equation only has finitely many solutions, hence any loop for Equation (2) is trivial. Hereafter we assume that $d \geq 2$.

In order to generate an initial vector of the loop for Equation (2), we exploit the results of Section 3. Either Equation (2) has no rational solutions and hence no loop exists, or we effectively construct a solution $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{Q}^{d}$ using procedure solve. Recall that we can guarantee $\alpha_{i} \neq 0$ for all $i \in\{1, \ldots, d\}$ due to Lemma 3.5.

Note that some of the coefficients $a_{i}, i \in\{1, \ldots, d\}$, may be zero if the original quadratic form $Q$ is degenerate. We have to consider the case when all coefficients but one are 0 , separately. That is, $a_{1} x_{1}^{2}+0 x_{2}^{2}+\cdots+0 x_{d}^{2}=c$. For this form, a solution exists if and only if $c / a_{1}$ is a square of a rational number. Subsequently, if a solution $\boldsymbol{\alpha}$ is found, set $M:=\operatorname{diag}(1,2, \ldots, 2)$ to be a diagonal update matrix. Since $d \geq 2$, we guarantee that the orbit of the linear loop $\langle M, \boldsymbol{\alpha}\rangle$ is infinite.

Without loss of generality, we now assume $a_{1} \neq 0$ and $a_{2} \neq 0$. Define $\gamma:=a_{1} \alpha_{1}^{2}+a_{2} \alpha_{2}^{2}$, then the equation $a_{1} x_{1}^{2}+a_{2} x_{2}^{2}=\gamma$ has a non-trivial solution $\left(\alpha_{1}, \alpha_{2}\right)$.

From Corollary 4.5, there exists a matrix $R \in \mathbb{Q}^{2 \times 2}$ that preserves the value of the quadratic form $a_{1} x_{1}^{2}+a_{2} x_{2}^{2}$. This matrix can be constructed as in the proof of Corollary 4.5 by considering the equation $x_{1}^{2}+\frac{a_{2}}{a_{1}} x_{2}^{2}=1$. Let $M$ be the matrix given by the direct sum

$$
R \oplus I_{d-2}=\left(\begin{array}{c|c}
R & 0 \\
\hline 0 & I_{d-2}
\end{array}\right)
$$

where $I_{n}$ is an identity matrix of size $n$.
A desired loop is $(M, \boldsymbol{\alpha})$ as for each $n \geq 0, M^{n} \boldsymbol{\alpha}$ satisfies Equation (2). The loop is non-trivial because its orbit, restricted to $x_{1}, x_{2}$, is infinite.

The process of synthesising a loop for the quadratic invariant $Q\left(x_{1}, \ldots, x_{n}\right)=c$ is summarised in Algorithm 1. The algorithm starts with a diagonalisation step, proceeds with finding a loop for an equation of the form (2), and applies the inverse transformation to obtain a linear loop for the initial invariant. Whenever Algorithm 1 returns a loop, this loop is linear.

## 5 Arbitrary Quadratic Equations: Affine Loops

In this section, we leave the realm of quadratic forms and consider general quadratic invariants that may have a linear part. Any quadratic equation can be written in terms of a quadratic form $Q$, a linear form $L$, and a constant term $c$ :

$$
\begin{equation*}
Q\left(x_{1}, \ldots, x_{d}\right)+L\left(x_{1}, \ldots, x_{d}\right)=c \tag{4}
\end{equation*}
$$

On our way to a complete solution of Problem 2.7 for arbitrary quadratic equations, we carefully analyse Equation (4). A standard technique (see e.g. [14, Proposition 1]) allows to reduce Equation (4) with a non-degenerate quadratic form $Q$ to Equation (3) considered

Algorithm 1 Synthesise a linear loop satisfying a given quadratic form equation.

```
Input: quadratic form \(Q\) in \(d\) variables and \(c \in \mathbb{Q}\). Assert \(d \geq 2\).
    function \(\operatorname{LinLoop}(Q, s)\)
        \(\langle M, s\rangle:=\) UNDEFINED.
        compute a rational diagonalisation for \(Q(\boldsymbol{x})\) : a \(\sigma \in \mathrm{GL}_{d}(\mathbb{Q})\) such that \(Q^{\prime}(\sigma \boldsymbol{x})=Q(\boldsymbol{x})\)
    with \(Q^{\prime}\) a diagonal quadratic form
        rewrite the equation \(Q^{\prime}=c\) as \(a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}=c\) with \(a_{1}, \ldots, a_{r} \neq 0\) and
    \(a_{r+1}=\cdots=a_{d}=0\)
        let \(\boldsymbol{\alpha}:=\left(\alpha_{1}, \ldots, \alpha_{r}, 1, \ldots, 1\right)^{\top} \in \mathbb{Q}^{d}\), where \(\left(\alpha_{1}, \ldots, \alpha_{r}\right):=\operatorname{SOLVE}\left(a_{1}, \ldots, a_{r}, c\right)\)
                                    \(\triangleright\) for SOLVE see [15, Algorithm 2]
        if \(r=1\) and \(\boldsymbol{\alpha} \neq\) "No solutions" then
            \(M:=\operatorname{diag}(1,2, \ldots, 2)\).
        else if \(\boldsymbol{\alpha}=\) "NO SOLUTIONS" then
            return "NO LOOP".
        else
            compute a solution \(\left(y_{1}, y_{2}\right)\) of \(x_{1}^{2}+\frac{a_{2}}{a_{1}} x_{2}^{2}=1 . \quad \triangleright\) see Lemma 3.3
            \(M:=R \oplus I_{d-2}\), where \(R=\left(\begin{array}{c}y_{1}-\frac{a_{2}}{a_{1}} y_{2} \\ y_{2} \\ y_{1}\end{array}\right)\).
        end if
        return \(\left\langle\sigma^{-1} M \sigma, \sigma^{-1} \boldsymbol{\alpha}\right\rangle\).
    end function
```

in Section 4. We now give the details of this reduction and describe how to synthesise an affine loop for an invariant (4) in the non-degenerate case. Subsequently, we close the gap by discussing the case when $Q$ is degenerate. Using Remark 2.6, our results on affine loop synthesis imply then linear loop synthesis.

### 5.1 Non-Degenerate Quadratic Forms

For convenience, we rewrite the equation in the matrix-vector form: $\boldsymbol{x}^{\top} A_{Q} \boldsymbol{x}+\boldsymbol{b}^{\top} \boldsymbol{x}-c=0$. Here, $A_{Q}$ is the non-singular matrix of the quadratic form $Q$, and $\boldsymbol{b}$ is the vector of the linear form. Let $\delta:=\operatorname{det} A_{Q} \neq 0$ and $C$ be the cofactor matrix of $A_{Q}$, i.e., $A_{Q} \cdot C=C \cdot A_{Q}=\delta \cdot I_{d}$. We further define $\boldsymbol{h}:=C \cdot \boldsymbol{b}$ and $\tilde{c}=4 \delta^{2} c+Q(\boldsymbol{h})$. It can be checked directly that

$$
\begin{equation*}
Q(2 \delta \cdot \boldsymbol{x}+\boldsymbol{h})=\tilde{c} \Leftrightarrow Q(\boldsymbol{x})+L(\boldsymbol{x})=c \tag{5}
\end{equation*}
$$

In words, every equation of the form Equation (4) can be reduced to an equation of the form $Q(\boldsymbol{y})=\tilde{c}$ by an affine transformation $f$ that maps each $\boldsymbol{x} \in \mathbb{Q}^{d}$ to $2 \delta \cdot \boldsymbol{x}+\boldsymbol{h} \in \mathbb{Q}^{d}$. As such, this means that solutions of Equation (4) under the non-degeneracy assumption are in a one-to-one correspondence with representations of $\tilde{c}$ for $Q$.

- Proposition 5.1. Let $Q$ be a non-degenerate quadratic form and $L$ a linear form, both in $d \geq 2$ variables. Define $\delta:=\operatorname{det}\left(A_{Q}\right), \boldsymbol{h}$ and $\tilde{c}$, as in the discussion above. The following are equivalent:

1. There exists a linear loop $\langle M, \boldsymbol{s}\rangle$ satisfying the invariant $Q(\boldsymbol{x})=\tilde{c}$.
2. There exists an affine loop

$$
\left\langle M, \frac{1}{2 \delta}(\boldsymbol{s}-\boldsymbol{h}), \frac{1}{2 \delta}\left(M-I_{d}\right) \boldsymbol{h}\right\rangle,
$$

satisfying the invariant $Q(\boldsymbol{x})+L(\boldsymbol{x})=c$.

Proof. Start with the first assumption. For all $n \geq 0$, it holds $Q\left(M^{n} \boldsymbol{s}\right)=\tilde{c}$. Equivalently,

$$
Q\left(f^{-1}\left(M^{n} \boldsymbol{s}\right)\right)+L\left(f^{-1}\left(M^{n} \boldsymbol{s}\right)\right)=c, \text { or } Q\left(\frac{1}{2 \delta}\left(M^{n} \boldsymbol{s}-\boldsymbol{h}\right)\right)+L\left(\frac{1}{2 \delta}\left(M^{n} \boldsymbol{s}-\boldsymbol{h}\right)\right)=c
$$

for all $n \geq 0$.
On the other hand, let $\boldsymbol{x}(n)$ be the variable vector after the $n$th iteration of an affine loop from the statement. We prove by induction that $\boldsymbol{x}(n)=\frac{1}{2 \delta}\left(M^{n} \boldsymbol{s}-\boldsymbol{h}\right)$. The base case is true since the initial vector of the affine loop is $\frac{1}{2 \delta}(\boldsymbol{s}-\boldsymbol{h})=\frac{1}{2 \delta}\left(M^{0} \boldsymbol{s}-\boldsymbol{h}\right)$. Now, assume that $\boldsymbol{x}(k)=\frac{1}{2 \delta}\left(M^{k} \boldsymbol{s}-\boldsymbol{h}\right)$ for an arbitrary $k \geq 0$. Then, by applying the loop update once, we have

$$
\begin{aligned}
\boldsymbol{x}(k+1)=M \cdot\left(\frac{1}{2 \delta}\left(M^{k} \boldsymbol{s}-\boldsymbol{h}\right)\right) & +\frac{1}{2 \delta}\left(M-I_{d}\right) \boldsymbol{h} \\
& =\frac{1}{2 \delta}\left(M^{k+1} \boldsymbol{s}-M \boldsymbol{h}+M \boldsymbol{h}-\boldsymbol{h}\right)=\frac{1}{2 \delta}\left(M^{k+1} \boldsymbol{s}-\boldsymbol{h}\right)
\end{aligned}
$$

and the inductive step has been shown. By the above work, we conclude that $Q(\boldsymbol{x}(n))+$ $L(\boldsymbol{x}(n))=c$ holds for all $n \geq 0$.

Example 5.2. Consider an invariant $p(x, y):=x^{2}+y^{2}-3 x-y=0$. After an affine change of coordinates $f(x, y)=(2 x-3,2 y-1)$, it becomes $x^{2}+y^{2}=10$ (that corresponds to $\delta=1$, $\left.\boldsymbol{h}=(-3,-1)^{\top}, \tilde{c}=10\right)$. There exists a linear loop for this equation:

$$
M=\left(\begin{array}{cc}
\frac{3}{5} & -\frac{4}{5} \\
\frac{4}{5} & \frac{3}{5}
\end{array}\right) \text { and } s=\binom{1}{-3} .
$$

Next, compute the components of an affine loop. The update matrix is $M$, whilst the initial and translation vectors are

$$
\frac{1}{2}\left[\binom{1}{-3}-\binom{-3}{-1}\right]=\binom{2}{-1} \quad \text { and } \quad \frac{1}{2}\left[\left(\begin{array}{cc}
\frac{3}{5} & -\frac{4}{5} \\
\frac{4}{5} & \frac{3}{5}
\end{array}\right)-\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)\right]\binom{-3}{-1}=\binom{1}{-1}
$$

respectively. The resulting affine loop is non-trivial with invariant $p(x, y)=0$ due to Proposition 5.1:

$$
\binom{x}{y} \leftarrow\binom{2}{-1} ; \text { while } \star \text { do }\binom{x}{y} \leftarrow\binom{\frac{3}{5} x-\frac{4}{5} y+1}{\frac{4}{5} x+\frac{3}{5} y-1}
$$

### 5.2 Degenerate Quadratic Forms

Let $r<d$ be the rank of $A_{Q}$. There exist $k:=d-r$ linearly independent vectors $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k} \in$ $\mathbb{Q}^{d}$ such that $A_{Q} \cdot \boldsymbol{v}_{i}=\mathbf{0}$. Construct a matrix $\tau \in \mathrm{GL}_{d}(\mathbb{Q})$ such that $\boldsymbol{v}_{1}, \ldots, \boldsymbol{v}_{k}$ constitute its first columns. It follows that every non-zero entry $(M)_{i j}$ of a matrix $M:=\tau^{\top} A_{Q} \tau$ is located in the bottom right corner, that is, $i>k$ and $j>k$. We rewrite $Q(\tau \boldsymbol{x})=\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)$ and $L(\tau \boldsymbol{x})=\tilde{L}\left(x_{k+1}, \ldots, x_{d}\right)+\lambda_{1} x_{1}+\cdots+\lambda_{k} x_{k}$ in Equation (4). Now we have:

$$
\begin{equation*}
\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)+\tilde{L}\left(x_{k+1}, \ldots, x_{d}\right)=c-\lambda_{1} x_{1}-\cdots-\lambda_{k} x_{k} \tag{6}
\end{equation*}
$$

where $\tilde{Q}$ is a non-degenerate quadratic form of $r$ variables.
In the rest of this subsection, we are concerned with finding an affine loop satisfying Equation (6). We emphasise that such a loop $\langle M, \boldsymbol{s}, \boldsymbol{t}\rangle$ exists if and only if $\left\langle\tau M \tau^{-1}, \tau \boldsymbol{s}, \tau \boldsymbol{t}\right\rangle$ satisfies Equation (4). The proof is due to $\tau$ inducing an automorphism of $\mathbb{Q}^{d}$, cf. Proposition 4.4.

If $\lambda_{1}=\cdots=\lambda_{k}=0$, we have arrived at an instance of Equation (4) with a nondegenerate quadratic form and fewer variables. Let $\delta$ be the determinant of $\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)$ and, as in the non-degenerate setting, define an affine transformation $f$ on the subset of variables $\left\{x_{k+1}, \ldots, x_{d}\right\}$. The constant $\tilde{c}$ and the vector $\boldsymbol{h} \in \mathbb{Q}^{r}$ are defined similarly to their non-degenerate setting counterparts.

After the change of coordinates that corresponds to $f$, we have

$$
\begin{equation*}
0 x_{1}^{2}+\cdots+0 x_{k}^{2}+\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)=\tilde{c} \tag{7}
\end{equation*}
$$

Recall (e.g. from the proof of Theorem 4.1) that once Equation (7) with $k \geq 1$ has a solution, there is a non-trivial linear loop satisfying the polynomial invariant defined by the equation. Now, let $\langle M, \boldsymbol{s}\rangle$ be a linear loop for Equation (7), where $\boldsymbol{s}=\left(s_{1}, \ldots, s_{d}\right)^{\top}$. In fact, one can assume $M:=\operatorname{diag}(2, \ldots, 2,1, \ldots, 1)$ with $k$ twos and $r$ ones. Define $s^{\prime}:=\frac{1}{2 \delta}\left(s-\binom{\mathbf{0}}{\boldsymbol{h}}\right)$. It is not hard to see that a non-trivial linear loop $\left\langle M, s^{\prime}\right\rangle$ satisfies $\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)+\tilde{L}\left(x_{k+1}, \ldots, x_{d}\right)=c$ if and only if $\tilde{Q}\left(x_{k+1}, \ldots, x_{d}\right)=\tilde{c}$ has a solution $\left(s_{k+1}, \ldots, s_{d}\right)$.

From now on, we assume that $k \geq 1$ is the number of non-zero $\lambda_{i}$ 's on the right-hand side of Equation (6). We show next that the loop synthesis question has a positive answer.

- Proposition 5.3 (Affine Loops for Quadratic Forms). Given a quadratic equation of the form (6), there exists a non-trivial affine loop in variables $x_{1}, \ldots, x_{d}$ for which said equation is a polynomial invariant.

Proof. Since $k \geq 1$ and $\lambda_{1} \neq 0$, the right-hand side $c-\sum_{i=1}^{k} \lambda_{i} x_{i}$ represents every rational number. Set the values of $x_{k+1}, \ldots, x_{d}$ to some fixed values $\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d-k}\right)$ such that $\boldsymbol{\alpha} \neq \mathbf{0}$ and solve the equation for $x_{1}, \ldots, x_{k}$ attaining a vector of values $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{k}\right)$. We have $\tilde{Q}(\boldsymbol{\alpha})+\tilde{L}(\boldsymbol{\alpha})=A(\boldsymbol{\beta})$, where $A\left(x_{1}, \ldots, x_{k}\right):=c-\lambda_{1} x_{1}-\cdots-\lambda_{k} x_{k}$.

We introduce the following case distinction.
Case 1. $k>1$;
Case 2. $r>1$ and so $\tilde{Q}$ is a non-degenerate quadratic form of at least 2 variables;
Case 3. $r=1$ and $k=1$; that is, Equation (6) has the form $a x^{2}+b x=c-d y, d \neq 0$.
In the rest of the proof, we show that for all these cases, a non-trivial affine loop satisfies Equation (6) and hence, the invariant of Equation (4). Moreover, in Cases 1 and 2 there exist linear loops of this sort.

In Case 1, we focus on the vector $\boldsymbol{\beta}$ computed in the previous step. Without loss of generality, $\left(\beta_{1}, \beta_{2}\right) \neq(0,0)$. We construct a linear loop that preserves the values of all variables but $\beta_{1}, \beta_{2}$. To this end, it suffices to notice that a linear transformation of $\mathbb{Q}^{2}$ defined by $\left(x_{1}, x_{2}\right) \mapsto\left(2 x_{1},-\frac{\lambda_{1}}{\lambda_{2}} x_{1}+x_{2}\right)$ preserves the value of $\lambda_{1} x_{1}+\lambda_{2} x_{2}$. The desired linear loop has initial vector $\boldsymbol{s}=(\boldsymbol{\beta}, \boldsymbol{\alpha})^{\top}$ and an update matrix $M=\left(\begin{array}{cc}2 & 0 \\ -\frac{\lambda_{1}}{\lambda_{2}} & 1\end{array}\right) \oplus I_{d-2}$.

Let us turn to Case 2 and focus on vector $\boldsymbol{\alpha}$. Clearly, we can now assume $k=1$. Without loss of generality, we shall assume that $\beta_{1} \neq 0$. Consider the equation

$$
\tilde{Q}(\boldsymbol{x})+\tilde{L}(\boldsymbol{x})=A\left(\beta_{1}\right)
$$

over the variables $\boldsymbol{x}$, with $A(y)=c-\lambda_{1} y$. Using Equation (5), we argue that its solutions are related to the representations of a certain number $\tilde{c}$ by $\tilde{Q}$. We compute $\delta, \tilde{c}, \boldsymbol{h}$ for the nondegenerate quadratic form $\tilde{Q}$, linear form $\tilde{L}$ and constant $A\left(\beta_{1}\right)$ such that $\tilde{Q}(2 \delta \cdot \boldsymbol{x}+\boldsymbol{h})=\tilde{c}$. From Theorem 4.1 and, more specifically, its proof, observe that there exists a non-trivial
linear loop satisfying $\tilde{Q}(\cdot)=\tilde{c}$. Indeed, there exists at least one solution of this equation, namely $f(\boldsymbol{\alpha})$. Let $\langle M, \boldsymbol{s}\rangle$ be a linear loop satisfying $\tilde{Q}(\cdot)=\tilde{c}$ with matrix $M \in \mathbb{Q}^{r \times r}$. Proposition 5.1 shows that an affine loop

$$
\mathcal{A}:=\left\langle M, \frac{1}{2 \delta}(s-\boldsymbol{h}), \frac{1}{2 \delta}\left(M-I_{r}\right) \boldsymbol{h}\right\rangle,
$$

satisfies the invariant $\tilde{Q}(\boldsymbol{x})+\tilde{L}(\boldsymbol{x})=A\left(\beta_{1}\right)$. The sequence $\langle\boldsymbol{x}(n)\rangle_{n=0}^{\infty}$ of $\mathcal{A}$ 's variable vectors can be expressed in terms of an augmented matrix (see $M^{\prime}$ in Section 2) associated with the affine transformation $\boldsymbol{x} \mapsto M \boldsymbol{x}+\boldsymbol{t}$, where $\boldsymbol{t}=\frac{1}{2 \delta}\left(M-I_{r}\right) \boldsymbol{h}$ and $\boldsymbol{s}^{\prime}=\frac{1}{2 \delta}(\boldsymbol{s}-\boldsymbol{h})$ :

$$
\binom{1}{\boldsymbol{x}(n)}=\left(\begin{array}{c|c}
1 & 0_{1, r} \\
\hline \boldsymbol{t} & M
\end{array}\right)^{n}\binom{1}{s^{\prime}}
$$

satisfies $\tilde{Q}(\boldsymbol{x})+\tilde{L}(\boldsymbol{x})=A\left(\beta_{1}\right)$ for all $n \geq 0$. Then,

$$
\binom{y(n)}{\boldsymbol{x}(n)}=\left(\begin{array}{c|c}
1 & 0_{1, r} \\
\hline \frac{1}{\beta_{1}} \boldsymbol{t} & M
\end{array}\right)^{n}\binom{\beta_{1}}{\boldsymbol{s}^{\prime}}
$$

satisfies $\tilde{Q}(\boldsymbol{x}(n))+\tilde{L}(\boldsymbol{x}(n))=A(y(n))$ as in Equation (6) for all $n \geq 0$. We denote by $M_{\beta}$ the $d$-dimensional square matrix in the preceding displayed equation. Observe that $\left\langle M_{\beta},\left(\beta_{1}, s^{\prime}\right)^{\top}\right\rangle$ is a linear loop satisfying the invariant of Equation (4).

Finally, we come to the special case, Case 3, that considers quadratic equations of the form $a x^{2}+b x=c-d y$ where $d \neq 0$. It suffices to observe that an affine transformation of $\mathbb{Q}^{2}$ defined by $(x, y) \mapsto\left(2 x, 2 \frac{b}{d} x+4 y-3 \frac{c}{d}\right)$ preserves the equation $a x^{2}+b x=c-d y$. We conclude that $a x^{2}+b x=c-d y$ is a polynomial invariant of the affine loop with initial vector $\left(1, \frac{c-a-b}{d}\right)^{\top}$, translation vector $\left(0,-3 \frac{c}{d}\right)^{\top}$, and update matrix $\left(\begin{array}{cc}2 & 0 \\ 2 \frac{b}{d} & 4\end{array}\right)$.

### 5.3 The Procedure: Affine Loop Synthesis for Quadratic Invariants

- Theorem 5.4 (Affine Loops for Quadratic Equations). There exists an effective procedure that, given a quadratic equation (i.e. invariant)

$$
Q\left(x_{1}, \ldots, x_{d}\right)+L\left(x_{1}, \ldots, x_{d}\right)=c
$$

decides whether a non-trivial affine loop satisfying it exists and, if so, synthesises a loop.
The theorem is essentially proved in Propositions 5.1 and 5.3. If the quadratic form is non-degenerate, Proposition 5.1 reduces the search for an affine loop to the search for a linear loop satisfying $Q\left(x_{1}, \ldots, x_{d}\right)=\tilde{c}$. The solution of this problem was given in Theorem 4.1. If the quadratic form is degenerate, we consider Equation (6). If at least one of the $\lambda_{i}$ 's is non-zero, a loop exists, as shown by the ad hoc constructions of Proposition 5.3. In two of the three cases there, the loop is not just affine, but linear. Otherwise, if all of the $\lambda_{i}$ 's are zero, we obtain a linear loop by essentially testing whether a solution to an equation $\tilde{Q}\left(x_{1}, \ldots, x_{d}\right)=\tilde{c}$ exists. Finally, in order to obtain an affine loop satisfying the original equation, we apply transformation $\tau$ to the loop synthesised for Equation (6).

The synthesis procedure is summarised in the extended version, see [15, Appendix B]. By analysing the algorithm, one can argue that a negative output implies that Equation (4) has no solutions. The problem of deciding whether a loop exists for a given invariant, as in Problem 2.7 and opposed to the synthesis of numerical values, is thus solved as follows.

- Corollary 5.5. Let $Q$ be a quadratic form, $L$ a linear form over variables $\boldsymbol{x}=\left(x_{1}, \ldots, x_{d}\right)$.

1. A non-trivial affine loop satisfying the quadratic equation $Q(\boldsymbol{x})+L(\boldsymbol{x})=c$ exists if and only if the equation has a rational solution different from $\boldsymbol{x}=\mathbf{0}$.
2. A non-trivial linear loop satisfying the equation $Q(\boldsymbol{x})=c$ exists if and only if the equation has a rational solution different from $\boldsymbol{x}=\mathbf{0}$.

- Example 5.6. Let $-11 x^{2}+y^{2}-3 z^{2}+2 x y-12 x z+x+z=-1$ be a quadratic invariant in 3 variables. The quadratic form $Q(x, y, z)=-11 x^{2}+y^{2}-3 z^{2}+2 x y-12 x z$ is degenerate with rank $r=2$ and so we can compute $\tau=\left(\begin{array}{rrr}-1 & 0 & 0 \\ 1 & 3 & 0 \\ 2 & 0 & 3\end{array}\right)$ such that $\tau^{\top} A_{Q} \tau=\operatorname{diag}(0,9,-27)$ is the matrix of an equivalent form. We have $Q(\tau \boldsymbol{x})=\tilde{Q}(y, z)=9 y^{2}-27 z^{2}$. For the linear part, $L(x, y, z)=x+z$, the change of coordinates results in $L(\tau \boldsymbol{x})=\tilde{L}(y, z)+x=3 z+x$. Continue with the equation of the form (6): $9 y^{2}-27 z^{2}+3 z=-1-x$. Here, $\lambda_{1}=1$, and so we set $(y, z)$ to $\left(\alpha_{1}, \alpha_{2}\right)=\left(\frac{1}{3}, 0\right)$ and find a solution for $x: \beta_{1}=-2$. Next, find an affine transformation $f$ associated with $9 y^{2}-27 z^{2}+3 z=1$. We have $\delta=243, \boldsymbol{h}=(0,27)^{\top}$ and $\tilde{c}=216513$. The solutions of $9 y^{2}-27 z^{2}+3 z=1$ are exactly the solutions of $9 y^{2}-27 z^{2}=216513$ under the action of $f$.

Using the LinLoop procedure, we find a linear loop $\langle M, s\rangle$ for the invariant $9 y^{2}-27 z^{2}=$ 216513 with $M=\left(\begin{array}{cc}2 & 3 \\ 1 & 2\end{array}\right)$ and $s=(-162,27)^{\top}$. Therefore, an affine loop

$$
\mathcal{A}:=\left\langle M, \frac{1}{2 \delta}(\boldsymbol{s}-\boldsymbol{h}), \frac{1}{2 \delta}\left(M-I_{2}\right) \boldsymbol{h}\right\rangle ;
$$

that is, an affine loop with augmented matrix $M^{\prime}$ and initial vector $s^{\prime}$ given by

$$
M^{\prime}=\left(\begin{array}{c|c}
1 & 0_{1, r} \\
\hline \frac{1}{2 \delta}\left(M-I_{2}\right) \boldsymbol{h} & M
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 / 6 & 2 & 3 \\
-1 / 18 & 1 & 2
\end{array}\right) \quad \text { and } \quad \boldsymbol{s}^{\prime}=\frac{1}{2 \delta}(\boldsymbol{s}-\boldsymbol{h})=\binom{\frac{1}{3}}{0}
$$

satisfies the invariant $9 y^{2}-27 z^{2}+3 z=1$. Consequently, a linear loop with update matrix

$$
M_{\beta}:=\left(\begin{array}{ccc}
1 & 0 & 0 \\
1 / 12 & 2 & 3 \\
1 / 36 & 1 & 2
\end{array}\right)
$$

and initial vector $(-2,1 / 3,0)^{\top}$ satisfies the invariant $9 y^{2}-27 z^{2}+3 z=-1-x$. We conclude by applying transformation $\tau$ : a linear loop with matrix

$$
\tau M_{\beta} \tau^{-1}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
27 / 4 & 2 & 3 \\
35 / 12 & 1 & 2
\end{array}\right) \quad \text { and initial vector } \quad \tau\left(\begin{array}{c}
-2 \\
1 / 3 \\
0
\end{array}\right)=\left(\begin{array}{c}
2 \\
-1 \\
-4
\end{array}\right)
$$

satisfies the original invariant $-11 x^{2}+y^{2}-3 z^{2}+2 x y-12 x z+x+z=-1$.

## 6 Conclusion

### 6.1 Related Work

Loop Synthesis. Work by Humenberger et al. on loop synthesis employs an approach based on algebraic reasoning about linear recurrences and translating loop synthesis into an SMT (Satisfiability Modulo Theory) solving task in non-linear arithmetic [17]. Their approach is relatively complete in the sense that every loop with algebraic values is captured as one
of the solutions to the system of constraints. At the same time, no method is known to decide whether such a system has a rational solution. In contrast, our approach gives a characterisation of quadratic invariants that have linear loops with rational values.

Another SMT-based algorithm for template-based synthesis of general polynomial programs is given in work by Goharshady et al. [13]. However, loops generated for an invariant $P=0$ using the latter approach necessarily have $P=0$ as an inductive invariant and are not guaranteed to have infinite orbits. Recent work by Kenison et al. addresses the loop synthesis problem for multiple polynomial invariants, where each of the polynomials is a binomial of a certain type [21]. In our work, we restrict not the number of monomials in an invariant, but its degree, and thus achieve a complete solution for a single quadratic invariant.

Solving Polynomial Equations. As noted in Remark 2.8, one of the fundamental challenges towards loop synthesis arises from the study of integer and rational solutions to polynomial equations. A Diophantine equation $F\left(x_{1}, x_{2}, \ldots, x_{d}\right)=0$ is a polynomial equation with rational coefficients in at least two variables. A general decision procedure for the existence of rational solutions to a Diophantine equation (Problem 3.1) is not known. Over the ring of integers, this is Hilbert's 10th Problem, proven undecidable by Matiyasevich in 1970 [25]. Furthermore, there does not exist an algorithm that for an arbitrary Diophantine equation, decides whether it has infinitely many integer solutions [10].

In contrast to the algorithmic unsolvability of Hilbert's 10th Problem and the open status of Problem 3.1, algorithms exist that allow finding rational solutions for special classes of equations. For instance, there exist procedures [14, 30, 24] completely solving the specialisation of the problem to quadratic equations. Masser introduced an approach based on the effective search bound for rational solutions [24]. A further improvement of this approach for $d \geq 5$ is provided in [5]. An alternative procedure to decide whether an arbitrary quadratic equation has a rational solution is described in [14] (see Corollary, pg. 2 therein). Determining the existence of integer solutions to a system of quadratic equations is, however, undecidable [4].

### 6.2 Discussion

We conclude by sketching some observations and pointing out the directions for future work.

Multiple loops. The approach of Algorithm 1 can be adapted to generate multiple linear loops satisfying a given invariant. Different solutions of the quadratic equation can be found in line 5 (Algorithm 1) and subsequently used as an initial vector. Moreover, in line 11 , it is possible to pick two variables $\left(x_{1}, x_{2}\right)$ in different ways, thus obtaining different matrices $M$ in line 12. Each of the matrices synthesised so is an element of the orthogonal group $\Gamma\left(Q^{\prime}\right)^{1}$ of the quadratic form $Q^{\prime}$. Therefore, all possible products of these matrices also preserve the value of $Q^{\prime}$ and can be used as updates. Other than the default matrix selected by the algorithm, some of these matrices alter more than two variables non-trivially, intuitively making the synthesised loop more specific to the polynomial invariant.

[^0]Number of loop variables. Let $P\left(x_{1}, \ldots, x_{d}\right)=0$ be a quadratic invariant in $d$ variables. Note that Theorem 5.4 can be interpreted in terms of linear loops with variables $x_{0}, x_{1}, \ldots, x_{d}$. Specifically, we can redefine the loop synthesis problem (Problem 2.7) by searching for linear loops with $s=d+1$ variables. To this end, update the procedure in Section 5 as follows: if the output of the original algorithm is an affine loop $\langle M, \boldsymbol{s}, \boldsymbol{t}\rangle$, then output the linear loop

$$
\left\langle\left(\begin{array}{c|c}
1 & 0_{1, d} \\
\hline \boldsymbol{t} & M
\end{array}\right),\binom{1}{s}\right\rangle .
$$

Due to Corollary 5.5, the updated procedure solves the problem of loop synthesis with one additional variable. What follows is a reinterpretation of Theorem 5.4:

- Corollary 6.1. There exists an effective procedure for the following problem: given a quadratic equation

$$
Q\left(x_{1}, \ldots, x_{d}\right)+L\left(x_{1}, \ldots, x_{d}\right)=c
$$

decide whether there exists a non-trivial linear loop in $d+1$ variables $\left\{x_{0}, x_{1}, \ldots, x_{d}\right\}$ that satisfies it. Furthermore, the procedure synthesises a loop, if one exists.

Increasing the number of variables in the loop template leads to the following question, also raised in [17]:

- Question. Let $P$ be an arbitrary polynomial in d variables. Does there exist an upper bound $N$ such that if a non-trivial linear loop satisfying $P=0$ exists, then there exists a non-trivial linear loop with at most $N$ variables satisfying the same invariant?

Corollary 6.1 (together with Corollary 5.5) shows that, for quadratic polynomials, $N$ is at most $d+1$. Moreover, we show in Section 4 that in the class of polynomial equations $Q(\boldsymbol{x})-c$, where $Q$ is a quadratic form, the bound $N=d$ is tight. A full characterisation of quadratic equations for which linear loops with $d$ variables exist would also be of interest.

Sufficient conditions. The results of Sections 4 and 5 witness another class of polynomial invariants for which non-trivial linear (or affine) loops always exist. Similar to the setting of equations with pure difference binomials in [21], we can claim this for invariants $Q\left(x_{1}, \ldots, x_{d}\right)=c$ with isotropic quadratic forms $Q$. In particular, for every equation of the form $a_{1} x_{1}^{2}+\cdots+a_{d} x_{d}^{2}+c=0$ with $d \geq 4$ and $a_{1}, \ldots, a_{d}, c$ not all possessing the same sign, there exists a non-trivial linear loop with $d$ variables. This fact is due to Meyer's Theorem on isotropy of indefinite forms [26] and Corollary 5.5(2).

Beyond quadratic. One future work direction concerns loop synthesis from invariants that are polynomial equalities of higher degrees, and, in particular, algebraic forms. However, we are limited by the hardness of Problem 3.1, as before. For Diophantine equations defined with homogeneous polynomials of degree 3 , the loop synthesis is related to the study of rational points on elliptic curves, a central topic in computational number theory [31, 8].
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[^0]:    ${ }^{1}$ The orthogonal group $\Gamma(Q)$ of a quadratic form $Q$ is the group of all linear automorphisms $M \in \mathrm{GL}_{d}(\mathbb{K})$ such that $Q(\boldsymbol{x})=Q(M \boldsymbol{x})$ for all $\boldsymbol{x} \in \mathbb{K}^{d}$.

