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Abstract
In this paper, we present the first decremental fixed-parameter sensitivity oracles for a number
of basic covering and packing problems on graphs. In particular, we obtain the first decremental
sensitivity oracles for Vertex Planarization (delete k vertices to make the graph planar) and
Cycle Packing (pack k vertex-disjoint cycles in the given graph). That is, we give a sensitivity
oracle that preprocesses the given graph in time f(k, ℓ)nO(1) such that, when given a set of ℓ edge
deletions, the data structure decides in time f(k, ℓ) whether the updated graph is a positive instance
of the problem. These results are obtained as a corollary of our central result, which is the first
decremental sensitivity oracle for Topological Minor Deletion (cover all topological minors in
the input graph that belong to a specified set, using k vertices).

Though our methodology closely follows the literature, we are able to produce the first explicit
bounds on the preprocessing and query times for several problems. We also initiate the study of
fixed-parameter sensitivity oracles with so-called structural parameterizations and give sufficient
conditions for the existence of fixed-parameter sensitivity oracles where the parameter is just the
treewidth of the graph. In contrast, all existing literature on this topic and the aforementioned
results in this paper assume a bound on the solution size (a weaker parameter than treewidth for
many problems). As corollaries, we obtain decremental sensitivity oracles for well-studied problems
such as Vertex Cover and Dominating Set when only the treewidth of the input graph is
bounded. A feature of our methodology behind these results is that we are able to obtain query
times independent of treewidth.
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1 Introduction

The study of basic graph problems on dynamic inputs has been a central aspect of algorithmics
for several decades. A well-studied model in this line of research is the “fault tolerance
model”. In this model, one assumes that the network at hand is susceptible to a bounded
number of faulty network components (i.e., failing nodes or links) at any given time. The
goal is to efficiently preprocess the network and produce a sufficiently small data structure so
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44:2 Decremental Sensitivity Oracles for Covering and Packing Minors

that once the set of faulty nodes or links is given (or equivalently, the corresponding vertices
or edges in the graph are deleted), one can recover various properties of the network from the
stored data structure without recomputing these from scratch. The fault tolerance model has
been a hugely successful setting for various advances on fundamental data structures such
as spanners [39] and distance sensitivity oracles [21]. The “dimensions” of interest in such
data structures are: the time needed by the preprocessing algorithm, the space complexity of
the data structure, the time required to query the data structure in order to recover various
properties of the input graph minus the set of failed elements and in some cases, the time
required to update the data structure to reflect the failures.

The primary focus of research in the fault tolerance model has been on polynomial-time
solvable problems. However, in a recent paper, Bilò et al. [6] extended the fault tolerance
model to NP-complete graph problems by introducing a notion of decremental fixed-parameter
sensitivity oracles (FSO). For an edge (respectively, vertex) decremental sensitivity oracle for
a fixed-parameter tractable (FPT) problem Π, the input is an instance (G, k) of Π, where
G is an n-vertex input graph and k is the parameter and a number ℓ, and the goal is to
develop a preprocessing algorithm A that builds a data-structure (i.e., the oracle) that, when
queried on a set F of at most ℓ edges (respectively, vertices), decides whether (G− F, k) is a
positive instance of the problem, using a query algorithm Q. The goal here is to ensure that
the preprocessing time is f(k, ℓ)nO(1) and the query time is g(k, ℓ)no(1) for some functions
f and g. Unless otherwise specified, one allows both edge and vertex failures. Using this
framework, Bilò et al. [6] gave the first edge decremental FSO for several problems including
Long Path and Vertex Cover. Subsequently, Alman and Hirsch [3] extended the work
of Bilò et al. [6] to also account for edge additions, by introducing a fully dynamic notion of
sensitivity oracles. Moreover, Alman and Hirsch [3] define a notion of efficient sensitivity
oracles, where the preprocessing time is f(k)nO(1), and the query time is ℓO(1)g(k)no(1).
That is, the dependence on ℓ in both the preprocessing and query time is polynomial. By
developing a dynamic variant of the extensor coding method [12], they show that Long
Path has a fully dynamic efficient sensitivity oracle even on directed graphs.

These advances made by Bilò et al. [6] and Alman and Hirsch [3] for individual problems
pose some natural questions: Could we prove general statements that provide a unified
explanation of the existence of fixed-parameter sensitivity oracles (FSOs) for families of
problems? Could we obtain efficient FSOs for these problems and give explicit bounds on
the preprocessing and query times? These questions at the intersection of data structures
and parameterized algorithms are our main motivation.

In this paper, we make significant progress towards answering these questions by presenting
meta-theorems from which decremental FSOs for a number of basic covering and packing
problems on graphs can be derived.

1.1 Our contributions I: FSOs for vertex deletion problems
Many important NP-hard graph optimization problems can be phrased as a vertex deletion
problem to a graph class satisfying some property P . Here, the input is a graph G on
n vertices and the task is to find a minimum size vertex subset S such that the graph
G− S obtained from G by removing S and its incident edges has the property P . By the
well-known result of Lewis and Yannakakis [40] such problems are NP-complete for hereditary
properties. For this reason the study of these problems is an integral part of the areas of
approximation algorithms, exact-exponential algorithms and parameterized complexity, and
has been responsible for the development of many classic algorithmic techniques.
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Hence, the family of vertex deletion problems provide a natural candidate for us to develop
meta-theorems. This brings us to the Topological Minor Deletion (TM-Deletion)
problem which is a vertex deletion problem that directly generalizes numerous well-known
problems vertex deletion problems including Vertex Cover, Feedback Vertex Set
(delete at most k vertices to obtain a forest) and Vertex Planarization, to name a few.
In TM-Deletion, the input is an undirected graph G, a family F of undirected graphs
such that every graph in F has at most h(F) vertices, and an integer k. The parameter is
k + h(F) and the goal is to decide whether there exists S ⊆ V (G) of size at most k such
that G − S contains no graph from F as a topological minor. A graph H is a topological
minor of G if H can be obtained from G by deleting vertices or edges, and then contracting
edges as long as each such edge is incident to at least one vertex of degree precisely 2. The
expressive power of TM-Deletion naturally implies that an FSO for this problem would
enable us to obtain as a consequence, FSOs for a host of other problems.

▶ Theorem 1. Topological Minor Deletion has a decremental fixed-parameter sensit-
ivity oracle.

As a consequence of Theorem 1, we obtain decremental FSOs1 for many well-studied
parameterized problems, thus extending the scope of sensitivity oracles for NP-complete
graph problems significantly beyond the state of the art. We refer the reader to the appendix
for the definitions of problems not defined here and to Section 2 for the formal definition of
treewidth and (topological) minors.

▶ Corollary 2. The following problems have FSOs as a consequence of Theorem 1.
1. Feedback Vertex Set (FVS). Or more generally, η-Treewidth Modulator, i.e.,

decide whether we can delete at most k vertices from the input graph to obtain a graph
with treewidth at most η.

2. Vertex Planarization. Or more generally, Minor Deletion, i.e., for a set F of
graphs, decide whether we can delete at most k vertices from the input graph to obtain a
graph that excludes every graph in F as a minor.

3. Cycle Packing. Or more generally, Topological Minor Packing, i.e., for a set
F of graphs, decide whether the input graph contains k vertex disjoint topological-minor
models of graphs in F .

4. Long Path and Long Cycle. That is, decide whether there is a path (or a cycle,
respectively) of length at least k in the input graph.

A useful feature of our proof techniques is that it allows for easy (albeit rough) estimations
of the preprocessing and query times of most of the FSOs in the above statement. As a
result, without much additional effort, one can prove the following bounds on specific FSOs
in Corollary 2.

▶ Theorem 3. The following bounds can be obtained.2
1. Feedback Vertex Set has an FSO with preprocessing time tow(3,O((k+ ℓ)11))n4 and

query time tow(2,O((k + ℓ)11)).
2. Cycle Packing has an FSO with preprocessing time tow(3,O((k + ℓ)20))n4 and query

time tow(2,O((k + ℓ)20)).
3. Long Path and Long Cycle have FSOs with preprocessing time tow(2,O(k log(ℓ)))n4

and query time tow(2,O(k log(ℓ))).

1 Since we only deal with the decremental setting in this paper, we drop the explicit reference to this
term in the rest of the paper and simply say, FSO.

2 The notation tow(p, q) indicates a runtime that is exponential in q, where q is on top of a tower of
iterated exponentials of height p.
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Note that these are the first concrete bounds for Cycle Packing. However, the bounds
for Long Path implied by our meta-theorem are significantly worse than that of Bilò et
al. [6] and Alman and Hirsch [3], which is not surprising since we obtain these bounds by
instantiating a general-purpose theorem. For instance, the former get query time upper
bounded by O(ℓ(ℓ + k)) and the latter, ℓ22kkO(1). However, we prove the bounds in the
above theorem in order to illustrate how to use our methodology to obtain explicit bounds
for specific problems.

1.2 Our contributions II: A meta-theorem for efficient FSOs
Algorithmic meta-theorems are general algorithmic results applicable to a whole range of
problems. Many prominent algorithmic meta-theorems are about model checking; such
theorems state that for certain kinds of logic L, and all classes of structures C that have a
certain property, there is an algorithm that takes as input a formula ϕ ∈ L and a structure
S ∈ C and efficiently determines whether S |= ϕ. One of the most famous results in this
direction is the seminal theorem of Courcelle [16, 14, 15] for model checking of Monadic
Second Order Logic (MSO) on graphs of bounded treewidth (see also [1, 5, 11, 17, 22]).
Courcelle’s theorem (which also extends to a fragment called Counting Monadic Second Order
Logic or CMSO) is a crucial component of the parameterized complexity toolbox because
numerous well-studied graph problems can be expressed in this particular fragment of logic.
Classic examples of CMSO-definable graph properties are Hamiltonicity and 3-Colorability.
We refer the reader to Section 2.2 for a formal description of CMSO-definability. Consequently
a natural question arises – “Does an analogue of Courcelle’s theorem hold in the fault-tolerant
setting?” An affirmative answer is implied by existing results in the literature on query
testing MSO formulas on bounded-treewidth graphs (see, for instance, Theorem 6.1.3 in [37]).
These results build upon Courcelle’s approach of reducing model checking MSO sentences on
bounded-treewidth graphs to model checking MSO sentences on labelled trees. However, in
the quest for efficient FSO (recall that we want preprocessing and query time polynomial in
the number of failures), this approach does not yield a positive outcome since it involves a
reduction to MSO model checking on graphs, where the formula size now depends on the
number of failures and so, the query algorithm may take time exponential in the number of
failures.

In this paper, we prove the following meta-theorem giving a sufficient condition for the
existence of efficient FSOs with the additional property that the query times are actually
independent of input size n (although the definition allows for sublinear dependence on n).

▶ Theorem 4. Every CMSO-definable graph problem has an efficient non-uniform FSO with
query time independent of input size, when parameterized by the treewidth of the input graph
and size of the CMSO-sentence defining it.

A non-uniform FSO is simply an FSO where one is allowed to have, for every value of
the parameter k and number ℓ of permitted failures, a distinct preprocessing algorithm Ak,ℓ

and query algorithm Qk,ℓ.
Theorem 4 forms a crucial component of our proof of Theorem 1. Essentially, we use

Theorem 4 to handle “low-treewidth” instances of TM-Deletion. However, notice that
Theorem 4 only guarantees a non-uniform FSO whereas Theorem 1 has no such caveat.
Hence, a few remarks are in order here. Often, in the literature on non-uniform FPT
algorithms, it has been demonstrated that the non-uniformity can be omitted either through
self-reducibility arguments or by a case-by-case understanding of the combinatorics behind
each problem. We are able to provide such arguments regarding Theorem 4 that essentially
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suggest that as long as one could solve the CMSO-definable problem under consideration
using an explicit dynamic programming algorithm on bounded-treewidth graphs, i.e., the vast
majority of natural CMSO-definable problems in the literature, then one can actually infer
an FSO for the problem on bounded-treewidth graphs without the caveat of non-uniformity.
Moreover, this approach can lead to obtaining explicit running time bounds. This is also
why we avoid resorting to the aforementioned black-box results on query testing in the
literature to handle the low treewidth case. In this paper, we formally exemplify our strategy
of eliminating the non-uniformity resulting from the invocation of Theorem 4 for the special
case of TM-Deletion, which enables us to prove Theorem 1. Though we only deal with
TM-Deletion, our arguments can be easily seen to extend to other problems, which we use
to obtain explicit bounds for some of them. We believe that Theorem 4 will be a crucial
component of designing FSOs for more problems, especially in conjunction with techniques
such as irrelevant vertex removal [25].

In this context, it is important to mention the work of Courcelle and Vanicat [18]. They
prove a meta-theorem that implies an efficient FSO for all CMSO-definable problems when
parameterized by the treewidth of the input graph and size of the CMSO-sentence defining
it. We note that their query times have a logarithmic dependence on n. It is known in the
community (although not explicitly published to the best of our knowledge) that the log(n)
dependence can be removed with appropriate preprocessing. However, we believe that the
methodology behind Theorem 4 is useful as it enables us to easily obtain concrete bounds in
our applications, which does not appear to be straightforward from the result of [18].

1.3 Our contributions III: Edge FSOs parameterized only by treewidth

We demonstrate the further applicability of the proof technique behind Theorem 4 to obtain a
meta-theorem that gives sufficient conditions on a problem to have an edge FSO parameterized
by the treewidth alone. Notice that all our results and those in the literature up to this
point have the solution size as the parameter either explicitly or implicitly. In particular, in
Theorem 4 the parameter also includes the size of the MSO formula, which in turn often
depends on the solution size in the case of specific problems. Moreover, we highlight the fact
that the oracles in this section have query time with a polynomial dependence on ℓ (in fact,
only O(ℓ2)). Moreover, the query times are independent of the treewidth. However, they are
not efficient oracles as the preprocessing algorithm has exponential dependence on ℓ.

We give the following (non-exhaustive) exemplifications of our meta-thereom.

▶ Theorem 5. The following hold.
1. Vertex Cover admits an edge FSO parameterized by the treewidth k with preprocessing

time ℓO(2k) · nO(1), and query time O(ℓ2).
2. Dominating Set admits an edge FSO parameterized by the treewidth k with preprocessing

time ℓO(3k) · nO(1), and query time O(ℓ2).

Note that since the treewidth of a graph is at most the size of the minimum vertex
cover, the first statement directly implies an edge FSO for Vertex Cover parameterized
by solution size.

Here also, the work of Courcelle and Vanicat [18] is relevant as they prove an optimization
version of their meta-theorem. However, their query time depends on the treewidth whereas
we are able to obtain FSOs with query times independent of the treewidth.

STACS 2024
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1.4 Related work
Alman and Hirsch [3] note that the work of van den Brand and Saranurak [46] (see full
version [47]) on distance sensitivity oracles in combination with standard color-coding
techniques also imply a fully dynamic sensitivity oracle for Long Path on directed graphs,
but with a worse dependence on k and ℓ. We note that though a no(1) multiplicative factor
in the query time is permitted in the definition of FSO, this is not exploited in their results
and similar to our results, the queries of both Alman and Hirsch [3] as well the alternate
oracle implied by Brand and Saranurak [46] run in time independent of the input size.

In other recent work, Pilipczuk et al. [44] gave a sensitivity oracle that answers s-t
connectivity in constant time if a constant number of vertex failures occur. Interestingly,
Pilipczuk et al. [44] show that the techniques they use to obtain their result can be used to
design a model checking algorithm for the recently introduced separator logic [10] which is
more expressive than First Order Logic but less expressive than MSO. This is a promising
sign that advances on sensitivity oracles can have a much broader impact beyond the specific
problem for which they are developed. We also note that the Arxiv version of [44] contains
the tools (MSO query testing on trees) required to prove Kazana’s result [37] on MSO query
testing on bounded-treewidth graphs.

In recent years, spurred by the first systematic exploration of the intersection of paramet-
erized and dynamic graph algorithms by Alman et al. [4], there has been a significant amount
of work combining techniques from these two areas. Of special interest in the context of our
paper is the work of Dvorak et al. [23] (improved upon by Chen et al. [13]) and Majewski et
al. [42], who gave fully dynamic data structures that are able to maintain CMSO properties.
That is, they obtain a data structure that is stronger than just a sensitivity oracle, but at
the cost of weaker parameters than the one we use (i.e., treewidth).

Finally, on the topic of intersecting parameterized complexity and fault-tolerant data
structures, Lochet et al. [41], in a work preceding the work of Bilò et al. [6], studied fault-
tolerant spanners in directed graphs by choosing parameters expressing certain types of
structure. Recently, Misra [43] initiated the study of computing fault-tolerant solutions (e.g.,
a solution that remains a feedback vertex set of the graph even if one vertex is removed from
the solution) for NP-hard problems, with follow up work by Blazej et al. [7].

2 Preliminaries

2.1 Graphs
Given a graph G, let V (G) and E(G) denote the vertex and edge set of G, respectively. We
only deal with simple graphs in this paper. When G is clear from the context, let n and
m denote |V (G)| and |E(G)|, respectively. For a graph G, paths(G) denotes the set of all
simple paths in G. For a set A ⊆ V (G), we denote by E(A) the set of those edges in G with
both endpoints in A.

Formally, the treewidth of a graph is defined as follows.

▶ Definition 6 (Tree decomposition). A tree decomposition of a graph G is a pair (T, β)
of a tree T and β : V (T ) → 2V (G), such that: (i)

⋃
t∈V (T ) β(t) = V (G), (ii) for any edge

e ∈ E(G), there exists a node t ∈ V (T ) such that both endpoints of e belong to β(t), and (iii)
for any vertex v ∈ V (G), the subgraph of T induced by the set Tv = {t ∈ V (T ) : v ∈ β(t)}
is a tree. We say a tree decomposition is nice if it additionally satisfies the conditions on
page 161 of [19]. The width of (T, β) is maxv∈V (T ){|β(v)|} − 1. The treewidth of G is the
minimum width of a tree decomposition of G.
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Let (T, β) be a tree decomposition of a graph G. We refer to the vertices of the tree T
as nodes. We always assume that T is a rooted tree and so, we have a natural parent-child
and ancestor-descendant relationship among nodes in T . The set β(t) is called the bag
at t. For two nodes u, t ∈ T , we say that u is a descendant of t, denoted u ⪯ t, if t lies
on the unique path connecting u to the root. Note that every node is its own descendant.
If u ⪯ t and u ̸= t, then we write u ≺ t. For a tree decomposition (T, β) we also have a
mapping γ : V (T ) → 2V (G) defined as γ(t) =

⋃
u⪯t β(u). For every t ∈ V (T ), we also define

β̂(t) = β(t) ∪E(β(t)) and γ̂(t) = γ(t) ∪E(γ(t)). Recall that for a vertex set S, E(S) denotes
the set of all edges with both endpoints in S. We call a tree decomposition nice if it satisfies
the conditions in section 7.2 of [20].

There is an algorithm that, given a graph G on n vertices and an integer w, runs in time
O(f(w)n3) and either correctly answers that G has treewidth more than w or outputs a tree
decomposition of G of optimal width [8].

We next recall the classic notions of minors and topological minors.

▶ Definition 7 (Minors). A graph H is a minor of G if there exists a function ϕ : V (H) →
2V (G) with the following properties: (i) for every h ∈ V (H), G[ϕ(h)] is a connected graph,
(ii) for all distinct h, h′ ∈ V (H), ϕ(h) ∩ ϕ(h′) = ∅, and (iii) for all {h, h′} ∈ E(H), there
exist u ∈ ϕ(h) and v ∈ ϕ(h′) such that {u, v} ∈ E(G). The function ϕ is called a minor
model of H in G.

▶ Definition 8 (Topological minors). Let G and H be two graphs. We say that H is a
topological minor of G if there exist injective functions ϕ : V (H) → V (G) and φ : E(H) →
paths(G) such that

for every e = {h, h′} ∈ E(H), the endpoints of φ(e) are ϕ(h) and ϕ(h′),
for every distinct e, e′ ∈ E(H), the paths φ(e) and φ(e′) are internally vertex-disjoint,
there does not exist a vertex v in the image of ϕ and an edge e ∈ E(H) such that v is an
internal vertex on φ(e).

We say that (ϕ, φ) is a topological-minor model of H in G.

Note that if H is a topological minor of G, then it is also a minor of G. However, the
converse does not hold.

Boundaried graphs. Roughly speaking, a boundaried graph is a graph where some vertices
are labeled. A formal definition is as follows.

▶ Definition 9 (Boundaried graph). A boundaried graph is a graph G with a set ∂(G) ⊆ V (G)
of distinguished vertices called boundary vertices, and an injective labeling λG : ∂(G) → N.
The set ∂(G) is the boundary of G, and the label set of G is Λ(G) = {λG(v) | v ∈ ∂(G)}.

Given a finite set I ⊆ N, GI denotes the class of all boundaried graphs whose label set is
I, and G⊆I =

⋃
I′⊆I GI′ . A boundaried graph in G⊆[t] is called a t-boundaried graph. Note

that if G is a boundaried graph and x ∈ V (G) is a vertex in the boundary, then G− x is a
boundaried graph that inherits its boundary and labeling from G in the natural way. That
is, we simply remove x and preserve the labeling of the remaining vertices.

2.2 Counting Monadic Second Order Logic
The syntax of Monadic Second Order Logic (MSO) of graphs includes the logical connectives
∨, ∧, ¬, ⇔, ⇒, variables for vertices, edges, sets of vertices and sets of edges, the quantifiers
∀ and ∃, which can be applied to these variables, and the binary relations: (i) u ∈ U , where

STACS 2024
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u is a vertex variable and U is a vertex set variable; (ii) d ∈ D, where d is an edge variable
and D is an edge set variable; (iii) inc(d, u), where d is an edge variable, u is a vertex
variable, and the interpretation is that the edge d is incident to u; (iv) equality of variables
representing vertices, edges, vertex sets and edge sets.

An MSO sentence is an MSO formula without free variables. Counting Monadic Second
Order Logic (CMSO) extends MSO by including atomic sentences testing whether the
cardinality of a set is equal to q modulo r, where q and r are integers such that 0 ≤ q < r and
r ≥ 2. That is, CMSO is MSO with the following atomic sentence: cardq,r(S) = true if and
only if |S| ≡ q (mod r), where S is a set. We refer to [5, 16, 15] for a detailed introduction
to CMSO. We note that what we refer to as CMSO in this paper is sometimes called CMSO2
in the literature to indicate that quantifying over edge sets is permitted.

▶ Definition 10 (Property). A property is a function σ from the set of all graphs to
{true, false}. For a CMSO sentence ψ, the property σψ is defined as follows. Given a graph
G, σψ(G) equals true if and only if G |= ψ.

▶ Definition 11 (CMSO-definable property). A property σ is CMSO-definable if there exists
a CMSO sentence ψ such that σ = σψ. In this case, we say that ψ defines σ.

We next recall an implication of the classic Courcelle’s Theorem [16, 14, 15] proof (see
also [17]). This fact, which is a central component in the proof of Theorem 4, says that a
certain canonical equivalence relation over boundaried graphs has finite index. We first need
to identify precisely those pairs of graphs that could potentially be related by the canonical
equivalence and so, we define the compatibility equivalence relation ≡c on boundaried graphs
as follows. We write Gα ≡c Gβ and say that Gα is compatible with Gβ if Λ(Gα) = Λ(Gβ).
Now, we define the canonical equivalence relation ≡σ on boundaried graphs.

▶ Definition 12 (Canonical equivalence). Given a property σ of graphs, the canonical equival-
ence relation ≡σ on boundaried graphs is defined as follows. For two boundaried graphs Gα
and Gβ, we say that Gα ≡σ Gβ if (i) Gα ≡c Gβ, and (ii) for every boundaried graphs Gγ com-
patible with Gα (and thus also with Gβ), we have: σ(Gα ⊕Gγ) = true ⇔ σ(Gβ ⊕Gγ) = true.

Here, the gluing operator ⊕ identifies equally-labeled vertices of the two boundaried
graphs.

A property σ of graphs has finite state if ∀I ⊆ N, the set of equivalence classes of ≡σ

when restricted to G⊆I is finite. Given a CMSO sentence ψ, the canonical equivalence
relation associated with ψ is ≡σψ , and for simplicity, we denote this relation by ≡ψ.

We are now ready to state the required consequence of Courcelle’s Theorem (see, for
example, [16, 14, 15, 9]).

▶ Proposition 13. Every CMSO-definable property on graphs has finite state.

We use the RAM model (see Harel and Tarjan [29]) with addition and uniform cost
measure. Each word holds O(logn) bits and each basic operation on a word is assumed to
take constant time.

3 Technical overview

In this section, we give an overview of our techniques, omitting details where necessary due
to space constraints.
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Since we effectively use Theorem 4 in our proof of Theorem 1, we first describe our proof
of this result and how it implies a (uniform) FSO for TM-Deletion parameterized by the
treewidth of the input graph in addition to the standard parameterization comprising the
deletion set size k and the size of the largest graph in the family F that we want to exclude
as topological minors.

3.1 The FSO for CMSO-definable problems on bounded-treewidth
graphs

We first give an overview of our proof of Theorem 4. For every CMSO formula ψ, one can
define a canonical equivalence relation (see Definition 12) over the set of all boundaried
graphs. A boundaried graph is simply a graph where some vertices are called boundary
vertices and are assigned labels from a finite label set. A graph is t-boundaried if the label
set has size at most t. The Myhill-Nerode equivalence for ψ on boundaried graphs says that
if we take two t-boundaried graphs G1 and G2 then they are equivalent if and only if their
boundary labels are equal and moreover, for any t-boundaried graph whose boundary labels
are the same as those of G1 (and hence also of G2), if we glue the graphs G1 and H along the
boundaries by identifying equally labeled vertices and similarly, if we glue the graphs G2 and
H along the boundaries in this way, either both resulting graphs model ψ or neither one does.
It is known (e.g., from the proof of Courcelle’s theorem itself) that for every CMSO formula
ψ and every t, the number of equivalence classes induced by this relation over t-boundaried
graphs is a function of ψ and t alone (a property called finite state). This implies that there
is an r ∈ N that depends only on ψ and t (in our context, t will be 1 plus the treewidth of the
graph), such that both the number of equivalence classes and the length of the encoding of a
smallest boundaried graph in each equivalence class is upper bounded by r. If ψ and t are
fixed, then r is constant. Now, suppose that R is the set comprising a smallest boundaried
graph from each of the equivalence classes (having fixed ψ and t) and suppose we know R.

Our key insight is the following. Suppose we take a nice tree decomposition of the input
graph and pick a bag. Now, consider the boundaried graph obtained by taking the graph
induced by those vertices that appear in this bag or below it and making the vertices in the
bag the boundary. Then, we observe that (a) this boundaried graph is equivalent to one
of the graphs in R and (b) regardless of the element failures in this boundaried graph, the
resulting graph will still be equivalent to one of the graphs in R. The only catch here is that
before the query is given, one cannot know the representative of the “future” equivalence
class. Hence, our preprocessing strategy aims to keep track, for each boundaried subgraph of
the input graph obtained in the way we described above, all possible canonical equivalence
classes that this graph can fall into, upon the removal of the failed vertices or edges given by
the query in future. Our querying strategy, on the other hand, is a dynamic-programming
algorithm. Depending on the at-most-ℓ queried edges and vertices, we identify a set of O(ℓ)
boundaried graphs that we have preprocessed and by examining the possible different ways
in which the equivalence classes of only these specific boundaried graphs can be impacted by
the failures, we are able to produce a correct answer to the query. This gives us Theorem 4.
The non-uniformity comes from the assumption of knowing R.

To overcome the non-uniformity aspect while applying Theorem 4, one must avoid the
requirement of knowing R. Instead, it is sufficient if, for every bounded-treewidth boundaried
graph, we could efficiently compute an equivalent (under the Myhill-Nerode equivalence)
boundaried graph whose size is bounded by some computable function of ψ and treewidth.

This approach, which was first introduced in order to obtain constructive versions of
meta-algorithmic results on kernelization [26], has proved useful in several other instances in
the literature [24, 25]. We show that this approach is indeed applicable to TM-Deletion
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and in fact our arguments suggest that it is generally applicable as long as one has an explicit
dynamic programming algorithm on bounded-treewidth graphs. Hence, we are able to obtain
an FSO for TM-Deletion parameterized by the deletion set size k, the treewidth of the
input graph, and the size of the largest graph in the family F that we want to exclude as
topological minors.

The same idea is also used to obtain the bounds in Theorem 3. That is, we essentially
reuse the non-uniform oracles given by the proof of Theorem 4 (while avoiding the only source
of non-uniformity) to handle low-treewidth instances of these specific problems. We then use
a win-win argument to extend to FSOs with explicit bounds. In the win-win argument, we
use the fact that if the treewidth of the input graph is already high, we get a trivial oracle
that always answers either yes or no depending on the problem.

As an illustration, we describe the proof of the consequence for Cycle Packing in
Corollary 2. That is, Cycle Packing has an FSO parameterized by the solution size k.
Towards this, we first show that there is an FSO for this problem parameterized by k and
treewidth. Let us assume that the treewidth bound is the max of treewidth and k, and let
it be w. Then, we show that there is an FSO for this problem parameterized by w with
preprocessing time tow(3,O(w2)) · n4 and query time tow(2,O(w2)) + ℓO(1). This is done by
showing that the size of the set R and maximum size of a graph in R are computable and then
using Theorem 4. Intuitively, the bound on the size of the set R comes from the size of the
table at a bag when performing the standard dynamic programming over tree decompositions.
The same fact can be used to also obtain a bound on the size of the graphs in R. That is, if
the subgraph “rooted” at a bag is larger than some computable function of w, then one can
find a pair of ancestor-descendant bags that have the same dynamic programming tables,
implying that these two graphs are equivalent. Now, a standard replacement operation of
“cutting” the subgraph below the ancestor and “pasting” the subgraph below the descendant
gives a strictly smaller equivalent graph and this process can be repeated.

Now, consider a general graph G. If G has treewidth greater than s(k, ℓ) for some function
s (from grid-minor theorem), we can conclude that G has a sufficiently large grid, implying
sufficiently many vertex-disjoint cycles. One can argue that after removing at most ℓ vertices
or edges we will still have at least k vertex-disjoint cycles and hence we will have a positive
instance of Cycle Packing. So we simply output an oracle that always answers yes to
any query. If G has a smaller treewidth, then we can apply the above argument for low
treewidth graphs, giving us a preprocessing time of tow(3,O((k + ℓ)O(1))) and a query time
of tow(2,O((k + ℓ)O(1))).

3.2 The FSO for TOPOLOGICAL MINOR DELETION in general graphs
We now give an overview of the proof of Theorem 1 assuming that we have an FSO for TM-
Deletion parameterized by k, treewidth of the input graph and the size of the largest graph
in the family F that we want to exclude as topological minors. Recall that, here the input is
(G, k,F) and an integer ℓ, and we want our preprocessing algorithm to essentially encode the
answers to the input instances (G− F, k,F) of TM-Deletion for any F ⊆ V (G) ∪E(G) of
size at most ℓ such that these answers can be retrieved efficiently by the query algorithm.
Towards the preprocessing of (G, k,F) we use the results about “irrelevant vertices” for the
TM-Deletion problem by Fomin et al. [25]. As these irrelevant vertex results are for the
vertex deletion problem, as a first step we construct an “equivalent” instance (G′, k,F ′) for
the FSO, where all the edge failures in the original instance can be replaced with appropriate
vertex failures in the new instance. This allows to restrict ourselves to handling vertex
failures alone. More formally, for each H ∈ F , we define H ′ to be the graph obtained from
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H by adding three pendant (i.e., degree-1) vertices adjacent to each vertex v of H. Then, we
set F ′ = {H ′ : H ∈ F}. The graph G′ is constructed from G as follows. First we subdivide
each edge in G. For each e ∈ E(G), let ue be the subdivision vertex in G′ corresponding to
e. Then for each vertex v ∈ V (G) we add three pendant vertices adjacent to v. Then, each
edge e failing in G can be thought of as a vertex ue failing in G′. We prove that it is enough
to give a vertex FSO for the instance (G′, k,F ′). Then, the preprocessing algorithm A uses
the template of Fomin et al. [25] which in turn was built on the approach introduced by
Robertson and Seymour for Disjoint Paths [45]. Their approach has found applications in
many significant results in the area [28, 30, 34, 31, 33, 36, 35, 32, 27]. In the template of
Fomin et al. [25], we have three exhaustive cases.

Case 1. The treewidth of the input graph G is upper bounded by a function of k, ℓ, and F ′.
In this case we use our fault-tolerance oracle for TM-Deletion parameterized by k, F ′

and the treewidth which we have outlined in the previous subsection.
Case 2. The input graph G has a clique minor whose size is lower bounded by a computable

function of k, ℓ, and F ′. In this case Fomin et al. [25] gave an algorithm to find an
irrelevant vertex v with respect to “any” vertex deletion set of size k+ ℓ. That is, for any
vertex subset S ⊆ V (G′), the topological minors of size at most δ in G−S and G−S− v

are same. Here, we set δ to be the maximum size of a graph in F ′.
Case 3. Case 1 and 2 are not applicable. In this case the “weak structure theorem” [45]

implies that the graph G contains a “large flat wall”. Here, large means that its size is
lower bounded by a function of k, ℓ, and F ′. In this case as well Fomin et al. [25] gave an
algorithm to find an irrelevant vertex v with respect to “any” vertex deletion set of size
k + ℓ.

In our preprocessing algorithm, as long as Case 2 or Case 3 is applicable, we delete the
irrelevant vertices computed and finally we end up with a graph with bounded treewidth,
which places us in Case 1, which we have described how to handle.

Corollaries of Theorem 1

We now argue that the assertions made in Corollary 2 hold.

▶ Proposition 14 ([2, 38]). For every η ∈ N, there is a set Fη of graphs such that a graph
has treewidth at most η if and only if it excludes the graphs in Fη as a minor.

We also require the following simple fact.

▶ Proposition 15. For every family F of graphs, there is a set F ′ of graphs such that any
graph contains a minor model of a graph from F if and only if it contains a topological-minor
model of a graph from F ′.

We note that the families Fη in Proposition 14 and F ′ in Proposition 15 are constructive.
In combination with these two propositions, Theorem 1 implies the first two statements of
Corollary 2. That is, η-treewidth modulator is precisely TM-Deletion where the family
F ′ of forbidden topological minors is obtained by first using η as “input” to Proposition 14 to
obtain Fη, and then plugging in Fη as input to Proposition 15 to obtain the required family
F ′. Similarly, Minor Deletion where F is the family of graphs to exclude as minors can be
written as TM-Deletion, where the forbidden family of topological minors is obtained by
plugging F in to Proposition 15. We now proceed to the remaining statements of Corollary 2.

Let us now consider the dual problem to TM-Deletion, i.e., Topological Minor
Packing (TM-Packing), which is formally defined as follows.
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Input: An undirected graph G, a family of undirected graphs F such that every graph
in F has at most h∗ vertices, and an integer k.

Parameter: k + h∗.
Problem: Does there exist k vertex-disjoint topological-minor models of graphs in F?

Topological Minor Packing (TM-Packing)

▶ Theorem 16. TM-Packing has an FSO.

Proof. Let (G,F , k, ℓ) be the input of TM-Packing. Now we define a family F ′ as follows.

F ′ = {H | ∃H1, . . . ,Hk ∈ F : H is the disjoint union of H1, . . . ,Hk}

Then, notice that any subgraph of G contains k vertex-disjoint topological-minor models
from F if and only if the same subgraph of G contains a graph from F ′ as topological minor.
Moreover, |F ′| ≤ |F|k and the largest graph in F ′ has size at most k · h(F).

Now, we are ready to give an FSO (A,Q) for TM-Packing by using an FSO (A′,Q′)
for TM-Deletion (Theorem 1) as a subroutine.

The preprocessing algorithm A: Let the input to A be an instance (G,F , k) of
TM-Packing and ℓ ∈ N0.

Step 1: Construct the family F ′ defined above.

Step 2: Run the algorithm A′ on input (G,F ′, 0) and ℓ and return its output.

This completes the description of the preprocessing algorithm.

The query algorithm Q: Let the input be F ⊆ V (G) ∪ E(G).

Step 1: Use the query algorithm Q′ to decide whether (G− F,F ′, 0) is a yes-instance of
TM-Deletion.

Step 2: If Q′ answers YES, then Q answers NO. Else, Q answers YES.

This completes the description of the query algorithm.
Notice that the family F ′ can be computed in time bounded by a function of h(F) + k.

Moreover, since (A′,Q′) is an FSO for TM-Deletion, it follows that A′ is an FPT algorithm
parameterized by h(F ′)+k ≤ k ·(h(F)+1). Since these are the only two steps in A, it follows
that A is also an FPT algorithm parameterized by h(F) + k. Similarly, since Q′ runs in time
f ′(h(F) + k) for some computable function f ′, it follows that Q runs in time f(h(F ′) + k)
for some computable function f . Finally, the correctness of the pair (A,Q) follows from
the fact that for every F ⊆ V (G) ∪ E(G), the instance (G− F,F , k) of TM-Packing is a
yes-instance if and only if the instance (G− F,F ′, 0) of TM-Deletion is a no-instance. ◀

Finally, notice that Long Path and Long Cycle are both special cases of TM-packing.
Hence, the final statement of Corollary 2 can also be obtained as a consequence of Theorem 1.

3.3 Edge FSOs parameterized by treewidth alone
We employ the same high-level approach as that used for Theorem 4 (see Section 3.1).
However, instead of considering equivalence among boundaried graphs, we aim to identify
equivalent sets of failure edges for the boundaried graph obtained at each bag. This idea can
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be summarized as follows. First, assume that the problem satisfies certain properties that are
typically satisfied by problems for which there is an explicit dynamic programming algorithm
over a given tree decomposition. This includes well-known problems such as Vertex Cover
and Dominating Set. Further, suppose that when any set of ℓ edges are deleted below a
bag B and we were to re-run the dynamic programming algorithm on the graph induced by
the vertices in this bag and its descendants, then the dynamic programming table computed
at the bag B is only a “small” perturbation of the dynamic programming table that was
initially computed at this bag. In our context, “small” simply means that the entries in the
cells change (either increase or decrease) by at most ℓ. For instance, in the case of Vertex
Cover, deleting ℓ edges will not change any of the partial solutions by more than ℓ. Now,
since the size of the bag is bounded by the treewidth, this implies a bounded number of
equivalence classes for the set of all edge failures of size at most ℓ. This fact is then used to
keep a representative of each equivalence class and also a solution corresponding to them.
Finally, we show how the query algorithm can identify the equivalence class of the given
query efficiently.

Formally, we prove the result below. The terms in the theorem statement build upon the
notation of Garnero et al. [26] and are explained in the subsequent paragraphs.

▶ Theorem 17. Consider a subset problem Π. If Π has an encoder ξ that admits a gap
function g, a gap signature computation algorithm, an FPT exact algorithm, and Π is DP
effective, then Π admits an edge FSO parameterized by the treewidth.

Here, a parameterized graph problem Π is called a subset problem if there exists a language
LΠ associated with Π that comprises of pairs (G,S) where, for every graph G and S ⊆ V (G),
(G,S) ∈ LΠ if and only if S is a solution to Π on G.

The following definitions encapsulate the idea of the standard dynamic programming
algorithms on treewidth. The boundary of G will be a bag of the tree decomposition so the
vertices of the boundary will be the only way that some solution S can “interact” with the
rest of the graph. C(|Λ(G)|) represents the space of possible interactions and S is compatible
with some encoding R from this space if it does in fact interact as specified by R.

▶ Definition 18 (Encoder). Consider a subset problem Π. An encoder ξ of Π is a pair (C, LC),
where:
1. C : N0 → 2Σ∗ is a computable function, , with C(0) = ε. Here, Σ is some finite alphabet

depending on Π.
2. LC is a language that comprises of triples (G,S,R), where G is a boundaried graph,

S ⊆ V (G), and R ∈ C(|Λ(G)|). If (G,S,R) ∈ LC, then we say that S is compatible with
R under ξ.

3. For every 0-boundaried graph G and S ⊆ V (G), the triple (G,S, ε) ∈ LC if and only if
(G,S) ∈ LΠ.

For example, an encoder of Vertex Cover sets C(k) to the power set of [k] representing
subsets of the boundary and (G,S,R) ∈ LC iff S is a vertex cover of G and S ∩ ∂(G) ⊇ R.
That is S is compatible with R when S “agrees” with R on the boundary. Thus, the encoder
describes the space that the dynamic programming is over.

We now define the function that such a dynamic programming algorithm would calculate.

▶ Definition 19 (Family of nice functions associated to an encoder). Consider a subset problem
Π with an encoder ξ = (C, LC). For a boundaried graph G, we define a nice function
ηξG : C(|Λ(G)|) → N0 as follows: For every R ∈ C(|Λ(G)|),

ηξG(R) =
{

|V (G)| + 1 if {S : (G,S,R) ∈ LC} = ∅
min{|S| : (G,S,R) ∈ LC} otherwise.
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Note that since min{|S| : (G,S, ε) ∈ LC} = min{|S| : (G,S) ∈ LΠ}, this means that for
all p ∈ N, ηξG(ε) ≤ p iff (G, p) ∈ Π.

Continuing our Vertex Cover example, if ξ is the encoder described above, then ηξG(R)
is the size of the minimum vertex cover of G that contains every vertex from R. In the
standard dynamic programming algorithm for Vertex Cover parameterized by treewidth,
the table entry indexed by some x ∈ V (T ) and R ⊂ β(x) is exactly ηξ

G↓
x

(R).
We now wish to bound how much the answer can change due to edge failures. For

example, in Vertex Cover the size of the solution will never decrease by more than the
number of edge failures.

▶ Definition 20 (Gap function for encoder). Consider a subset problem Π with an encoder
ξ = (C, LC). We say that ξ admits a gap function g : N → N, if for every boundaried graph
G, for every F ⊆ E(G), and for every R ∈ C(|Λ(G)|), we have

|ηξG(R) − ηξG−F (R)| ≤ g(|F |).

From now onwards we will consider a subset problem Π and assume it has an encoder ξ that
admits a gap function g.

▶ Definition 21 (Gap signature). For all boundaried graphs G, and sets F ⊆ E(G), the
gap signature of F in G is the function σFG : C(|Λ(G)|) → {−g(|F |), . . . g(|F |)}, defined as
follows: for every R ∈ C(|Λ(G)|),

σFG(R) = ηξG(R) − ηξG−F (R).

Bounding the amount the answer changes allows us to keep track of exactly how much
the answer changes for each failure set with the gap signature. However, notice that the
number of possible gap signatures for any set F ⊆ E(G) is (2g(|F |) + 1)|C(|Λ(G)|)|, that is it
only depends on the size of boundary of G and the size of F . Being able to calculate the gap
signature will be a key part of our algorithm.

▶ Definition 22 (Gap signature computation algorithm). A gap signature computation al-
gorithm takes as an input (i) a graph G, (ii) a nice tree decomposition of G, (T, β) with
width k, (iii) a node x ∈ V (T ), and (iv) a set of edges, F ⊆ E(G↓

x,T ) of size ℓ, runs in time
fgs(k, ℓ)nO(1) and outputs σF

G↓
x,T

, where fgs is a computable function.

Since we are mostly interested in the gap signature of a given failure set we introduce the
following equivalence relation.

▶ Definition 23 (Equivalence relation ≡G). For all boundaried graphs G, and sets F1, F2 ⊆
E(G), we say that F1 ≡G F2 if and only if all of the following statements hold.
1. σF1

G = σF2
G . That is, for every R ∈ C(|Λ(G)|), σF1

G (R) = σF2
G (R).

2. F1 ∩
(
∂(G)

2
)

= F2 ∩
(
∂(G)

2
)
, that is, F1 and F2 coincide on the set of edges with both

endpoints in ∂(G).
3. |F1| = |F2|.

Since there are only a small number of possible gap signatures, there are also not many
equivalence classes. More precisely, if the sets F1 and F2 are of size at most ℓ then there
are at most O(ℓ|∂(G)|2) equivalence classes for each gap signature. We would like to exploit
this by pre-calculating solutions on one element from each equivalence class. To this end we
define a set consisting of exactly one element from each equivalence class.
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In the following, for a set X and ℓ ∈ N, by Pℓ(X), we denote the set of all the subsets
of X of size at most ℓ. Given a nice tree decomposition (T, β), for all (u, v) ∈ E(G) let
Highest((u, v)) be the unique highest node t in T such that β(t) contains both u and v.
For each x ∈ V (T ), we define χ(x) = {e ∈ E(G) : x = Highest(e)} and χ↓(x) = ∪y≺xχ(y).
Note that χ(x) ⊆ E(G[β(x)]) and χ↓(x) ⊆ E(G↓

x). Also χ is a partition of E(G), that is
χ(x) ∩ χ(y) = ∅ for all x ̸= y and χ↓(root(T )) = ∪x∈V (T )χ(x) = E(G).

▶ Definition 24 (Type representative family). Consider a graph G, a nice tree decomposition
(T, β) of G, and ℓ ∈ N. For every node x ∈ V (T ), we define a type representative family
ℜ(x) ⊆ Pℓ(χ↓(x)) such that:
1. For every F1, F2 ∈ ℜ(x), if F1 ≡G↓

x
F2 then F1 = F2, and

2. For every F ∈ Pℓ(χ↓(x)), there exists F ′ ∈ ℜ(x) such that F ′ ≡G↓
x
F .

Note that since χ↓(root(T )) = E(G↓
root(T )) = E(G), ℜ(root(T )) contains a representative from

each equivalence class of failure sets. Also note that if F1 ⊆ χ(x) then, for all F2 ∈ Pℓ(χ↓(x)),
we have F1 ≡G↓

x
F2 if and only if F1 = F2 so Pℓ(χ(x)) ⊆ ℜ(x). Let

fR(k, ℓ) = ℓ · k2 · (2g(ℓ) + 1)|C(k)|

then the size of ℜ(x) is at most O(fR(k, ℓ)) where k is the width of (T, β). However there
are O(nℓ) possible failure sets that could be in ℜ(x) which is too many to calculate a
representative from each equivalence class by brute force. So we will split the failure set
into smaller subproblems and use the following property to calculate the representatives by
dynamic programming. Intuitively this says that, when doing dynamic programming on the
treewidth, the equivalence “carries through”, that is, if we have some representatives of the
equivalence classes of the failure set below y1 and y2 rather than the actual failure set, we
can use these to construct a representative of the whole failure set below x.

▶ Definition 25 (DP effective). We say that our subset problem Π is DP effective if, for
every graph G, and nice tree decomposition (T, β) of G, the following holds: For every
x, y1, y2 ∈ V (T ) such that x is a common ancestor of y1 and y2, and for every Fx ⊆ χ(x),
F1, F

∗
1 ⊆ χ↓(y1), and F2, F

∗
2 ⊆ χ↓(y2), it holds that if F ∗

1 ≡G↓
y1
F1 and F ∗

2 ≡G↓
y2
F2 , then

(Fx ∪ F1 ∪ F2) ≡G↓
x

(Fx ∪ F ∗
1 ∪ F ∗

2 ).

From now onwards we will work on a given graph G, and failure set size ℓ, and assume
we know a nice tree decomposition (T, β) of G of width at most k and size O(kn) = O(n2).
The following lemma shows that we can calculate a type representative family for each node
quickly. Recall that fR(k, ℓ) is a bound on the size of any such family and that fgs(k, ℓ) is
the superpolynomial component of the runtime of the gap signature computation algorithm.
The proof can be found in the appended full version.

▶ Lemma 26. If Π admits a gap signature computation algorithm and is DP effective, then
we can compute a type representative family ℜ(x) for all x ∈ V (T ) in time 2k2 · fR(k, ℓ)3 ·
fgs(k, ℓ) · nO(1).

We now have, at each node x ∈ V (T ), a small set of possible failure sets that together
cover every equivalence class. The only remaining obstacle is that we cannot calculate which
of these edge sets is equivalent to our actual failure set at query time since the gap signature
computation algorithm is too slow. To this end we define the following tables. Together with
DP effectiveness they will allow us to calculate a representative of the true failure set from
the bottom up.
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▶ Definition 27. Suppose ℜ(x) is a type representative family for all x ∈ V (T ). Let x,
y1, y2 ∈ V (T ) such that x is an ancestor of y1 and y2 and x ≠ y1. Then, for every set
Fx ⊆ χ(x), F1 ∈ ℜ(y1), and F2 ∈ ℜ(y2) we define the following.
1. H1[x, y1, Fx, F1] = Qx, where Fx ∪ F1 ≡G↓

x
Qx and Qx ∈ ℜ(x).

2. If y1 ̸= y2 and x is the lowest common ancestor of y1 and y2, then define
H2[x, y1, y2, Fx, F1, F2] = Qx, where Fx ∪ F1 ∪ F2 ≡G↓

x
Qx and Qx ∈ ℜ(x).

▶ Lemma 28. If Π admits a gap signature computation function and is DP effective, then the
tables H1 and H2 described in Definition 27 can be filled in time 2k2 ·fR(k, ℓ)3 ·fgs(k, ℓ) ·nO(1).
Moreover, H1 and H2 both have size at most 2k2 · fR(k, ℓ)2 · nO(1).

Finally we will need to use an exact algorithm for the problem on the original graph as a
black box. This is a very weak assumption since an FSO is itself an exact algorithm (simply
call it with F = ∅) so we expect an exact algorithm to be easier to obtain than an FSO.

▶ Definition 29. An FPT exact algorithm takes as input a graph G and a nice tree decom-
position of G, with width k, runs in time fopt(k)nO(1) and outputs ηξG(ε).

4 Concluding remarks

Parameterized sensitivity oracles provide a fertile middle ground of study between static
FPT algorithms (where many problems are well-understood) and dynamic FPT algorithms
(where many problems turn out to be hard) and deserve a thorough exploration. Along with
the work of Bilò et al. [6], Alman and Hirsch [3] and Pilipczuk et al. [44], this paper furthers
our understanding of the capabilities of state-of-the-art algorithm design techniques used in
parameterized complexity. Indeed, Alman and Hirsch [3] in their paper ask whether there
examples of techniques other than extensor coding, that are used to solve static versions
of parameterized problems and which can be used to design faster dynamic algorithms or
sensitivity oracles. Our three main results (Theorem 4, Theorem 1 and Theorem 17) provide
useful classification tools to study other problems in this framework and importantly, gives a
road map for obtaining explicit bounds. The possibility of obtaining similar classification
results in the fully dynamic setting is a natural direction for future work.
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