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Abstract
Many important graph classes are characterized by means of layouts (a vertex ordering) excluding
some patterns. For example, a graph G = (V, E) is a proper interval graph if and only if G has a
layout L such that for every triple of vertices such that x ≺L y ≺L z, if xz ∈ E, then xy ∈ E and
yz ∈ E. Such a triple x, y, z is called an indifference triple. In this paper, we investigate the concept
of excluding a set of patterns in tree-layouts rather than layouts. A tree-layout TG = (T, r, ρG) of
a graph G = (V, E) is a tree T rooted at some node r and equipped with a one-to-one mapping
ρG between V and the nodes of T such that for every edge xy ∈ E, either x is an ancestor of y,
denoted x ≺TG y, or y is an ancestor of x. Excluding patterns in a tree-layout is now defined using
the ancestor relation. This leads to an unexplored territory of graph classes. In this paper, we
initiate the study of such graph classes with the class of proper chordal graphs defined by excluding
indifference triples in tree-layouts. Our results combine characterization, compact and canonical
representation as well as polynomial time algorithms for the recognition and the graph isomorphism
of proper chordal graphs. For this, one of the key ingredients is the introduction of the concept of
FPQ-hierarchy generalizing the celebrated PQ-tree data-structure.
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1 Introduction

Context. A graph class C is hereditary if for every graph G ∈ C and every induced subgraph
H of G, which we denote H ⊆i G, we have that H ∈ C. A minimal forbidden subgraph
for C is a graph F /∈ C such that for every induced subgraph H ⊆i F , H ∈ C. Clearly, a
hereditary graph class C is characterized by its set of minimal forbidden subgraphs. Let F
be a set of graphs that are pairwise not induced subgraphs of one another. We say that a
graph G is an F-free graph, if it does not contain any graph of F as an induced subgraph.
If F = {H}, then we simply say that G is H-free if H ̸⊆i G. Important graph classes are
characterized by a finite set F of minimal forbidden subgraphs. A popular example is the
class of cographs [32, 45]. A graph G is a cograph if either G is the single vertex graph, or
it is the disjoint union of two cographs, or its complement is a cograph. It is well known
that G is a cograph if and only if it is a P4-free graph [32, 11]. As witnessed by chordal
graphs [26, 3], not every hereditary graph family is characterized by excluding a finite set of
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minimal forbidden subgraphs: a graph is chordal if it does not contain a chordless cycle of
length at least 4 as an induced subgraph.

To circumvent this issue, Skrien [44] and Damaschke [13] proposed to embed graphs in
some additional structure such as vertex orderings, also called layouts. An ordered graph is
then defined as a pair (G, ≺G) such that ≺G is a total ordering of the vertex set V of the
graph G = (V, E). We say that an ordered graph (H, ≺H) is a pattern of the ordered graph
(G, ≺G), which we denote by (H, ≺H) ⊆p (G, ≺G), if H ⊆i G and for every pair of vertices
x and y of H, x ≺G y if and only if x ≺H y. A graph G excludes the pattern (H, ≺H), if
there exists a layout ≺G of G such that (H, ≺H) ̸⊆p (G, ≺G). More generally, a graph class
C excludes a set P of patterns if for every graph G ∈ C, there exists a layout ≺G such that
for every pattern (H, ≺H) ∈ P , (H, ≺H) ̸⊆p (G, ≺G). We let L(P) denote the class of graphs
excluding a pattern from P. Hereafter, a small size pattern (H, ≺H) will be encoded by
listing its set of (ordered) edges and non-edges. There are two patterns on two vertices and
eight patterns on three vertices (see Figure 1).

1 ≺ 2
⟨12⟩

1 ≺ 2
⟨12⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

1 ≺ 2 ≺ 3
⟨12, 13, 23⟩

Figure 1 The 10 patterns on at most 3 vertices. L(⟨12, 13, 23⟩) is the class of chordal graphs.

Interestingly, it is known that chordal graphs are characterized by excluding a unique
pattern: Pchordal =

{
⟨12, 13, 23⟩

}
, see Figure 1 [13, 15]. This characterization relies on the

fact that a graph is chordal if and only if it admits a simplicial elimination ordering 1 [14, 43].
Ginn [20] proved that for every pattern (H, ≺H) such that H is neither the complete graph
nor the edge-less graph, characterizing the graph family L((H, ≺H)) requires an infinite
family of forbidden induced subgraphs. Observe however that excluding a unique pattern is
important for that result: cographs are characterized as P4-free graphs (see discussion above)
but needs a set Pcograph of several excluded patterns (see Figure 2) to be characterized [13]:

Pcograph =
{

⟨12, 13, 23⟩, ⟨12, 13, 23⟩,
⟨12, 13, 14, 23, 24, 34⟩, ⟨12, 13, 14, 23, 24, 34⟩, ⟨12, 13, 14, 23, 24, 34⟩

}

1 ≺ 2 ≺ 3 ≺ 4
⟨12, 13, 14, 23, 24, 34⟩

1 ≺ 2 ≺ 3 ≺ 4
⟨12, 13, 14, 23, 24, 34⟩

1 ≺ 2 ≺ 3 ≺ 4
⟨12, 13, 14, 23, 24, 34⟩

Figure 2 The three size 4 forbidden patterns of cographs.

In [16], Duffus et al. investigate the computational complexity of the recognition problem
of L((H, ≺H)) for a fixed ordered graph (H, ≺H). They conjectured that if H is neither the
complete graph nor the edge-less graph, then recognizing L((H, ≺H)) is NP-complete if H or

1 A vertex is simplicial if its neighbourhood induces a clique. A simplicial elimination ordering can
be defined by a layout ≺G of G = (V, E) such that every vertex x is simplicial in the subgraph
G[{y ∈ V | y ≺G x}].
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its complement is 2-connected. Hell et al. [28] have recently shown that if P only contains
patterns of size at most 3, then L(P) can be recognized in polynomial time using a 2-SAT
approach. Besides chordal graphs (see discussion above), these graph classes comprise very
important graph classes, among others:

Interval graphs [27, 2, 22] exclude Pint =
{

⟨12, 13, 23⟩, ⟨12, 13, 23⟩
}

[40]: A graph is an
interval graph if it is the intersection graph of a set of intervals on the real line. The
existence of a Pint-layout for interval graphs follows from the fact that a graph is an
interval graph if and only if it is chordal and co-comparability.
Proper interval graphs [41, 42] exclude Pproper = Pint ∪

{
⟨12, 13, 23⟩

}
. A graph is a proper

interval graph if it is the intersection graph of a set of proper intervals on the real line
(no interval is a subset of another one). This characterization of proper interval graphs
as L(Pproper) follows from the existence of the so-called indifference orderings that are
exactly the layouts excluding Pproper [41, 42].
Trivially perfect graphs [21] exclude PtrivPer = Pchordal ∪

{
⟨12, 13, 23⟩

}
. A graph G is

a trivially perfect graph if and only if it is {P4, C4}-free, or equivalently G is the
comparability graph of a rooted tree T (two vertices are adjacent if one is the ancestor
of the other). A PtrivPer-free layout is obtained from a depth first search ordering of T .
Moreover every layout of P4 and C4 contains one of the patterns of PtrivPer (see [17]).

For more examples, the reader should refer to [13, 17]. Feuilloley and Habib [17] list all the
graph classes that can be obtained by excluding a set of patterns each of size at most 3.

From layouts to tree-layouts. A layout ≺G of a graph G = (V, E) on n vertices can be
viewed as an embedding of G into a path P on n vertices rooted at one of its extremities.
Under this view point, it becomes natural to consider graph embeddings in graphs that are
more general than rooted paths. Recently, Guzman-Pro et al. [23] have studied embeddings
in a cyclic ordering. In this paper, we consider embedding the vertices of a graph in a rooted
tree, yielding the notion of tree-layout.

▶ Definition 1. Let G = (V, E) be a graph on n vertices. A tree-layout of G is a triple
TG = (T, r, ρG) where T is a tree on a set VT of n nodes rooted at r and ρG : V → VT is a
bijection such that for every edge xy ∈ E, either x is an ancestor of y, denoted by x ≺T y,
or y is an ancestor of x.

a

b c

d

e f

g h

G = (V, E)
r = ρ(b)

ρ(f)

ρ(c)

ρ(a)

ρ(e)

u = ρ(g)

ρ(h) ρ(d)

(T, r, ρ)

Figure 3 A tree layout (T, r, ρ) of a graph G = (V, E).

Let TG = (T, r, ρG) be a tree-layout of a graph G. We observe that, from Definition 1,
T is not a Trémaux tree since it is not necessarily a spanning tree of G (see [39] and [6]
for similar concepts). It is easy to see that if T is a path, then TG defines a layout of
G. So from now on, we shall define a layout as a triple LH = (P, r, ρH), where P is a
path that fulfils the conditions of Definition 1. An ordered graph then becomes a pair
(H, LH) where LH = (P, r, ρH) is a layout of G. Excluding a pattern (H, LH) in a tree-layout

STACS 2024
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TG = (T, r, ρG) of a graph G is defined similarly as excluding a pattern in a layout, but now
using the ancestor relation ≺T . For a set P of patterns, we can also define the class T(P)
of graphs admitting a tree-layout that excludes every pattern P ∈ P. If P = {(H, LH)},
we simply write T((H, LH)). Observe that, as a layout is a tree-layout, for a fixed set P of
patterns, we always have L(P) ⊆ T(P). As an introductory example, let us consider the
pattern ⟨12⟩. The following observation directly follows from the definitions of a tree-layout
and trivially perfect graphs.

▶ Observation 2. The class L(⟨12⟩) is the set of complete graphs while the class T(⟨12⟩) is
the set of trivially perfect graphs.

So the class of trivially perfect graphs can be viewed as the tree-like version of the class of
complete graphs. This view point motivates the systematic study of the unexplored territory
composed by graph classes defined by excluding a set of patterns in a tree-layout.

Our contributions. As a first case study, we consider the patterns characterizing interval
graphs and proper interval graphs. We first show that if we consider the interval graphs
patterns Pint, the same phenomena as for

{
⟨12⟩

}
holds, leading to a novel (up to our

knowledge) characterization of chordal graphs as being exactly T(Pint) (see Theorem 3).
As already discussed, proper interval graphs are obtained by restricting interval graphs

to the intersection of a set of proper intervals (no interval is a subinterval of another). It is
known that K1,3 is an interval graph but not a proper one. Following this line, Gavril [19],
in his seminal paper characterizing chordal graphs as the intersection graphs of a subset
of subtrees of a tree, considered the class of intersection graphs of a set of proper subtrees
of a tree (no subtree is contained in an another). Using an easy reduction, Gavril proved
that this again yields a characterization of chordal graphs. So this left open the question of
proposing a natural definition for proper chordal graphs, a class of graphs that should be
sandwiched between proper interval graphs and chordal graphs but incomparable to interval
graphs. In a recent paper, Chaplick [9] investigated this question and considered the class of
intersection graphs of non-crossing paths in a tree.

Our main contribution is to propose a natural definition of proper chordal graphs by means
of forbidden patterns on tree-layouts: a graph is proper chordal if it belongs to T(Pproper), the
class of graphs admitting a Pproper-free tree-layout, hereafter called indifference tree-layout.
Recall that Pproper are the patterns characterizing proper interval graphs on layouts. It can
be observed that proper chordal graphs and intersection graphs of non-crossing paths in a
tree are incomparable graph classes. Table 1 resumes the discussion above.

Forbidden patterns Layouts Tree-layouts
⟨12⟩ Cliques Trivially perfect graphs

⟨12, 13, 23⟩, ⟨12, 13, 23⟩, ⟨12, 13, 23⟩ Proper interval graphs Proper chordal graphs
⟨12, 13, 23⟩, ⟨12, 13, 23⟩ Interval graphs Chordal graphs

Table 1 Graph classes obtained by excluding ⟨12⟩, Pproper and Pint.

We then provide a thorough study of the combinatorial and algorithmic aspects of
proper chordal graphs. Our first result (see Theorem 6) is a characterization of indifference
tree-layouts (and henceforth of proper chordal graphs). As discussed in Section 3, (proper)
interval graphs may have multiple (proper) interval models. For a given graph, these interval
models are all captured in a canonical representation encoded by the celebrated PQ-tree
data-structure [7]. We show that the set of indifference tree-layouts can also be represented
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in a canonical and compact way by means of a tree data-structure generalizing PQ-trees,
that we call FPQ-hierarchies, see Theorem 11. These structural results have very interesting
algorithmic implications. First, we can design a polynomial time recognition algorithm for
proper chordal graphs, see Theorem 14. Second, we show that the isomorphism problem
restricted to proper chordal graphs is polynomial time solvable, see Theorem 16. Interestingly,
this problem is GI-complete on (strongly) chordal graphs [38, 46]. So considering proper
chordal graphs allows us to push the tractability further towards its limit. We believe that
beyond proper chordal graphs, the concept of FPQ-hierarchy is interesting on its own as it is
strongly related to the concept of (weakly) partitive families [12, 10] and thereby the theory
of modular decomposition [37, 25].

2 Preliminaries

2.1 Notations and definitions

Graphs. In this paper, every graph is finite, loopless, and without multiple edges. A graph
is a pair G = (V, E) where V is its vertex set and E ⊆ V 2 is the set of edges. For two
vertices x, y ∈ V , we let xy denoted the edge e = {x, y}. We say that the vertices x and
y are incident with the edge xy. The neighbourhood of a vertex x is the set of vertices
N(x) = {y ∈ V | xy ∈ E}. The closed neighbourhood of a vertex x is N [x] = N(x) ∪ {x}.
Let S be a subset of vertices of V . The graph resulting from the removal of S is denoted
by G − S. If S = {x} is a singleton we write G − x instead of G − {x}. The subgraph of G

induced by S is G[S] = G − (V \ S). We say that S is a separator of G if G − S contains
more connected components than G. We say that S separates X ⊆ V (G) from Y ⊆ V (G) if
X and Y are subsets of distinct connected components of G − S. If x is a vertex such that
x /∈ S and S ⊆ N(x), then we say that x is S-universal.

Rooted trees. A rooted tree is a pair (T, r) where r is a distinguished node2 of the tree
T . We say that a node u is an ancestor of the node v (and that u is a descendant of v) if u

belongs to the unique path of T from r to v. If u is an ancestor of v, then we write u ≺(T,r) v.
For a node u of T , the set A(T,r)(u) contains every ancestor of u, that is every node v of
T such that v ≺(T,r) u. Likewise, the set D(T,r)(u) contains every descendant of u, that is
every node v of T such that u ≺(T,r) v. We may also write A(T,r)[u] = A(T,r)(u) ∪ {u} and
D(T,r)[u] = D(T,r)(u) ∪ {u}. The least common ancestor of two nodes u and v is denoted
lca(T,r)(u, v). For a node u, we define Tu as the subtree of (T, r) rooted at u and containing
the descendants of u. We let L(T, r) denote the set of leaves of (T, r) and for a node u,
L(T,r)(u) is the set of leaves of (T, r) that are descendants of the node u.

Ordered trees. An ordered tree is a rooted tree (T, r) such that the children of every internal
node are totally ordered. For an internal node v, we let denote σv

(T,r) the permutation of its
children. An ordered tree is non-trivial if it contains at least one internal node. An ordered
tree (T, r) defines a permutation σ(T,r) of its leaf set L(T, r) as follows. For every pair of
leaves x, y ∈ L(T, r), let ux and uy be the children of v = lca(T,r)(x, y) respectively being an
ancestor of x and of y. Then x ≺σ(T,r) y if and only if ux ≺σv

T,r
uy.

2 To avoid confusion, we reserve the term vertex for graphs and node for trees.

STACS 2024
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Tree-layouts of graphs. Let T = (T, r, ρ) be a tree-layout of a graph G = (V, E) (see
Definition 1). Let x and y be two vertices of G. We note x ≺T y if ρ(x) is an ancestor of
ρ(y) in (T, r) and use AT(x), DT(x) to respectively denote the ancestors and descendants of
x. The notations L(T), Tx, LT(x) are derived from the notations defined above.

2.2 A novel characterization of chordal graphs
Gavril [19] characterized chordal graphs as the intersection graphs of a family of subtrees of
a tree. Given a chordal graph G = (V, E), a tree-intersection model of G = (V, E) is defined
as a triple MT

G = (T, T , τG) where T is a tree, T is a family of subtrees of T and τG : V → T
is a bijection such that xy ∈ E if and only if τG(x) intersects τG(y). Hereafter, we denote
by T x ∈ T the subtree of T such that T x = τG(x). Likewise, an intersection model of an
interval graph G is MI

G = (P, P, τG) where P is a path, P is a family of subpaths of P . The
interval, or subpath, τG(x) ∈ P will be denoted P x. So, chordal graphs clearly appear as the
tree-like version of interval graphs. We prove that this similarity can also be observed when
characterizing these graph classes by means of forbidden patterns. Recall that the class of
interval graphs is L(Pint) where Pint =

{
⟨12, 13, 23⟩, ⟨12, 13, 23⟩

}
.

▶ Theorem 3. The class of chordal graphs is T(Pint).

2.3 Proper interval graphs and proper chordal graphs
Proper interval graphs. A graph G = (V, E) is a proper interval graph if it is an interval
graph admitting an interval model MI

G such that for every pair of intervals none is a subinterval
of another [41, 42]. In terms of a pattern characterization, we have seen that the class of proper
interval graphs is L(Pproper) where Pproper =

{
⟨12, 13, 23⟩, ⟨12, 13, 23⟩, ⟨12, 13, 23⟩

}
[42, 13].

Hereafter a layout that is Pproper-free is called an indifference layout. Indifference layouts
have several characterizations, see Theorem 4 below.

▶ Theorem 4. [35, 41] Let LG be a layout of a graph G. The following properties are
equivalent.
1. LG is an indifference layout;
2. for every vertex v, N [v] is consecutive in LG;
3. every maximal clique is consecutive in LG;
4. for every pair of vertices x and y with x ≺LG

y, N(y) ∩ ALG
(x) ⊆ N(x) ∩ ALG

(x) and
N(x) ∩ DLG

(y) ⊆ N(y) ∩ DLG
(y).

Proper chordal graphs. To understand what are the tree-like proper interval graphs, we
propose the following definition.

▶ Definition 5. A graph G = (V, E) is a proper chordal graph if G ∈ T(Pproper).

Hereafter, a tree-layout TG of a graph G that is Pproper-free will be called an indifference
tree-layout. We first prove that Theorem 4 generalizes to indifference tree-layouts.

▶ Theorem 6. Let TG = (T, r, ρG) be a tree-layout of a graph G. The following properties
are equivalent.
1. TG is an indifference tree-layout;
2. for every vertex x, the vertices of N [x] induces a connected subtree of T ;
3. for every maximal clique K, the vertices of K appear consecutively on a path from r in T ;
4. for every pair of vertices x and y such that x ≺TG

y, N(y) ∩ ATG
(x) ⊆ N(x) ∩ ATG

(x)
and N(x) ∩ DTG

(y) ⊆ N(y) ∩ DTG
(y).
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Clearly, as an indifference layout is an indifference tree-layout, every proper interval graph
is a proper chordal graph. Also, as Pchordal ⊂ Pproper, proper chordal graphs are chordal
graphs. However this inclusion is strict as k-suns, for k ≥ 3, are not proper chordal. More
generally, Figure 4 positions proper chordal graphs with respect to important subclasses of
chordal graphs, see [8] for definitions of these classes.

proper chordal
proper interval

interval

rooted directed path

strongly chordal

chordal

Figure 4 Relationship between proper chordal graphs and subclasses of chordal graphs.

3 FPQ-trees and FPQ-hierarchies

Let P be a set of patterns. In general, a graph G ∈ L(P) admits several P-free layouts. A
basic example is the complete graph Kℓ on ℓ vertices, which is a proper interval graph. It is
easy to observe that every layout of Kℓ is an indifference layout (i.e. a Pproper-free layout),
but also a Pint-free layout and a Pchordal-free layout. Let us discuss in more details the case
of proper interval graphs and interval graphs.

Two vertices x and y of a graph G are true-twins if N [x] = N [y]. It is easy to see that
the true-twin relation is an equivalence relation. If G contains some true-twins, then, by
Theorem 4, the vertices of any equivalence class occurs consecutively (and in arbitrary order)
in an indifference layout. It follows that for proper interval graphs, the set of indifference
layouts depends on the true-twin equivalence classes. Indeed, a proper interval graph G

without any pair of true-twins has a unique (up to reversal) indifference layout.
In the case of interval graphs, the set of intersection models, and hence of Pint-free layouts,

is structured by means of modules [18], in a similar way to the true-twin equivalence classes
for Pproper-free layouts. A subset M of vertices of a graph G is a module if for every x /∈ M ,
either M ⊆ N(x) or M ⊆ N(x). Observe that a true-twin equivalence class is a module. A
graph may have exponentially many modules. For example, every subset of vertices of the
complete graph is a module. Hsu [29] proved that interval graphs having a unique intersection
model are those without any trivial module.

The set of modules of a graph forms a so-called partitive family [10] and can thereby be
represented through a linear size tree, called the modular decomposition tree (see [25] for
a survey on modular decomposition). To recognize interval graphs in linear time, Booth
and Lueker [7] introduced the concept of PQ-trees which is closely related to the modular
decomposition tree or more generally to the theory of (weakly-)partitive families [10, 12].
Basically, a PQ-tree on a set X is a labelled ordered tree having X as its leaf set. Since every
ordered tree defines a permutation of its leaf set, by defining an equivalence relation based

STACS 2024
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on the labels of the node, every PQ-tree can be associated to a set of permutations of X. In
the context of interval graphs, X is the set of maximal cliques and a PQ-tree represents the
set of so-called consecutive orderings of the maximal cliques characterizing interval graphs.

As shown by Figure 5, a proper chordal graph can also have several indifference tree-
layouts. In order to represent the set of Pproper-tree-layouts of a given graph, we will define a
structure called FPQ-hierarchies, based on FPQ-trees [34], a variant of PQ-trees.

a

1

b
2

c
3

d

1

a

d

b

c

3

2

1

a

b

d

c

3

2

3

c

d

b

a

1

2

Figure 5 A graph G with three possible indifference tree-layouts, two of them rooted at vertex 1,
the third one at vertex 3.

3.1 FPQ-trees
An FPQ-tree on the ground set X is a labelled, ordered tree T such that its leaf set L(T) is
mapped to X. The internal nodes of T are of three types, F-nodes, P-nodes, and Q-nodes. If
|X| = 1, then T is the tree defined by a leaf and a Q-node as the root. Otherwise, F-nodes
and Q-nodes have at least two children while P-nodes have at least three children.

Let T and T′ be two FPQ-trees. We say that T and T′ are isomorphic if they are
isomorphic as labelled trees. We say that T and T′ are equivalent, denoted T ≡FPQ T′, if
one can be turned into a labelled tree isomorphic to the other by a series of the following
two operations: permute(u) which permutes in any possible way the children of a P-node u;
and reverse(u) which reverses the ordering of the children of a Q-node u. It follows that the
equivalence class of an FPQ-tree T on X defines a set SFPQ(T) of permutations of X.

Let S be a subset of permutations of X. A subset I ⊆ X is a factor of S if in every
permutation of S, the elements of I occur consecutively. It is well known that the set
of factors of a set of permutations form a so called weakly-partitive family [10, 12]. As a
consequence, we have the following property, which was also proved in [36].

▶ Lemma 7. [10, 12, 36] Let ST be the subset of permutations of a non-empty set X

associated to a PQ-tree T. Then a subset I ⊆ X is a factor of ST if and only if there exists
an internal node u of T such that

either I = LT(u);
or u is a Q-node and there exists a set of children v1, . . . , vs of u that are consecutive in
<T,u and such that I =

⋃
1≤i≤s LT(vi).

We observe that u = lcaT(I).

Given a set S ⊆ 2X of subsets of the ground set X, we let Convex(S) denote the set of
permutations of X such that for every S ∈ S, S is a factor of Convex(S). For a PQ-tree T ,
the set of permutation SPQ(T) is defined similarly as for FPQ-trees.

▶ Lemma 8. [24] Let X be a non-empty set and let S ⊆ 2X . In linear time in |S|, we can
compute a PQ-tree T on X such that SPQ(T) = Convex(S) or decide that Convex(S) = ∅.
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a b c

d

F

Q

Figure 6 An FPQ-tree T with SFPQ(T) = {abcd, cbad}. The set of non-trivial common factors of
ST is I = {{a, b, c}, {a, b}, {b, c}}. The permutations dabc and dcba also belong to Convex(I).

A set N ⊆ 2X of subsets of X is nested if for every Y, Z ∈ N , either Y ⊆ Z or Z ⊆ Y .
Let C = ⟨N1, . . . , Nk⟩ be a collection of nested sets Ni ⊆ 2X (1 ≤ i ≤ k). Observe that
a subset Y ⊆ X may occur in several nested sets of C. We set S =

⋃
1≤i≤k Ni. We say

that a permutation σ ∈ Convex(S) is C-nested if for every 1 ≤ i ≤ k and every pair of sets
Y, Z ∈ Ni such that Z ⊂ Y , then Y \ Z ≺σ Z. We let Nested-Convex(C, S) denote the subset
of permutations of Convex(S) that are C-nested.

▶ Lemma 9. Let C = ⟨N1, . . . , Nk⟩ be a collection of nested sets such that for every 1 ≤ i ≤ k,
Ni ⊂ 2X . If Nested-Convex(C, S) ̸= ∅, with S =

⋃
1≤i≤k Ni, then there exists an FPQ-tree T

on X such that ST = Nested-Convex(C, S). Moreover, such an FPQ-tree, when it exists, can
be computed in polynomial time.

3.2 FPQ-hierarchies
A hierarchy of ordered trees H is defined on a set T = {T0, T1, . . . , Tp} of non-trivial (i.e.
with at least two vertices) ordered trees arranged in an edge-labelled tree, called the skeleton
tree SH. More formally, for 0 < i ≤ p, the root ri of Ti is attached, through a skeleton edge
ei, to an internal node fi of some tree Tj with j < i. Suppose that ei = rifi is the skeleton
edge linking the root ri of Ti to a node fi of Tj having c children. Then the label of ei is a
pair of integers I(ei) = (ai, bi) ∈ [c] × [c] with ai ≤ bi. The contraction of the trees of T in a
single node each, results in the skeleton tree SH.

From a hierarchy of ordered trees H, we define a rooted tree TH whose node set is⋃
0≤i≤p L(Ti) and that is built as follows. The root of TH is ℓ0 the first leaf of L(T0) in σT0 .

For every 0 ≤ i ≤ p, the permutation σTi of L(Ti), defined by Ti, is a path of TH. Finally, for
1 ≤ i ≤ p, let ℓi be the first leaf of L(Ti) in σTi

. Suppose Ti is connected in H to Tj through
the skeleton edge ei = rifi with label I(ei) = (ai, bi). Let uj the bi-th child of fi in Tj and ℓ

be the leaf of Tj that is a descendant of uj and largest in σTj
. Then set ℓ as the parent of ℓi

in TH. See Figure 7 for an example.
An FPQ-hierarchy is a hierarchy of FPQ-trees with an additional constraint on the labels

of the skeleton edges. Let ei = rifi be the skeleton from the root ri of Ti to the node fi of Tj

with j ≤ i. If fj is a P-node with c children, then I(ei) = (1, c). As in the case of FPQ-trees,
we say two FPQ-hierarchies H and H′ are isomorphic if they are isomorphic as labeled ordered
trees. That is the types of the nodes, the skeleton edges and their labels are preserved. We say
that H and H′ are equivalent, denoted H ≈FPQ H′, if one can be turned into an FPQ-hierarchy
isomorphic to the other by a series of permute(u) and reverse(u) operations (with u being
respectively a P-node and a Q-node) to modify relative ordering of the tree-children of u.
Suppose that u is a Q-node with c children incident to a skeleton edge e. Then applying
reverse(u) transforms I(e) = (a, b) into the new label Ic(e) = (c + 1 − b, c + 1 − a). It
follows that the equivalence class of an FPQ-hierarchy H on the set T = {T0, T1, . . . , Tp}
of FPQ-trees defines a set TFPQ(H) of rooted trees on

⋃
0≤i≤p L(Ti). Observe that since

STACS 2024



55:10 Tree-Layout Based Graph Classes: Proper Chordal Graphs

reversing a Q-node modifies the labels of the incident skeleton edges, two rooted trees of
TFPQ(H) may not be isomorphic (see Figure 7).

[2, 3]

Q

F

a b c

d

P

x y z

a

b

c

d x

y

z

c

b

a

d

z

y

x

Figure 7 An FPQ-hierarchy H. The set TFPQ(H) contains 12 rooted trees, two of which are
depicted. Observe that from the left to the right tree, the ordering on the leaves of the Q-node is
reversed and that the ordering on the leaves of the P-nodes are different. In both trees however, the
path containing {x, y, z} is attached below the leaves {b, c} since these leaves form the interval [2, 3]
of the Q-node and this interval is the label of the unique skeleton edge.

4 Compact representation of the set of indifference tree-layouts

In this section, we show how, given a proper chordal graph G and a vertex x ∈ V , an
FPQ-hierarchy H can be constructed to represent the set of indifference tree-layouts rooted
at a vertex x (if such an indifference tree-layout exists). To that aim, we first provide a
characterization of indifference tree-layout alternative to Theorem 6. This characterization
naturally leads us to define the notion of block that, for a fixed vertex x of a proper chordal
graph, drives the combinatorics of the set of indifference tree-layouts rooted at x.

Let S be a non-empty vertex subset of a connected graph G = (V, E) and let C be a
connected component of G − S. We say that x ∈ C is S-maximal if for every vertex y ∈ C,
N(y) ∩ S ⊆ N(x) ∩ S. Observe that if C contains two distinct S-maximal vertices x and y,
then N(x) ∩ S = N(y) ∩ S.

▶ Definition 10. Let S be a subset of vertices of a graph G = (V, E) and let C be a connected
component of G − S. A maximal subset of vertices X ⊆ C is an S-block, if every vertex of
X is S-maximal and (N(S) ∩ V (C))-universal.

We let the reader observe that a connected component C of G − S may not contain an
S-block. However, if C contains an S-block, then it is uniquely defined. In the following
paragraph we summarize the approach taken towards showing Theorem 11.

It can be shown that indifference tree-layouts are characterized as those such that for every
vertex x distinct from ρ−1

G (r), x is ATG
(x)-maximal and (N(ATG

(x)) ∩ DTG
[x])-universal.

This implies that every vertex x distinct from the root of an indifference tree-layout can be
associated with a non-empty ATG

(x)-block containing x. Hereafter, we let BTG
(x) denote

that block. If x = ρ−1
G (r), then we set BTG

(x) = {x}. Then, we prove that for every
vertex x ∈ V , the vertices of the block BTG

(x) appear consecutively on a path rooted at
x and induces a clique in G. Moreover, we show that the set of B(TG) containing the
inclusion-maximal blocks of TG, partitions the vertex set of G. It follows that we can define
the block tree of TG, which we denote TG|BT(G), by contracting every block of B(TG) into
a single node. We get that if a connected proper chordal graph admits two indifference
tree-layouts rooted at the same vertex, then the corresponding block trees are isomorphic,
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implying that the block tree only depends on the root vertex. Thereby, from now on, we let
BG(x) and Btree

G (x) respectively denote the set of maximal blocks and the block tree of any
indifference tree-layout of G rooted at vertex x. However the uniqueness of the block tree is
not enough to fully describe the set of indifference tree-layouts rooted at x, as it does not
reflect how each block is precisely attached to its parent block.

Towards this, let TG = (T, r, ρG) be an indifference tree layout of a graph G = (V, E). Let
BTG

(x) ∈ B(TG) with x distinct from the root of TG. We denote by CTG
(x) the connected

component of G − ATG
(x) containing x. Let C1, . . . Ck be the connected components of

G[CTG
(x) \ BTG

(x)]. We define CTG
(x) = ⟨N1, . . . , Nk⟩ a collection of sets of 2BTG

(x):
for every 1 ≤ i ≤ k and every vertex y ∈ Ci such that N(y) ∩ BTG

(x) ̸= ∅, then we add
N(y)∩BTG

(x) to Ni. We define Sx =
⋃

1≤i≤k Ni. We can prove that CTG
(x) = ⟨N1, . . . , Nk⟩

is a collection of nested sets and that Nested-Convex(CTG
(x), Sx) ̸= ∅.

The discussion above allows us to establish the existence of a canonical FPQ-hierarchy
HG(x) encoding the set of indifference tree-layouts of G rooted at x (see Figure 8).

▶ Theorem 11. Let G = (V, E) be a proper chordal graph. If G has an indifference tree-layout
rooted at some vertex x, then there exists an FPQ-hierarchy HG(x) such that a tree-layout
TG = (T, r, ρG) of G is an indifference tree-layout such that ρ−1

G (r) = x if and only if
TG ∈ TFPQ(HG(x)). Moreover HG(x) is unique and, given an indifference tree-layout rooted
at x, it can be computed in polynomial time.
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Figure 8 On the left hand side, an indifference tree-layout T rooted at vertex x of a proper
chordal graph G. For every vertex, only the edge (blue or red) to its highest neighbor in T is
depicted. The boxes represent the partition into blocks. The FPQ-hierarchy HG(x) is depicted in the
middle. Observe that for the FPQ-tree T of the block BT(a) = {a, b, c, d, e}, S(T) = {abcde, aedcb}.
It follows that TFPQ(HG(x)) contains the two indifference tree-layouts T and T′.

5 Algorithmic aspects

In this section, we first design a polynomial time recognition problem of proper chordal
graphs. Then we show that using the FPQ-hierarchies, we can resolve the graph isomorphism
problem between two proper chordal graphs in polynomial time.
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5.1 Recognition
Given a graph G = (V, E), the recognition algorithm test for every vertex x ∈ V , if G has an
indifference tree-layout rooted at x. We proceed in two steps. First, we compute the block
tree Btree

G (x) of G rooted at x that would correspond to the skeleton tree of the FPQ-hierarchy
HG(x) if G has an indifference tree-layout rooted at x. Then, in the second step, instead of
computing HG(x), we verify that Btree

G (x) can indeed be turned into an indifference tree-layout
of G. If eventually we can construct an indifference tree-layout, then G is proper chordal. If
G is proper chordal and has an indifference tree-layout rooted at x, then the algorithm will
succeed.

Computing the blocks and the block tree. We assume that the input graph G = (V, E) is
proper chordal and consider a vertex x ∈ V that is the root of some indifference tree-layout
of G. As discussed above, the first step aims at computing the skeleton tree of HG(x) (see
Theorem 11). That skeleton tree is the block tree Btree

G (x) that can be obtained from any
indifference tree-layout rooted at x by contracting the blocks of BG(x) into a single node
each. To compute Btree

G (x), we perform a search on G starting at x (see Algorithm 1 below).
At every step of the search, if the set of searched vertices is S, then the algorithm either
identifies, in some connected component C of G − S, a new block S-block of BG(x) and
connects it to the current block tree, or (if C does not contain an S-block) stops and declares
that there is no block tree rooted at x.

Algorithm 1 Block tree computation.
Input: A graph G = (V, E) and a vertex x ∈ V .
Output: The block tree Btree

G (x), if G has an indifference tree-layout rooted at x.
1 set S ← {x}, B ←

{
{x}

}
and Btree ← (B, ∅);

2 while S ̸= V do
3 let C be a connected component of G− S;
4 if C contains a S-block X then
5 S ← S ∪X and B ← B ∪

{
X

}
;

6 let B ∈ B such that N(X) ∩B ̸= ∅ and that is the deepest;
7 add an edge in Btree between B and X;
8 else
9 stop and return G has no indifference tree-layout rooted at x

10 end
11 end
12 return Btree;

▶ Lemma 12. Let x be a vertex of a graph G = (V, E). If G is proper chordal and has an
indifference tree-layout rooted at x, then Algorithm 1 returns the block tree Btree

G (x) that is
the skeleton tree of the FPQ-hierarchy HG(x).

Before describing the second step of the algorithm, let us discuss some properties of Btree

returned by Algorithm 1 when B is a partition of V . An extension of Btree is any tree TBtree

obtained by substituting every node B ∈ B by an arbitrary permutation σB of the vertices of
B. In this construction, if B is the parent of B′ in Btree, x is the last vertex of B in σB that
has a neighbor in B′ and x′ is the first vertex of B′ in σB′ , then the parent of x′ in TBtree is a
vertex of B that appears after x in σ.
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▶ Observation 13. Let x be a vertex of a graph G = (V, E). If Btree is returned by Algorithm 1,
then every extension TBtree of Btree is a tree-layout of G. And moreover, if B, B′, and B′′

are three blocks of B such that B ≺Btree B′ ≺Btree B′′, then for every y ∈ B, y′ ∈ B′, y′′ ∈ B′′,
yy′′ ∈ E implies that y′y ∈ E and y′y′′ ∈ E.

Nested sets. From Observation 13, an extension of Btree is not yet an indifference tree-
layout of G. However, if G is a proper chordal graph that has an indifference tree-layout
TG = (T, r, ρG) rooted at x, then, by Lemma 12, Btree = Btree

G (x). It then follows from the
proof of Theorem 11 that TG is an extension of Btree. The second step of the algorithm
consists in testing if Btree has an extension that is an indifference tree-layout.

By Lemma 12, we can assume that Algorithm 1 has returned BG(x) and Btree
G (x). To

every block B of BG(x), we assign a collection of nested subsets of 2B which we denote
CB = ⟨N1, . . . , Nk⟩ (see Algorithm 2 for a definition of CB). The task of the second step
of the recognition algorithm is to verify that for every block B, Nested-Convex(CB , SB) ̸= ∅
where SB = ∪1≤i≤kNi.

To define the collection CB , we need some notations. Let AB denote the subset of BG(x)
such that if B′ ∈ AB , then B′ is an ancestor of B in Btree

G (x). Then we set AB = ∪B′∈AB
B′

and denote CB the connected component of G − AB containing B.

Algorithm 2 Proper chordal graph recognition.
Input: A graph G = (V, E);
Output: Decide if G is a proper chordal graph.

1 foreach x ∈ V do
2 if Algorithm 1 applied on G and x returns Btree

G (x) then
3 foreach block B ∈ BG(x) do
4 let C1, . . . , Ck be the connected components of G[CB ]−B;
5 foreach Ci in C1, . . . , Ck do Ni ← {X ⊆ B | ∃y ∈ Ci, X = N(y) ∩B} ;
6 set CB = ⟨N1, . . . ,Nk⟩ and SB =

⋃
i∈[k]Ni;

7 end
8 if ∀B ∈ B(x), CB is a collection of nested sets st. Nested-Convex(CB ,SB) ̸= ∅ then
9 stop and return G is a proper chordal graph;

10 end
11 end
12 end
13 return G is not a proper chordal graph;

▶ Theorem 14. We can decide in polynomial time whether a graph G = (V, E) is proper
chordal. Moreover, if G is proper chordal, an indifference tree-layout of G can be constructed
in polynomial time.

5.2 Isomorphism
We observe that, because an FPQ-hierarchy does not carry enough information to reconstruct
the original graph, two non-isomorphic proper chordal graphs G and G′ may share an
FPQ-hierarchy (Figure 9) satisfying the conditions of Theorem 11. More precisely, given
an FPQ-hierarchy of a proper chordal graph G that satisfies the conditions of Theorem 11,
one can reconstruct an indifference tree-layout T of G. But T is not sufficient to test
the adjacency between a pair of vertices. Indeed, for a given vertex y, we cannot retrieve
N(y) ∩ AT(y) from HG(x) since only the intersection of N(y) with the parent block is present
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in HG(x). In the example of Figure 9, the vertices w and w′ are also adjacent to c and b,
which do not belong to their parent block.
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Figure 9 Two proper chordal graphs G and G′ with their respective indifference tree-layouts T
and T′. We observe that G and G′ are not isomorphic, but their respective skeleton trees TG(x) and
TG′ (x) are. Moreover, H(x) is an FPQ-hierarchy such that TFPQ(H(x)) contains all the indifference
tree-layouts rooted at x of G and of G′. We obtain H∗(x) for G by adding to H(x) the blue labels
on the skeleton edges.

Let HG(x) be the FPQ-hierarchy satisfying the conditions of Theorem 11, we define the
indifference FPQ-hierarchy, denoted H∗

G(x), obtained from HG(x) by adding to every skeleton
edge e, a label Â(e). Suppose that e is incident to the root of the FPQ-tree of the block B,
then we set Â(e) = |N(B) ∩ AT(B)|. We say that two indifference FPQ-hierarchies H∗

1 and
H∗

2 are equivalent, denoted H∗
1 ≈∗

FPQ H∗
2, if H1 ≈FPQ H2 and for every pair of mapped skeleton

edges e1 and e2 we have Â(e1) = Â(e2).
Let S1 ∈ 2X1 be a set of subsets of X1 and S2 ∈ 2X2 be a set of subsets of X2. We say

that S1 and S2 are isomorphic if there exists a bijection f : X1 → X2 such that S1 ∈ S1 if
and only if S2 = {f(x) | x ∈ S1} ∈ S2. For S1 ⊆ X1, we denote by f(S1) = {f(y) | y ∈ S1}.

▶ Lemma 15. Let G1 = (V1, E1) and G2 = (V2, E2) be two (connected) proper chordal
graphs. Let H∗

1(x1) be an indifference FPQ-hierarchy of G1 and H∗
2(x2) be an indifference

FPQ-hierarchy of G2. Then H∗
1(x1) ≈∗

FPQ H∗
2(x2) if and only if G1 and G2 are isomorphic

with x1 mapped to x2.

From Lemma 15, testing graph isomorphism on proper chordal graphs reduces to testing
the equivalence between two indifference FPQ-hierarchies. To that aim, we use a similar
approach to the one developed for testing interval graph isomorphism [36]. That is, we adapt
the standard unordered tree isomorphism algorithm that assigns to every unordered tree a
canonical isomorphism code [47, 1]. Testing isomorphism then amounts to testing equality
between two isomorphism codes.

We proceed with a detailed description of the isomorphism test. Let H∗ be an indifference
FPQ-hierarchy of a proper chordal graph G = (V, E). Intuitively, the isomorphism code of
H∗ is a string obtained by concatenating information about the root node of H∗ and the
isomorphism codes of the sub-hierarchies rooted at its children. To guarantee the canonicity
of the isomorphism code of H∗, some of the codes of these sub-hierarchies need to be sorted
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lexicographically. To that aim, we use the following convention:

L <lex F <lex P <lex Q <lex 0 <lex 1 . . . <lex n <lex . . . ,

Moreover the separating symbols (such as brackets, commas. . . ) used in the isomorphism
code for the sake of readability are irrelevant for the sort.

Before formally describing the isomorphism code of H∗, let us remind that, in an indiffer-
ence FPQ-hierarchy, we can classify the children of any node t in two categories: we call a
node t′ a skeleton child of t if the tree edge e = tt′ is a skeleton edge of H∗, otherwise we
call it a block child of t. We observe that the block children of a node t belong with t to the
FPQ-tree of some block of BG(x). It follows from the definition of an FPQ-tree, that the
block children of a given node t are ordered and depending on the type of t, these nodes can
be reordered. On the contrary, the skeleton children of a node t are not ordered.

For every node t of H∗, we define a code, denoted code(t). We will define the isomorphism
code of H∗ as code(H∗) = code(r), where r is the root node of H∗. We let b1, . . . , bk denote
the block children of node t (if any, and ordered from 1 to k) and s1, . . . , sℓ denote the
skeleton children of t (if any). For a node t, the set of eligible permutations of the indices
[1, k] of its chidlren depends on type(t):

if type(t) = F, then the identity permutation is the unique eligible permutation;
if type(t) = P, then every permutation is eligible;
if type(t) = Q, then the identity or its reverse permutation are the two eligible permuta-
tions.

The code of t, denoted code(t), is obtained by minimizing with respect to <lex over all
eligible permutations β of t:

code(t, β) =

 size(t) ◦ type(t)◦
code(bβ(1)) ◦ · · · ◦ code(bβ(k))◦

label(sπβ(1), β) ◦ code(sπβ(1)) ◦ · · · ◦ label(sπβ(ℓ), β) ◦ code(sπβ(ℓ))

where:
type(t) ∈ {L, F, P, Q}, indicates whether t a leaf (L), a F-node, a P-node, or a Q-node.
size(t) ∈ N, stores the number of nodes in the sub-hierarchy rooted at t (including t).
label(s, β), with s being a skeleton child s of t and β being a permutation of [1, k]. Let e be
the skeleton edge of H∗ between s and t. If I(e) = [a, b], we set Ic(e) = [k +1−b, k +1−a].
Then, we set label(s) = ⟨Iβ(e), A(e)⟩, where

Iβ(e) =
{

I(e), β is the identity permutation
Ic(e), otherwise.

πβ is, for some permutation β of [1, k], a permutation of [1, ℓ] that minimizes, with respect
to <lex:

label(sπβ(1), β) ◦ code(sπβ(1)) ◦ · · · ◦ label(sπβ(ℓ), β) ◦ code(sπβ(ℓ)).

Using the previous definitions, we can show that if H∗
1 and H∗

2 are indifference FPQ-
hierarchies of the graphs G1 and G2 respectively, then H∗

1 ≈∗
FPQ H∗

2 if and only if code(H∗
1) =

code(H∗
2).

▶ Theorem 16. Let G1 and G2 be two proper chordal graphs. One can test in polynomial
time if G1 = (V1, E1) and G2 = (V2, E2) are isomorphic graphs.
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Proof. The algorithm is working as follows. First, compute a tree-layout T1 of G1 and the
indifference FPQ-hierarchy H∗

1 such that T1 ∈ TFPQ(H1). This can be done in polynomial
time by Theorem 14. Then for every vertex x2 ∈ V2, we test if there exists an indifference
tree-layout T2 rooted at x2; compute the corresponding indifference FPQ-hierarchy H∗

2 and
test whether H∗

1 ≈∗
FPQ H∗

2. Testing equivalence between FPQ-hierarchies can be done by
computing and comparing the isomorphism codes of H∗

1 and H∗
2. Moreover, this latter task

can be achieved in polynomial time. By Lemma 15, if one of these tests is positive, then we
can conclude that G1 and G2 are isomorphic graphs. ◀

6 Conclusion

A rough analysis of the complexity of the algorithms would lead to a O(n4)-time complexity
for the proper chordal graph recognition problem and a for the isomorphism test. We let open
the question of deriving a faster algorithms. Our results demonstrate that proper chordal
graphs form a rich class of graphs. First, its relative position with respect to important
graph subclasses of chordal graphs and the fact that the isomorphism problem belongs to P
for proper chordal graphs shows that they form a non-trivial potential island of tractability
for many other algorithmic problems. In this line, we leave open the status of Hamiltonian
cycle, which is polynomial time solvable in proper interval graphs [4, 30] and interval graphs
[31, 5], but NP-complete on strongly chordal graphs [38]. We were only able to resolve the
special case of split proper chordal graphs. An intriguing algorithmic question is whether
proper chordal graphs can be recognized in linear time. Second, the canonical representation
we obtained of the set of indifference tree-layouts rooted at some vertex witnesses the rich
combinatorial structure of proper chordal graphs. We believe that this structure has to be
further explored and could be important for the efficient resolution of more computational
problems. For example, as proper chordal graphs form a hereditary class of graphs, one
could wonder if the standard graph modification problems (vertex deletion, edge completion
or deletion, and etc.), which are NP-complete by [33], can be resolved in FPT time. The
structure of proper chordal graphs is not yet fully understood. The first natural question on
this aspect is to provide a forbidden induced subgraph characterization. This will involve
infinite families of forbidden subgraphs. Furthermore understanding what makes a vertex
the root of an indifference tree-layout is certainly a key ingredient for a fast recognition
algorithm. We would like to stress that a promising line of research is to consider further
tree-layout based graph classes. For this, following the work of Damaschke [13], Hell et
al. [28] and Feuilloley and Habib [17] on layouts, we need to investigate in a more systematic
way various patterns to exclude, including rooted tree patterns.
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