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Abstract

Given a conjunctive query $Q$ and a database $D$, a direct access to the answers of $Q$ over $D$ is the operation of returning, given an index $j$, the $j$th answer for some order on its answers. While this problem is $\#P$-hard in general with respect to combined complexity, many conjunctive queries have an underlying structure that allows for a direct access to their answers for some lexicographical ordering that takes polylogarithmic time in the size of the database after a polynomial time precomputation. Previous work has precisely characterised the tractable classes and given fine-grained lower bounds on the precomputation time needed depending on the structure of the query. In this paper, we generalise these tractability results to the case of signed conjunctive queries, that is, conjunctive queries that may contain negative atoms. Our technique is based on a class of circuits that can represent relational data. We first show that this class supports tractable direct access after a polynomial time preprocessing. We then give bounds on the size of the circuit needed to represent the answer set of signed conjunctive queries depending on their structure. Both results combined together allow us to prove the tractability of direct access for a large class of conjunctive queries. On the one hand, we recover the known tractable classes from the literature in the case of positive conjunctive queries. On the other hand, we generalise and unify known tractability results about negative conjunctive queries – that is, queries having only negated atoms. In particular, we show that the class of $\beta$-acyclic negative conjunctive queries and the class of bounded nest set width negative conjunctive queries admit tractable direct access.
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1 Introduction

The direct access (DA for short) task is the problem of outputing, given $k$, the $k$-th answer of a query $Q$ over a database $D$. An error is returned if $k$ is greater than the number of answers of $Q$. An order on $[Q]^D$, the answers of $Q$ over $D$, is assumed. This task has been introduced by Bagan, Durand, Grandjean and Olive in [2] and is very natural in the context of databases. It can be used as a building block for many other interesting tasks such as counting, enumerating [2] or sampling without repetition [13, 22] the answers of $Q$. Of course, if one has access to an ordered array containing $[Q]^D$, answering DA tasks simply consists in reading the right entry of the array. However, building such an array is often expensive,
especially when the number of answers of $Q$ is large. Hence, a natural approach for solving this problem is to simulate this method by using a data structure to represent $[Q]^D$ that still allows for efficient DA tasks to be solved but that is cheaper to compute than the complete answer set. Moreover, one is rarely interested in accessing exactly one tuple of the answer set but one is usually interested in having a data structure allowing to solve efficiently DA tasks for any input $k$. Hence the time needed to solve exactly one DA task is not the best measure of complexity. To compare algorithms for DA tasks, it is then relevant to allow a \textit{preprocessing phase} to construct a data structure that can be used later during the \textit{access phase} where one needs to efficiently answer any DA task. Hence, we say that a method solves the DA problem if it consists in two algorithms $P$ and $A$ such that: on input $Q$ and $D$, $P$ construct a data structure $S$ and $A(S,k)$ returns the $k$-th answer of $Q$ for any $k$. To measure the quality of such an algorithm, we hence separate the \textit{preprocessing time} – that is the time needed for executing $P(Q,D)$ – and the \textit{access time}, that is, the time needed to execute $A(S,k)$. For example, the method consisting in building an indexed array for $[Q]^D$ solves DA with preprocessing time at least equal to the size of $[Q]^D$ (and much higher in practice) and constant access time. While the access time is optimal in this case, the cost of preprocessing is often too high to pay in practice.

Previous work has consequently focused on devising methods with better preprocessing time while offering reasonable access time. In their seminal work [2], Bagan, Durand, Grandjean and Olive give a method for solving the DA problem with linear precomputation time and constant access time on a that works on the class of first order logic formulas and bounded degree databases. Bagan [1] later studied the problem for monadic second order formulas over bounded treewidth databases. Another line of research has focused on classes of conjunctive queries that admit efficient method for solving the DA problem. In [13], Carmeli, Zeevi, Berkholz, Kimelfeld, and Schweikardt give a method solving the DA problem for acyclic conjunctive queries with linear preprocessing time and polylogarithmic access time for a well-chosen lexicographical order. The results also hold for bounded fractional hypertree width queries, a number measuring how far a conjunctive query is from being acyclic. It generalises many results from the seminal paper by Yannakakis establishing the tractability of testing non-emptiness of acyclic conjunctive queries [33] to the tractability of counting the number of answers of conjunctive queries [30] having bounded hypertree width. later improved this result by precisely characterising the lexicographical ordering allowing for this kind of complexity guarantees. Fine-grained characterisation of the complexity of solving the DA problem on conjunctive queries, whose answers are assumed to be ordered by some lexicographical order, has been given by Carmeli, Tziavelis, Gatterbauer, Kimelfeld and Riedewald in [12] for the case of acyclic queries and by Bringmann, Carmeli and Mengel in [7] for the general case. Recently, Eldar, Carmeli and Kimelfeld [15] studied the complexity of solving the DA problem for conjunctive queries with aggregation.

In this paper, we devise new methods for solving the DA problem for \textit{signed conjunctive queries}, that is, conjunctive queries that may contain negated atoms. This is particularly challenging because only a few tractability results are known on signed conjunctive queries. The problem of testing non-emptiness of signed conjunctive queries being $\text{NP}$-hard on acyclic conjunctive queries with respect to combined complexity, it is not possible to directly build on the work cited in the last paragraph. Two classes of negative conjunctive queries (that is, conjunctive queries where every atom is negated) have been shown so far to support efficient non-emptiness testing: the class of $\beta$-acyclic queries [29, 4] and the class of bounded nested-set width queries [25]. The former has been shown to also support efficient (weighted) counting [6, 9]. Our main contribution is a generalisation of these results to DA. More
precisely, we give a method that efficiently solves the DA problem on a large class of signed conjunctive queries, which contains in particular $\beta$-acyclic negative conjunctive queries, bounded nest-width negative conjunctive queries and bounded fractional hypertree width positive conjunctive queries. For the latter case, the complexity we obtain is similar to the one presented in [7] and we also get complexity guarantees depending on a lexicographical ordering that can be specified by the user. Hence our result both improves the understanding of the tractability of signed conjunctive queries and unifies the existing results with the positive case. In a nutshell, we prove that the complexity of solving the DA problem for a lexicographical order of a signed conjunctive query $Q$ roughly matches the complexity proven in [7] for the worst positive query we could construct by removing some negative atoms of $Q$ and turning the remaining ones to positive atoms. It is not surprising that the complexity of solving the DA problem on signed conjunctive queries depends on the complexity of solving the DA problem for subqueries since one could simulate direct access to such a subquery by choosing a database where the removed negated atoms are associated with empty relations, hence, making them virtually useless in the query. However, proving the actual combined complexity upper bound is not trivial to obtain and necessitates introducing new tools to handle negated atoms.

As a byproduct, we introduce a new notion of hypergraph width based on elimination order, the $\beta$-hyperorder width, that is hereditary – in the sense that the width of every subhypergraph does not exceed the width of the original hypergraph – which makes it particularly well tailored for studying the tractability of negative conjunctive queries. We show that this notion sits between nest-set width and $\beta$-hypertree width [18], but do not suffer from one important drawback of working with $\beta$-hypertree width: our width notion is based on a decomposition that works for every subhypergraph.

Our method is based on a two-step preprocessing. Given a signed conjunctive query $Q$, a database $D$ and an order $\prec$ on its variables, we start by constructing a circuit which computes $[Q]^D$ in a factorised way enjoying interesting syntactical properties. The size of this circuit depends on the complexity of the order $\prec$ chosen on the variables of $Q$. We then show that, with a second light preprocessing on the circuit itself, we can answer DA tasks for the lexicographical order induced by $\prec$ on the circuit in time $\text{poly}(n)\text{polylog}(D)$ where $n$ is the number of variables of $Q$ and $D$ is the domain of $D$. This approach is akin to the approach used in factorised databases introduced by Olteanu and Závodný [27], a fruitful approach allowing efficient management of the answer set of a query by working directly on a factorised representation of the answer set instead of working on the query itself [26, 32, 3, 28]. However, the restrictions that we are considering in this paper are different from the one used in previous work since we need somehow to account for the variable ordering in the circuit itself. The syntactic restrictions we use have already been considered in [9] where they are useful to deal with $\beta$-acyclic CNF formulas.

The paper is organised as follows: Section 2 introduces the notations and concepts necessary to understand the paper. We then present the family of circuits we use to represent database relations and the DA method for circuits in Section 3. Section 4 presents the algorithm used to construct a circuit representing $[Q]^D$ from a join query $Q$ (that is a conjunctive query without existential quantifiers) and a database $D$. Upper bounds on the size of the circuits are given in Section 4.3 using hypergraph decompositions defined in Section 4.2. Finally Section 5 explicitly states the results we obtain by combining both techniques together, explains how one can go from join query to conjunctive query by existentially projecting variables directly in the circuit and makes connections with the existing literature. We conclude with interesting research directions in Section 6.
Due to space restriction, full proofs have been omitted from the paper. Proofs of theorems and lemmas tagged with a star symbol ⋆ can be found in the full version of this paper [10].

2 Preliminaries

Given \( n \in \mathbb{N} \), we denote by \([n]\) the set \( \{0, \ldots, n\} \). When writing down complexity, we use the notation \( \text{poly}(n) \) to denote that the complexity is polynomial in \( n \), \( \text{poly}_k(n) \) to denote that the complexity is polynomial in \( n \) when \( k \) is considered a constant (in other words, the coefficients and the degree of the polynomial may depend on \( k \)) and \( \text{polylog}(n) \) to denote that the complexity is polynomial in \( \log(n) \).

Tuples and relations. Let \( D \) and \( X \) be finite sets. A (named) tuple on domain \( D \) and variables \( X \) is a mapping from \( X \) to \( D \). We denote by \( D^X \) the set of all tuples on domain \( D \) and variables \( X \). A relation \( R \) on domain \( D \) and variables \( X \) is a subset of tuples, that is, \( R \subseteq D^X \). Given a tuple \( \tau \in D^X \) and \( Y \subseteq X \), we denote by \( \tau|_Y \) the tuple on domain \( D \) and variable \( Y \) such that \( \tau(y) = \tau(y) \) for every \( y \in Y \). Given a variable \( x \in X \) and \( d \in D \), we denote by \( [x \leftarrow d] \) the tuple on variables \( \{x\} \) that assigns the value \( d \) to \( x \). We denote by \( \langle \rangle \) the empty tuple, that is, the only element of \( D^\emptyset \). Given two tuples \( \tau_1 \in D^{X_1} \) and \( \tau_2 \in D^{X_2} \), we say that \( \tau_1 \) and \( \tau_2 \) are compatible, denoted by \( \tau_1 \approx \tau_2 \), if \( \tau_1|_{X_1 \cap X_2} = \tau_2|_{X_1 \cap X_2} \). In this case, we write \( \tau_1 \bowtie \tau_2 \) the tuple on domain \( D \) and variables \( X_1 \cup X_2 \) defined as \( \tau_1 \bowtie \tau_2 \)(\( x \)) to be \( \tau_1(x) \) if \( x \in X_1 \) and \( \tau_2(x) \) otherwise. If \( X_1 \cap X_2 = \emptyset \), we write \( \tau_1 \times \tau_2 \). The join \( R_1 \bowtie R_2 \) of \( R_1 \) and \( R_2 \), for two relations \( R_1, R_2 \) on domain \( D \) and variables \( X_1, X_2 \) respectively, is defined as \( \{ \tau_1 \bowtie \tau_2 \mid \tau_1 \in R_1, \tau_2 \in R_2, \tau_1 \approx \tau_2 \} \). Observe that if \( X_1 \cap X_2 = \emptyset \), \( R_1 \bowtie R_2 \) is simply the Cartesian product of \( R_1 \) and \( R_2 \). Then, we denote it by \( R_1 \times R_2 \).

Let \( R \subseteq D^X \) be a relation from a set of variables \( X \) to a domain \( D \). We denote \( \sigma_F(R) \) as the subset of \( R \) where the formula \( F \) is true. Throughout the paper, we will assume that both the domain \( D \) and the variable set \( X \) are ordered. The order on \( D \) will be denoted as \( < \) and the order on \( X \) as \( < \) and we will often write \( D = \{d_1, \ldots, d_p\} \) with \( d_1 < \cdots < d_p \) and \( X = \{x_1, \ldots, x_n\} \) with \( x_1 < \cdots < x_n \). Given \( d \in D \), we denote by \( \text{rank}(d) \) the number of elements of \( D \) that are smaller or equal to \( d \). Both \( < \) and \( < \) induce a lexicographical order \( \prec_{\text{lex}} \) on \( D^X \) defined as \( \tau \prec_{\text{lex}} \sigma \) if there exists \( x \in X \) such that for every \( y < x \), \( \tau(y) = \sigma(y) \) and \( \tau(x) < \sigma(x) \). Given an integer \( k \leq |R| \), we denote by \( R[k] \) the \( k \)th tuple in \( R \) for the \( \prec_{\text{lex}} \)-order. The following observation will prove useful to design a DA algorithm:

\begin{itemize}
\item \textbf{Lemma 1 (⋆).} Let \( \tau = R[k] \) and \( x = \min(\var(R)) \). Then \( \tau(x) = \min\{ d \mid \#\sigma_x \leq d(R) \geq k \} \).
Moreover, \( \tau = R'[k'] \), where \( R' = \sigma_{x=d}(R) \) and \( k' = k - \#\sigma_x=d(R) \).
\end{itemize}

Figure 1 gives an intuition of the result presented in Lemma 1 as a visual representation of the index transformation.

\textbf{Queries.} A positive atom (resp. negative atom) is an expression of \( R(x) \) (resp. \( \neg R(x) \)) where \( R \) is a relation symbol and \( x \) a tuple of variables in \( X \). A signed join query \( Q \) is a set of (negative or positive) atoms \( Q = \{R_1(x_1), \ldots, R_p(x_p), \neg S_{p+1}(x_{p+1}), \ldots, \neg S_m(x_m)\} \). In this paper, we consider self-join free queries, that is, we assume that two distinct atoms of a join query have distinct relation symbols. The set of variables of \( Q \) is denoted by \( \var(Q) \), the set of positive (resp. negative) atoms of \( Q \) is denoted by \( \text{atoms}^+(Q) \) (resp. \( \text{atoms}^-(Q) \)). A positive (resp. negative) join query is a signed join query without negative (resp. positive) atoms. The size \( |Q| \) of \( Q \) is defined as \( \sum_{i=1}^{m} |x_i| \), where \( |x| \) denotes the number of variables in \( x \). A database \( D \) for \( Q \) is an ordered finite set \( D \) called the domain together with a set of
relations \( R_D^D \subseteq D^p \), \( S_D^D \subseteq D^{p'} \) such that \( a_i = |x_i| \). The *answers of \( Q \) over \( D \) is the relation \( \llbracket Q \rrbracket^D \subseteq D^{\var(Q)} \) defined as the set of \( \sigma \in D^{\var(Q)} \) such that for every \( i \leq p \), \( \sigma(x_i) \in R_i^D \) and for every \( p < i \leq m \), \( \sigma(x_i) \notin S_i^D \). The size \( |D| \) of the database \( D \) is defined to be the total number of tuples in it plus the size of its domain, that is, \(|D| + \sum_{i=1}^p |R_i| + \sum_{i=p+1}^m |S_j| \). We follow the definition of [25] about the size of the database. Adding the size of the domain here is essential since we are dealing with negative atoms. Hence a query may have answers even when the database is empty, for example, \( Q = \neg R(x) \) with \( R_D^D = \emptyset \) has \(|D| \) answers.

A *signed conjunctive query* \( Q(Y) \) is a join query \( Q \) together with \( Y \subseteq \var(Q) \), called the *free variables of \( Q \) and denoted by \( \text{free}(Q) \). The answers \( \llbracket Q(Y) \rrbracket^D \) of a conjunctive query \( Q \) over a database \( D \) are defined as \( \llbracket Q \rrbracket^D|_Y \), that is, the projection over \( Y \) of answers of \( Q \).

**Direct Access tasks.** Given a query \( Q \), a database instance \( D \) on an ordered domain \( D \) and a total order \( \prec \) on the variables of \( Q \), a *Direct Access (DA for short) task* [12] is the problem of returning, on input \( k \), the \( k \)-th tuple \( \llbracket Q \rrbracket^D[k] \) for the order \( \prec_{\text{lex}} \) if \( k < \#\llbracket Q \rrbracket^D \) and fail otherwise. We are interested in answering DA tasks using the same setting as [12]; we allow a *precomputation* phase during which a data structure is constructed, followed by an *access* phase. Our goal is to obtain an algorithm for DA tasks with polynomial precomputation time and access time that is polylogarithmic time in the size of \( D \).

**Hypergraphs and Signed Hypergraphs.** A *hypergraph* \( H = (V, E) \) is defined as a set of *vertices* \( V \) and *hyperedges* \( E \subseteq 2^V \), that is, a hyperedge \( e \in E \) is a subset of \( V \). A *signed hypergraph* \( H = (V, E_+, E_-) \) is defined as a set of vertices \( V \), *positive edges* \( E_+ \subseteq 2^V \) and *negative edges* \( E_- \subseteq 2^V \). The *signed hypergraph* \( H(Q) = (\var(Q), E_+, E_-) \) of a signed conjunctive query \( Q(Y) \) is defined as the signed hypergraph whose vertex set is the variables of \( Q \) and such that \( E_+ = \{ \var(a) \mid a \) is a positive atom of \( Q \} \) and \( E_- = \{ \var(a) \mid a \) is a negative atom of \( Q \} \).

A *subhypergraph* \( H' \) of \( H \), denoted by \( H' \subseteq H \) is a hypergraph of the form \((V, E') \) with \( E' \subseteq E \). For \( S \subseteq V \), we denote by \( H \setminus S \) the hypergraph \((V \setminus S, E')\) where \( E' = \{ e \setminus S \mid e \in E \} \), given \( v \in V \), we denote by \( E(v) = \{ e \in E \mid v \in e \} \) the set of edges containing \( v \), by \( N_H(v) = \bigcup_{e \in E(v)} e \) the *neighbourhood of \( v \) in \( H \) and by \( N_H(v) = N_H(v) \setminus \{ v \} \) the *open neighbourhood of \( v \). We will be interested in the following vertex removal operation on \( H \): given a vertex \( v \) of \( H \), we denote by \( H/v = (V \setminus \{ v \}, E/v) \) where \( E/v \) is defined as \( \{ e \setminus \{ v \} \mid e \in E \} \setminus \{ \emptyset \} \cup N_H(v) \), that is, \( H/v \) is obtained from \( H \) by removing \( v \) from every edge of \( H \) and by adding a new edge that contains the open neighbourhood of \( v \).
Given $S \subseteq V$ and $E \subseteq 2^V$, a covering of $S$ with $E$ is a subset $F \subseteq E$ such that $S \subseteq \bigcup_{e \in F} e$. The cover number $cn(S, E)$ of $S$ wrt $E$ is defined as the minimal size of a covering of $S$ with $E$, that is, $cn(S, E) = \min\{|F| \mid F \text{ is a covering of } S \text{ with } E\}$. A fractional covering of $S$ with $E$ is a function $c: E \rightarrow \mathbb{R}_+$ such that for every $s \in S$, $\sum_{e \in E(s)} c(e) \geq 1$. Observe that a covering is a fractional covering where $c$ has values in $\{0, 1\}$. The fractional cover number $fcn(S, E)$ of $S$ wrt $E$ is defined as the minimal size of a fractional covering of $S$ with $E$, that is, $fcn(S, E) = \min\{\sum_{e \in E} c(e) \mid c \text{ is a fractional covering of } S \text{ with } E\}$. Fractional covers are particularly interesting because of the following theorem by Grohe and Marx:

- Theorem 2 ([19]). Let $Q$ be a query and $\lambda$ be the fractional cover number of $\text{var}(Q)$. Then for every database $D$, $|Q|^D$ has size at most $|D|^\lambda$.

### 3 Ordered relational circuits

In this section, we introduce a data structure that can be used to succinctly represent relations. This data structure is an example of a factorised representation, such as $d$-representations [28], but does not need to be structured along a tree, which will allow us to handle more queries, and especially queries with negative atoms – for example $\beta$-acyclic signed conjunctive queries, a class of queries that do not have polynomial size $d$-representations [9, Theorem 9].

#### 3.1 Definitions

**Relational circuits.** A \{dec, $\Rightarrow$\}-circuit $C$ on variables $X = \{x_1, \ldots, x_n\}$ and domain $D$ is a multi-directed acyclic graph, that is, there may be more than one edge between two nodes $u$ and $v$, with one special gate $\text{out}(C)$ called the output of $C$. The circuit is labelled as follows:

- every gate of $C$ with no ingoing edge, called an input of $C$, is labelled by either $\bot$ or $\top$;
- a gate $v$ labelled by a variable $x \in X$ is called a decision gate. We denote $x$ by $\text{decvar}(v)$.

Each ingoing edge $e$ of $v$ is labelled by a value $d \in D$ and for each $d \in D$, there is at most one ingoing edge of $v$ labelled by $d$. This implies that a decision gate has at most $|D|$ ingoing edges; and

- every other gate is labelled by $\Rightarrow$.

The set of all the decision gates in a circuit $C$ is denoted by $\text{decision}(C)$. Given a gate $v$ of $C$, we denote by $C_v$ the subcircuit of $C$ rooted in $v$ to be the circuit whose gates are the gates reachable from $v$ by following a directed path in $C$. We define the variable set of $v$, denoted by $\text{var}(v) \subseteq X$, to be the set of variables $x$ labelling a decision gate in $C_v$. The size $|C|$ of a \{dec, $\Rightarrow$\}-circuit is defined to be the number of edges of its underlying DAG. In the example circuit of Figure 2, the decision gates are represented as containing the variable that labels them. Considering $v$ to be the leftmost $x_2$ decision gate, we have $\text{var}(v) = \{x_2, x_3\}$.

We define the relation $\text{rel}(v) \subseteq D^{\text{var}(v)}$ computed at gate $v$ inductively as follows: if $v$ is an input labelled by $\bot$, then $\text{rel}(v) = \emptyset$. If $v$ is an input labelled by $\top$, then $\text{rel}(v) = D^\emptyset$, that is, $\text{rel}(v)$ is the relation containing only the empty tuple. Otherwise, let $v_1, \ldots, v_k$ be the inputs of $v$. If $v$ is a $\Rightarrow$-gate, then $\text{rel}(v)$ is defined to be $\text{rel}(v_1) \bowtie \ldots \bowtie \text{rel}(v_k)$. If $v$ is a decision gate labelled by a variable $x$, $\text{rel}(v) = \{[x \leftarrow d_1] \bowtie \ldots \bowtie [x \leftarrow d_k] \bowtie \text{rel}(v_k) \times D^{\Delta(v, v_k)}\}$ where $c_i$ is the incoming edge $(v_i, v)$ labelled by $d_i$ and $\Delta(v, v_i) = \text{var}(v) \setminus ([x] \cup \text{var}(v_i))$. It is readily verified that $\text{rel}(v)$ is a relation on domain $D$ and variables $\text{var}(v)$. The relation computed by $C$ over a set of variables $X$ (assuming $\text{var}(C) \subseteq X$), denoted by $\text{rel}_X(C)$, is defined to be $\text{rel}(\text{out}(C)) \times D^{X \setminus \text{var}(\text{out}(C))}$. In Figure 2, if $v$ is the leftmost $x_3$ decision gate, then $\text{rel}(v)$ is the relation where $x_3$ is set to 0 or 1.
Deciding whether the relation computed by a \{\succ\succ, \text{dec}\}-circuit is non-empty is \text{NP}-complete by a straightforward reduction to testing non-emptiness of conjunctive queries [14]. Such circuits are hence of little use to get tractability results. We are therefore more interested in the following restriction of \{\succ\succ, \text{dec}\}-circuits where testing non-emptiness and other related tasks are tractable: a \{\times, \text{dec}\}-circuit is a \{\succ\succ, \text{dec}\}-circuit such that: (i) for every \succ \succ\-gate \(v\) of \(C\) with inputs \(v_1, \ldots, v_k\) and \(i < j \leq k\), it holds that \(\var{v_i} \cap \var{v_j} = \emptyset\), (ii) for every decision gate \(v\) of \(C\) labelled by \(x\) with inputs \(v_1, \ldots, v_k\) and \(i \leq k\), it holds that \(x \notin \var{v_i}\). An example of such a circuit is presented in Figure 2.

Let \(X\) be a set of variables ordered by \(\prec\). A \{\times, \text{dec}\}-circuit \(C\) on domain \(D\) and variables \(X\) is a \(\prec\)-\textit{ordered} \{\times, \text{dec}\}-circuit if for every decision gate \(v\) of \(C\) labelled with \(x \in X\), it holds that for every \(y \in \var{v} \setminus \{x\}, x \prec y\). We simply say that a circuit \(C\) is an \(\prec\)-\textit{ordered} \{\times, \text{dec}\}-circuit if there exists some order \(\prec\) on \(X\) such that \(C\) is a \(\prec\)-\textit{ordered} \{\times, \text{dec}\}-circuit. Observe that if \(v\) is a decision-gate in an ordered \{\times, \text{dec}\}-circuit, then \(\rel{v} = \{[x \leftarrow d_1] \times \rel{v_1} \times D^{\Delta(v, v_1)} \} \cup \cdots \cup \{[x \leftarrow d_k] \times \rel{v_k} \times D^{\Delta(v, v_k)}\}\) since \(x \notin \var{v_i}\) by definition and that these unions are disjoint because of the value assigned to \(x\). The circuit presented in Figure 2 is an ordered \{\times, \text{dec}\}-circuit for the order induced by the variables \(x_1, x_2, x_3\).

![Diagram](image.png)

(a) ordered \{\times, \text{dec}\}-circuit.  

(b) relation computed by the circuit.

**Figure 2** Example of a small ordered \{\times, \text{dec}\}-circuit computing a simple relation.

**Frontiers.** Let \(X = \{x_1, \ldots, x_n\}\) with \(x_1 \prec \cdots \prec x_n\). A \textit{prefix assignment} of size \(p\) is an assignment of variables \(\tau \in D^{\{x_1, \ldots, x_p\}}\) with \(p \leq n\). When answering DA tasks, we will need to be able to find a representation of the tuples in \(\rel{C}\) that agree with \(\tau\). To do that, we introduce the notion of frontier. Given \(\tau\) a prefix assignment, the \textit{frontier} \(f_\tau\) of \(\tau\) in \(C\) is defined algorithmically as follows:

1. Instantiate a set \(F\) with \(\text{out}(C)\), the root of the circuit.
2. As long as \(F\) is not stable, do:
   
   - if \(v \in F\) is a \times\-gate, \(F := (F \setminus \{v\}) \cup \bigcup_{w \in \text{input}(v)} w\).
   
   - if \(v \in F\) is a decision gate and the variable \(x\) labelling \(v\) is assigned in the prefix \((x \in \{x_1, \ldots, x_p\}), F := (F \setminus \{v\}) \cup \{v'\}\) where \(v'\) is the node connected to \(v\) by the edge \((v', v)\) labelled by \(\tau(x)\).
3. If \(F\) contains a \(\perp\)-gate, then \(f_\tau = \{\perp\}\), otherwise \(f_\tau = F\).
Frontiers are particularly useful because they can be efficiently computed and the relation they represent is essentially the tuples of the relation represented by \( C \) that agree with \( \tau \). We denote by \( \text{var}(f_\tau) = \bigcup_{v \in f_\tau} \text{var}(v) \) the set of variables appearing below a gate in the frontier and by \( \text{rel}(f_\tau) = \times_{v \in f_\tau} \text{rel}(v) \). Given a prefix assignment \( \tau \) of variables \( \{x_1, \ldots, x_p\} \) and a relation \( R \), we slightly abuse notation by denoting \( \sigma_\tau(R) \) the relation \( \sigma_{x_1 = \tau(x_1)} \wedge \cdots \wedge x_p = \tau(x_p)(R) \). We can prove by induction on \( p \) that:

- \textbf{Lemma 3 (⋆)}. Let \( \tau \) be a prefix assignment on variables \( x_1, \ldots, x_p \). Then \( f_\tau \) can be computed in \( \mathcal{O}(|X|) \) and \( \sigma_\tau(\text{rel}(C)) = \{\tau\} \times \text{rel}(f_\tau) \times D[x_{p+1}, \ldots, x_n] \backslash \text{var}(f_\tau) \).

3.2 Direct Access for ordered \( \{\times, \text{dec}\}\)-circuits

The main result of this section is an algorithm that allows for efficient solving of DA tasks for an ordered \( \{\times, \text{dec}\}\)-circuit on domain \( D \) and variables \( X \). More precisely, we prove:

- \textbf{Theorem 4}. Let \((X, \prec)\) be a finite ordered set and \( C \) a \( \prec \)-ordered \( \{\times, \text{dec}\}\)-circuit on variables \( X \) and domain \( D \). We can answer direct access tasks on \( \text{rel}(C) \) ordered by \( \prec_{\text{lex}} \) with precomputation time \( \mathcal{O}(|C| \cdot \text{poly}(|X|) \cdot \text{polylog}|D|) \) and access time \( \mathcal{O}(\text{poly}(|X|) \cdot \text{polylog}|D|) \).

**Precomputation.** In this section, we assume that \( C \) is a \( \prec \)-ordered \( \{\times, \text{dec}\}\)-circuit on variables \( X \). The \emph{count label} of \( C \), denoted by \( \text{nrel}_C \), is the mapping from \( \text{decision}(C) \times D \) to \( \mathbb{N} \) such that \( \text{nrel}_C(v, d) = \# \sigma_{x \leq d}(\text{rel}(v)) \), that is, \( \text{nrel}_C(v, d) \) is the number of tuples from \( \text{rel}(v) \) that assign a value on \( x \) smaller or equal than \( d \). The precomputation step aims to compute \( \text{nrel}_C \) so that we can access \( \text{nrel}_C(v, d) \) quickly.

Our algorithm performs a bottom-up computation of the number of satisfying tuples in \( \text{rel}(v) \) for every gate \( v \) of \( C \). If \( \text{rel}(v) \) is a decision-gate on variable \( x \), we have by definition:

\[
|\text{rel}(v)| = \sum_{w \in \text{input}(v)} |\text{rel}(w)| \times |D|^{\Delta(v, w)} \quad \text{where} \quad \Delta(v, w) = \text{var}(v) \setminus (\{x\} \cup \text{var}(w)).
\]  

(1)

Similarly, \( \text{nrel}_C(v, d) \) can be computed by restricting the previous relation on the inputs of \( v \) that sets \( x \) to a value \( d' \leq d \), that is:

\[
\text{nrel}_C(v, d) = \sum_{w \in \text{input}(v), d_w \leq d} |\text{rel}(w)| \times |D|^{\Delta(v, w)} \quad \text{where} \quad d_w \text{ is the label of edge } (v, w).
\]  

(2)

Finally observe that if \( v \) is a \( \times \)-gate, we clearly have \( \text{rel}(v) = \prod_{w \in \text{input}(v)} \text{rel}(w) \) and for every gate \( v \), \( \text{var}(v) = \bigcup_{w \in \text{input}(v)} \text{var}(w) \).

Hence, using a dynamic programming algorithm that follows the structure of the circuit in a bottom-up way, we can compute tables \( T_{\text{rel}}, T_{\text{var}} \) and \( T_{\text{nrel}_C} \) such that \( T_{\text{rel}}[v, d] = |\text{rel}(v)|, \ T_{\text{var}}[v] = \text{var}(v) \) and \( T_{\text{nrel}_C}[v, d] = \text{nrel}_C(v, d) \) for every gate \( v \) and value \( d \in D \), allowing us to prove the following (a full description of the dynamic programming algorithm can be found in the full version):

- \textbf{Lemma 5 (⋆)}. Given a \( \prec \)-ordered \( \{\times, \text{dec}\}\)-circuit \( C \), we can compute a data structure in time \( \mathcal{O}(|C| \cdot \text{poly}(|X|) \cdot \text{polylog}|D|) \) that allows us to access \( \text{var}(v), |\text{rel}(v)| \) for every gate \( v \) of \( C \) in time \( \mathcal{O}(1) \) and \( \text{nrel}_C(v, d) \) for every decision gate \( v \) and \( d \in D \) in time \( \mathcal{O}(\text{polylog}(|D|)) \).

An example of what the \( \text{nrel}_C \) values might look like in practice can be seen at the left of the decision gates in Figure 3.
Direct access. We now show how the precomputation from Lemma 5 allows us to get direct access for ordered \( \{ \times, \text{dec} \} \)-circuits. We first show how one can solve a DA task for any relation as long as we have access to very simple counting oracles. We then show that one can quickly simulate these oracle calls in ordered \( \{ \times, \text{dec} \} \)-circuits using precomputed values.

We start by illustrating our algorithm on an example.

**Example 6.** Consider Figure 3, which represents two different direct access tasks on a circuit where \( \text{rel}_C \) has been precomputed and which is represented as lists beside each node.

We start by explaining how we solve direct access for \( k = 7 \), depicted in Figure 3a. In this paragraph, let \( \tau_7 \) be the 7-th solution of the circuit, that is, \( \{ x_1 \mapsto 1, x_2 \mapsto 1, x_3 \mapsto 1 \} \) (see Figure 2). Our algorithm iteratively finds the values of \( \tau_7 \) on \( x_1, x_2 \) and \( x_3 \). It starts by finding the value \( \tau_1(x_1) \) from the decision node at the root of the circuit. Using \( \text{rel}_C \), one can see that the smallest value one can assign to \( x_1 \) to have at least 7 solutions is 1. By Lemma 1, we know that \( \tau_7(x_1) = 1 \). The algorithm then follows the edge labelled by 1 to find a subcircuit computing every solution of the circuit when \( x_1 \) is fixed to 1. We can now repeat the method to find \( \tau_7(x_2) \). However, one has to be careful about the index. By setting \( x_1 \) to 1, we have discarded every solution of the circuit where \( x_1 < 1 \), that is, every solution where \( x_1 \leq 0 \). From \( \text{rel}_C \), we know that there are 4 such solutions. Hence, when repeating the method, we now look for the third \( (7 - 4 = 3) \) solution of the next gate. The same reasoning yields that \( \tau_7(x_2) = 1 \) and that we discard 2 solutions. Applying this method once more yields the desired value for \( x_3 \).

The algorithm is a bit more complex when encountering \( \times \)-gates. We illustrate it in Figure 3b, where we solve direct access for \( k = 13 \). Again, we denote by \( \tau_{13} \) the 13-th solution of the circuit. We find that \( \tau_{13}(x_1) = 2 \) exactly as before. We know that setting \( x_1 \) to 2 discards 10 solutions. Hence, we need to find the 3-rd solution of the circuit rooted in the \( \times \)-gate. To do that, we first follow every edge going in the gate to find only decision-gates. By 3, we know that the solution of the \( \times \)-gate are the Cartesian product of the solutions of both decision-gates. Now to find the value \( \tau_{13}(x_2) \), we do the same reasoning as before but one has to be careful: \( \text{rel}_C \) only contains the number of solutions of the subcircuit but each one of these solutions can be extended to a full solution of the circuit by completing it with the value of \( x_3 \). We now from \( \text{rel}_C \) on the decision-gate labelled by \( x_3 \) that there are 2 such solutions. Hence, each solution of the decision-gate labelled by \( x_2 \) can be extended into 2 full solutions. Hence, we know that there are 2 solutions where \( x_2 = 0 \) and 4 solutions where \( x_2 = 2 \). Hence, similarly as before, we can deduce that \( \tau_{13}(x_2) = 2 \). We find the value of \( x_3 \) similarly as before.

**Lemma 7 (\(*\)).** Assume that we are given a relation \( R \subseteq D^X \) with \( X = \{ x_1, \ldots, x_n \} \) and an oracle such that for every prefix assignment \( \tau \) of size \( p \) it returns \( \#\sigma_{\tau \land x_{p+1} \leq d}(R) \). Then, for any \( k \), we can compute \( R[k] \) using \( O(n \cdot \log \log |D|) \) oracle calls, where \( n = |X| \).

**Proof sketch.** Let \( \tau = R[k] \). We apply Lemma 1 iteratively to find \( \tau(x_i) \) for each \( i = 1, \ldots, n \). By Lemma 1, we know that \( \tau(x_1) = d \) where \( d \) is the smallest value in \( D \) such that \( \#\sigma_{x_1 \leq d}(R) \geq k \). Now one can easily find \( d \) using a binary search that makes \( O(\log |D|) \) oracle calls. Now, finding \( \tau(x_2) \) boils down to find \( R'[k'] \) where the \( k' = k - \#\sigma_{x_1 < d}(R) \) and \( R' = \sigma_{x_1=d}(R) \) which can be done similarly using oracle calls for \( R' \), which could be simulated by oracle calls to \( R \), and so on for each value \( \tau(x_i) \).

Now, it remains to show that oracle calls as in Lemma 7 can be efficiently solved on ordered \( \{ \times, \text{dec} \} \)-circuits after preprocessing.
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Figure 3 Examples of paths followed in the circuit for different direct access tasks. Precomputed values of \( nrel_C \) for decision gates are represented as lists at the left of each gate. The current index of the tuple we are searching for is indicated next to the reached nodes.

Lemma 8 (**). For a given prefix assignment \( \tau \) of size \( p \) and \( d \in D \), assuming that \( |rel(v)| \), \( nrel_C(v, d) \) and \( \text{var}(v) \) have been precomputed for every gate \( v \) in \( C \), \( \#\sigma_{\tau \land x_{p+1} \leq d}(rel(C)) \) can be computed in time \( O(poly(n)polylog(|D|)) \), where \( n = |X| \).

Proof sketch. To ease notation, let \( x = x_{p+1} \). We first compute \( f_\tau \) in \( O(n) \) with Lemma 3. Now, \( \sigma_\tau(rel(C)) = D^\Delta \times rel(f_\tau) \times \{\tau\} \) for \( \Delta = \{x_{p+1}, \ldots, x_n\} \setminus \text{var}(f_\tau) \). Now, either \( x \in \Delta \) and we have \( \sigma_{\tau \land x \leq d}(rel(C)) = D^{\Delta \setminus \{x\}} \times \sigma_{x \leq d}(D^{\{x\}}) \times rel(f_\tau) \times \{\tau\} \) or \( x_{p+1} \notin \Delta \) and we can show that there exists a decision gate \( v \) in \( f_\tau \) such that \( \text{decvar}(v) = x \). In this case, \( \sigma_{\tau \land x \leq d}(rel(C)) = D^\Delta \times \sigma_{x \leq d}(rel(v)) \times rel(f_\tau \setminus \{v\}) \times \{\tau\} \). In any case, we can compute each part of the Cartesian product from precomputed values: \( |rel(f_\tau)| = \prod_{w \in f_\tau} |rel(w)| \), \( |D^\Delta| = |D|^{|\Delta|} \), \( \#\sigma_{x \leq d}(D^{\{x\}}) = \text{rank}(d) \) and \( \#\sigma_{x \leq d}(rel(v)) = nrel_C(v, d) \), hence \( \#\sigma_{\tau \land x_{p+1} \leq d}(rel(C)) \) is computed with at most \( n \) multiplications of integers of size at most \( n \cdot polylog(|D|) \).

Theorem 4 now follows from Lemmas 5, 7, and 8. Indeed, after preprocessing the circuit using Lemma 8, one can use the procedure described in Lemma 7 to solve direct access task using oracle calls, that can be answered efficiently as shown in Lemma 8.

4 From join queries to ordered \( \{\times, \text{dec}\} \)-circuits

In this section, we present a simple top-down algorithm such that on input \( Q, \prec \) and \( D \), it returns a \( \prec \)-ordered \( \{\times, \text{dec}\} \)-circuit \( C \) such that \( rel(C) = Q(D) \), where \( Q \) is a join query, \( \prec \) an order on its variables and \( D \) a database. This algorithm is an adaptation of exhaustive DPLL [31], an algorithm that has been originally devised to solve the \#SAT problem, but Huang and Darwiche [20] have shown that the trace of this algorithm implicitly builds a Boolean circuit, corresponding to the \( \{\times, \text{dec}\} \)-circuits on domain \( \{0, 1\} \). We show how to adapt it in the framework of signed join queries. The algorithm itself is presented in Section 4.1. We study the complexity of this algorithm in Section 4.3 depending on the structure of \( Q \) and \( \prec \), using hypergraph structural parameters introduced in Section 4.2.
4.1 Exhaustive DPLL for signed join queries

The main idea of DPLL for signed join queries is the following: given an order $\prec$ on the variables of a join query $Q$ and a database $D$, we construct a $\succ$-ordered $\{\times, \text{dec}\}$-circuit (where $x \succ y$ iff $y \prec x$) by successively testing the variables of $Q$ with decision gates, from the highest to the lowest wrt $\prec$. At its simplest form, the algorithm picks the highest variable $x$ of $Q$ wrt $\prec$, creates a new decision gate $v$ on $x$ and then, for every value $d \in D$, sets $x$ to $d$ and recursively computes a gate $v_d$ computing the subset of $\mathbb{Q}^D$ where $x = d$. We then add $v_d$ as an input of $v$ and proceed with the next value $d' \in D$.

This approach is however not enough to get interesting tractability results. We hence add the following optimisations. First, we keep a cache of already computed queries so that if we recursively call the algorithm twice on the same input, we can directly return the previously constructed gate. Moreover, if we detect that the answers of $Q$ are the Cartesian product of two or more subqueries $Q_1, \ldots, Q_k$, then we create a new $\times$-gate, recursively call the algorithm on each component $Q_i$ to construct a gate $w_i$ and plug each $w_i$ to $v$. Detecting such cases is mainly done syntactically, by checking whether the query can be partitioned into subqueries having disjoint variables. However, this approach would fail to give good complexity bounds in the presence of negative atoms. To achieve the best complexity, we also remove from $Q$ every negative atom as soon as it is satisfied by the current partial assignment. This allows us to discover more cases where the query has connected components.

The theoretical performance of the previously described algorithm may however vary if one is not careful in the way the recursive calls are actually made. We hence give a more formal presentation of the algorithm, whose pseudocode is presented in Algorithm 1.

Algorithm 1 An algorithm to compute a $\succ$-ordered $\{\times, \text{dec}\}$-circuit representing $\mathbb{Q}^D$.

1: procedure DPLL($Q, \tau, D, \prec$)
2: if $(Q, \tau)$ is in cache then return cache($Q, \tau$)
3: if $Q$ is inconsistent with $\tau$ then return $\bot$-gate
4: if $\tau$ assigns every variable in $Q$ then return $\top$-gate
5: $x \leftarrow \max_{\prec} \text{var}(Q)$
6: for $d \in D$ do
7: $\tau' \leftarrow \tau \times [x \leftarrow d]$
8: if $Q$ is inconsistent with $\tau'$ then $v_d \leftarrow \bot$-gate
9: else
10: Let $Q_1, \ldots, Q_k$ be the $\tau'$-connected components of $Q \downarrow \tau'$
11: for $i = 1$ to $k$ do $w_i \leftarrow \text{DPLL}(Q_i, \tau_{i}, D, \prec)$ where $\tau_i = \tau'|_{\text{var}(Q_i)}$
12: $v_d \leftarrow \text{new} \times$-gate with inputs $w_1, \ldots, w_k$
13: end if
14: end for
15: $v \leftarrow \text{new} \text{dec}$-gate connected to $v_d$ by a $d$-labelled edge for every $d \in D$
16: cache($Q, \tau) \leftarrow v$
17: return $v$
18: end procedure

While one could easily change the algorithm so that it produces a $\prec$-ordered $\{\times, \text{dec}\}$-circuit instead, the structural parameters we will be considering for the tractability of DPLL in Section 4.2 are more naturally defined on $\prec$. We choose to present DPLL this way to ease the proofs later.
A few notations are used in Algorithm 1. Given a database \( D \) on domain \( D \) and a tuple \( \tau \in D^\tau \), we denote by \([Q]^D_\tau\) the set of tuples \( \sigma \in D^{\text{var}(Q)\setminus \tau} \) that are answers of \( Q \) when extended with \( \tau \). More formally, \( \sigma \in [Q]^D_\tau \) if and only if \((\sigma \times \tau)|_{\text{var}(Q)} \in [Q]^D \). Given an atom \( R(x) \), a database \( D \) and a tuple \( \tau \in D^\tau \), we say that \( R(x) \) is inconsistent with \( \tau \) wrt \( D \) (or simply inconsistent with \( \tau \) when \( D \) is clear from context) if there is no \( \sigma \in D^\tau \) such that \( \tau \simeq \sigma \). Observe that if \( Q \) contains a positive atom \( R(x) \) that is inconsistent with \( \tau \) then \([Q]^D_\tau = \emptyset \). Similarly, if \( Q \) contains a negative atom \( \neg R(x) \) such that \( \tau \) assigns every variable of \( x \) and \( \tau(x) \in R \), then \([Q]^D_\tau = \emptyset \). If one of these cases arises, we say that \( Q \) is inconsistent with \( \tau \). Now observe that if \( \neg R(x) \) is a negative atom of \( Q \) such that \( R(x) \) is inconsistent with \( \tau \), then \([Q]^D_\tau = [Q']^D_\tau \times D^W \) where \( Q' = Q \setminus \{ \neg R(x) \} \) and \( W = \text{var}(Q) \setminus \text{var}(Q') \) (some variables of \( Q \) may only appear in the atom \( \neg R(x) \)). This motivates the following definition: the simplification of \( Q \) wrt \( \tau \) and \( D \), denoted by \( Q \downarrow \langle \tau, D \rangle \) or simply by \( Q \downarrow \tau \) when \( D \) is clear from context, is defined to be the subquery of \( Q \) obtained by removing from \( Q \) every negative atom \( \neg R(x) \) such that \( R(x) \) is inconsistent with \( \tau \). From what precedes, we clearly have \([Q]^D = [Q']^D \times D^W \) where \( Q' = Q \downarrow \langle \tau, D \rangle \) and \( W = \text{var}(Q) \setminus \text{var}(Q') \).

For a tuple \( \tau \in D^\tau \) assigning a subset \( Y \) of variables of \( Q \), the \( \tau \)-intersection graph \( I^\tau_{\tau} \) of \( Q \) is the graph whose vertices are the atoms of \( Q \) having at least one variable not in \( Y \) and there is an edge between two atoms \( a, b \) of \( Q \) if \( a \) and \( b \) share a variable that is not in \( Y \). Observe that \( I^\tau_{\tau} \) does not depend on the values of \( \tau \) but only on the variables it sets. Hence it can be computed in polynomial time in the size of \( Q \) only. A connected component \( C \) of \( I^\tau_{\tau} \) naturally induces a subquery \( Q_C \) of \( Q \) and is called a \( \tau \)-connected component. \( Q \) is partitioned into its \( \tau \)-connected components and the atoms whose variables are completely set by \( \tau \). More precisely, \( Q = \bigcup_{C \in \text{CCC}} Q_C \cup Q' \) where \( \text{CCC} \) are the connected component of \( I^\tau_{\tau} \) and \( Q' \) contains every atom of \( Q \) on variables \( x \) such that \( x \) only has variables in \( Y \). Observe that if \( \tau \) is an answer of \( Q' \), then \([Q]^D = \bigtimes_{C \in \text{CCC}} [Q_C]^D \) where \( C = \tau|_{\text{var}(Q)} \) since if \( C_1 \) and \( C_2 \) are two distinct \( \tau \)-connected components of \( I^\tau_{\tau} \), then \( \text{var}(Q_{C_1}) \cap \text{var}(Q_{C_2}) \subseteq Y \).

**Example 9.** We illustrate the previous definitions on the signed join query \( Q(x_1, \ldots, x_5) \) defined as \( \neg R(x_1, \ldots, x_5), S(x_1, x_2, x_3), T(x_1, x_4, x_5) \) and database \( D \) on domain \{0, 1\} with \( R^D = \{(1,1,1,1,0)\} \). Let \( \tau = [x_1 \leftarrow 0] \). The \( \tau \)-intersection graph of \( Q \) is a path where \( \neg R(x_1, \ldots, x_5) \) is connected to \( S(x_1, x_2, x_3) \) and \( T(x_1, x_4, x_5) \). There is no edge between \( S(x_1, x_2, x_3) \) and \( T(x_1, x_4, x_5) \) since \( x_1 \) is their only common variable and it is assigned by \( \tau \). Hence, \( Q \) has one \( \tau \)-connected component containing every atom of \( Q \). Now, \( Q \downarrow \tau = S(x_1, x_2, x_3), T(x_1, x_4, x_5) \) since \( R(0, x_2, \ldots, x_5) \) is inconsistent over \( D \) and the \( \tau \)-intersection graph of \( Q \downarrow \tau \) consists in two isolated vertices \( S(x_1, x_2, x_3) \) and \( T(x_1, x_4, x_5) \). Hence \( Q \downarrow \tau \) has two \( \tau \)-connected components. This example also illustrates the role of simplification for discovering Cartesian products.

The correctness can be proven by induction: a recursive call DPLL\((Q, \tau, D, \prec)\) returns a gate computing \([Q]^D_{\tau}\). This is formalised in the following theorem. We analyse the complexity of DPLL in Section 4.3.

**Theorem 10 (\(*\)).** Let \( Q \) be a signed join query, \( D \) a database and \( \prec \) an order on \( \text{var}(Q) \), then DPLL\((Q, \prec, D, \prec)\) constructs a \( \prec \)-ordered \{\times, \text{dec}\}-circuit \( C \) and returns a gate \( v \) of \( C \) such that \( \text{rel}(v) = [Q]^D_{\tau} \).

### 4.2 Hyperorder width

In this section, we introduce the notions of width based on elimination orders rather than tree decompositions that are relevant to pinpoint the complexity of the DPLL procedure.
Order based widths ($\text{how} (\cdot), \text{flow} (\cdot)$). A hypergraph $H = (V, E)$ and an order $\prec$ such that $V = \{v_1, \ldots, v_n\}$ with $v_1 \prec \cdots \prec v_n$ induces a series of hypergraphs defined as $H^\preceq_1, \ldots, H^\preceq_n$, as $H^\preceq_1 = H$ and $H^\preceq_{i+1} = H^\preceq_i / v_i$. The hyperorder width $\text{how} (H, \prec)$ of $\prec$ wrt $H$ is defined as $\max_{i \leq n} \text{cn}(N_{H^\preceq_i} (v_i), E)$. The hyperorder width $\text{how} (H)$ of $H$ is defined as the best possible width using any elimination order, that is, $\text{how} (H) = \min_{\prec} \text{how} (H, \prec)$. We similarly define the fractional hyperorder width $\text{flow} (H, \prec)$ of $\prec$ wrt $H$ as $\max_{i \leq n} \text{fcn}(N_{H^\preceq_i} (v_i), E)$ and the fractional hyperorder width $\text{flow} (H)$ of $H$ as $\text{flow} (H) = \min_{\prec} \text{flow} (H, \prec)$.

It has already been observed many times ([23, Appendix C] or [16, 17, 24]) that $\text{how} (H)$ and $\text{flow} (H)$ are respectively equal to the generalised hypertree width and the fractional hypertree width of $H$ and that there is a natural correspondence between a tree decomposition and an elimination order having the same width. However, to be able to express our tractability results as function of the order, it is more practical to define the width of orders instead of hypertree decompositions. In [7, Definition 9], $\text{flow} (H, \prec)$ is called the incompatibility number, though it is not formally defined on hypergraphs but directly on conjunctive queries. The case $k = 1$, which corresponds to the $\alpha$-acyclicity of the underlying hypergraph, has also been previously called an order without disruptive trio [12]. However, these notions are specifically used for the problem of direct access in conjunctive queries while the characterisation of hypergraph measures in terms of elimination orders of hypergraphs predates by several years this terminology (see [5] for a survey). We then choose a terminology closer to the usual terminology for hypergraph decompositions.

Hereditary order based widths ($\beta$-$\text{how} (\cdot), \beta$-$\text{flow} (\cdot)$). Hypertree width is not hereditary. That is, the (fractional) hypertree width of a subhypergraph can be much bigger than the (fractional) hypertree width of the hypergraph itself. It makes it not well suited to discover tractable classes for signed join queries. Indeed, if a query $Q$ contains a negative atom $\neg R(x)$ and if $D^Q$ is empty in the database $D$, then $[Q]^D$ is equal to $[Q']^D$, where $Q' = Q \setminus \{\neg R(x)\}$. Hence if some aggregation problem for a fixed self-join free query $Q$ on an input database $D$ can be solved in $O(\text{poly} (|D|))$ for any database $D$, it has to be tractable for every $Q'$ obtained by removing a subset of the negative atoms from $Q$. This motivates the following definitions: for a hypergraph $H = (V, E)$ and an order $\prec$ on $V$, the $\beta$-hyperorder width $\beta$-$\text{how} (H, \prec)$ of $\prec$ wrt $H$ is defined as $\max_{H' \subseteq H} \text{how} (H', \prec)$. The $\beta$-hyperorder width $\beta$-$\text{how} (H)$ of $H$ is defined as the width of the best possible elimination order, that is, $\beta$-$\text{how} (H) = \min_{\prec} \beta$-$\text{how} (H, \prec)$. We define similarly the $\beta$-fractional hyperorder width of an order $\prec$ and of an hypergraph $\beta$-$\text{flow} (H, \prec)$ and $\beta$-$\text{flow} (H)$ by replacing $\text{how} (\cdot)$ by $\text{flow} (\cdot)$ in the definitions.

Comparison with existing measures. The fact that fractional hypertree width is not hereditary has traditionally been worked around by taking the largest width over every subhypergraph. In other words, the $\beta$-fractional hypertree width $\beta$-$\text{fhtw} (H)$ of $H$ is defined as $\beta$-$\text{fhtw} (H) = \max_{H' \subseteq H} \text{fhtw} (H')$. The $\beta$-hypertree width $\beta$-$\text{htw} (H)$ is defined similarly. If one plugs the ordered characterisation of $\text{fhtw} (H')$ in this definition, one can observe that $\beta$-$\text{fhtw} (H) = \max_{H' \subseteq H} \min_{\prec} \text{flow} (H', \prec)$. Hence, the difference between $\beta$-$\text{fhtw} (H)$ and $\beta$-$\text{flow} (H)$ boils down to inverting the min and the max in the definition. It directly gives that $\beta$-$\text{fhtw} (H) \leq \beta$-$\text{flow} (H)$ and $\beta$-$\text{htw} (H) \leq \beta$-$\text{how} (H)$ for every $H$. The main advantage of the $\beta$-fractional hyperorder width is that it comes with a natural notion of decomposition – the best elimination order $\prec$ that can be used algorithmically. This is not given by the definition of $\beta$-$\text{fhtw} (\cdot)$ and has yet to be found.
The only exception is the case where $\beta$-$\text{fhtw}(H) = 1$, known as $\beta$-acyclicity, where an order-based characterisation is known and has been used to show the tractability of many problems such as SAT [29], $\#\text{SAT}$ or $\#\text{CQ}$ for $\beta$-acyclic instances [9, 6]. The elimination order is based on the notion of nest points. In a hypergraph $H = (V,E)$, a nest point is a vertex $v \in V$ such that $E(v)$ is ordered by inclusion, that is, $E(v) = \{e_1, \ldots, e_p\}$ with $e_1 \subseteq \cdots \subseteq e_p$. A $\beta$-elimination order $(v_1, \ldots, v_n)$ for $H$ is an ordering of $V$ such that for every $i \leq n$, $v_i$ is a nest point of $H \setminus \{v_1, \ldots, v_{i-1}\}$. A closer inspection of the definition of $\beta$-elimination order $\prec$ shows that $\beta$-$\text{flow}(H, \prec) = \beta$-$\text{how}(H, \prec) = 1$, showing that it corresponds to $\beta$-acyclicity. We can actually prove a more general result: the notion of $\beta$-acyclicity has been recently generalised by Lanzinger in [25] using a notion called nest sets. A set of vertices $\mathcal{S} \subseteq V$ is a nest set of $H$ if $\{e \setminus \mathcal{S} \mid e \in E, e \cap S \neq \emptyset\}$ is ordered by inclusion. A nest set elimination order is a list $\Pi = (S_1, \ldots, S_p)$ such that: $\bigcup_{i=1}^p S_i = V$, $S_i \cap S_j = \emptyset$ and $S_i$ is a nest set of $H \setminus \bigcup_{j<i} S_j$.

The width of a nest set elimination is $\text{nsw}(H, \Pi) = \max_i |S_i|$ and the nest set width $\text{nsw}(H)$ of $H$ is defined to be the smallest possible width of a nest set elimination order of $H$. It turns out that our notion of width generalises the notion of nest set width, that is, we have $\beta$-$\text{flow}(H, \prec) = \beta$-$\text{how}(H, \prec) = 1$, showing that it corresponds to $\beta$-acyclicity.

We summarise the above discussion in the following theorem:

**Theorem 11 (⋆).** For every hypergraph $H = (V,E)$, we have: $\beta$-$\text{fhtw}(H) \leq \beta$-$\text{how}(H) \leq \text{nsw}(H)$. In particular, $H$ is $\beta$-acyclic iff $\beta$-$\text{how}(H) = 1$.

The goal of this paper is not to give a thorough analysis of $\beta$-fractional hyperorder width so we leave for future research several questions related to it: what is the complexity of computing the $\beta$-fractional hyperorder width of a hypergraph, how does it compare with other widths such as (incidence) treewidth, (incidence) cliquewidth, MIM-width or point-width [11]. For these measures of width, $\#\text{SAT}$, a problem close to computing the number of answers in signed join queries, is known to be tractable (see [9] for a survey). We leave open the most fundamental question of comparing the respective powers of $\beta$-$\text{fhtw}(\cdot)$ and $\beta$-$\text{flow}(\cdot)$. We also refer the interested reader to the full version where we discuss why the seemingly natural notion of $\beta$-hyperorder width has not appeared earlier in the literature.

**Signed hyperorder width.** In the case of signed join queries, one can deal with positive and negative atoms differently, which is not reflected by the definition of $\beta$-$\text{flow}(\cdot)$. We generalise these widths to signed hypergraphs by taking subhypergraphs only on the negative part, generalising a notion of acyclicity introduced by Brault-Baron in [4] that mixes $\beta$- and $\alpha$-acyclities for signed hypergraphs. Let $H = (V, E_+, E_-)$ be a signed hypergraph. Given an order $\prec$ on $V$, the signed hyperorder width $\text{show}(H, \prec)$ of $\prec$ wrt $H$ is defined as $\text{show}(H, \prec) = \max_{E \subseteq E_-} \text{how}((V, E_+ \cup E'), \prec)$. The signed hyperorder width $\text{show}(H)$ of $H$ is defined as $\text{show}(H) = \min_\prec \text{show}(H, \prec)$. Fractional version of these widths could easily be defined but will not be needed in this paper. It is clear from the definition that if $E_+ = \emptyset$ then $\text{show}(H, \prec) = \beta$-$\text{how}(H, \prec)$ and if $E_- = \emptyset$, then $\text{show}(H, \prec) = \text{how}(H, \prec)$.

### 4.3 Complexity of exhaustive DPLL

The complexity of DPLL on a conjunctive query $Q$ and order $\prec$ can be bounded in terms of the hyperorder width of $H(Q)$ wrt $\prec$:
Theorem 12. Let $Q$ be a signed join query, $D$ a database over domain $D$ and $<$ an order on $\operatorname{var}(Q)$. Then DPLL($Q, \emptyset, D, \prec$) produces a $\succ$-ordered $\{\times, \operatorname{dec}\}$-circuit $C$ of size $O(\operatorname{poly}_2(|Q|)|D|^{k+1})$ in time $O(\operatorname{poly}_2(|Q|)|D|^{k+1} \cdot \operatorname{polylog}(|D|))$ such that $\operatorname{rel}(C) = [Q]_D^\prec$ where $k = \operatorname{fhow}(H(Q), \prec)$ if $Q$ is positive and $k = \operatorname{show}(H(Q), \prec)$ otherwise.

A full proof of Theorem 12 can be found in the full version. The proof is technical since there is nothing connecting the structure of the hypergraph of $Q$ and the runtime of DPLL. Due to space constraints, we only give a short overview of the proof, trying to stress how both notions connect.

In this section, we fix a signed join query $Q$ that has exactly one $\langle \rangle$-component (the case where $Q$ has many $\langle \rangle$-component can be easily dealt with by constructing the Cartesian product of each $\langle \rangle$-component of $Q$), a database $D$ and an order $\prec$ on $\operatorname{var}(Q) = \{x_1, \ldots, x_n\}$ where $x_1 \prec \cdots \prec x_n$. We let $D$ be the domain of $D$, $n$ be the number of variables of $Q$ and $m$ be the number of atoms of $Q$. To ease notation, we will write $X$ instead of $\operatorname{var}(Q)$. For $i \leq n$, we denote $\{x_i, \ldots, x_n\}$ by $X_{\geq i}$. Similarly, $X_{\leq i} = X_{\leq i} \setminus \{x_i\}$, $X_{\succ i} = \operatorname{var}(Q) \setminus X_{\leq i}$ and $X_{\prec i} = \operatorname{var}(Q) \setminus X_{\succ i}$. Finally, we let $R_D^Q$ be the set of $(K, \sigma)$ such that DPLL$(Q, \emptyset, D, \prec)$ makes at least one recursive call to DPLL$(K, \sigma, D, \prec)$. The first thing to observe, is that thanks to the usage of a cache, the complexity of DPLL can naturally be stated as a function of $|R^Q_D|$:

Lemma 13 ($\ast$). DPLL$(Q, \emptyset, D, \prec)$ produces a circuit of size at most $O(|R^Q_D| \cdot |D| \cdot \operatorname{poly}(|Q|))$ in time $O(|R^Q_D| \cdot \operatorname{poly}(|Q|) \cdot |D| \cdot \operatorname{polylog}(|D|))$.

Hence to prove Theorem 12, one only needs to bound the size of $R^Q_D$. To do that, we characterise the elements $(K, \sigma) \in R^Q_D$ in terms of hypergraph structure. The key notion we need is the notion of $x$-components, a definition akin to the one used in [9] to compile $\beta$-acyclic CNF formulas. Let $Q' \subseteq Q$ be a subquery of $Q$ and $x, y$ two variables of $Q'$ such that $y \prec x$. An $x$-path to $y$ in $Q'$ is a list $x_0, a_0, \ldots, x_p$ where $a_i \in \operatorname{atoms}(Q')$ is an atom of $Q'$ on variables $x_i$, $x_i$ is a variable of $x_i$, $x_0 = x$, $x_p = y$ and $x_i \leq x$ for every $i \leq p$. Intuitively, it maps to a path in the hypergraph of $Q'$ that starts from $x$ and is only allowed to use vertices smaller than $x$. The $x$-component of $Q'$ is the set of atoms $a$ of $Q'$ such that there exists an $x$-path to a variable $y$ of $a$ in $Q'$.

It turns out that the recursive calls of DPLL are $x$-components of some $Q' \subseteq Q$ and $x \in X$ where $Q'$ is obtained from $Q$ by removing negative atoms. Intuitively, these removed atoms are the ones that cannot be satisfied anymore by the current assignment of variables.

Lemma 14 ($\ast$). Let $(K, \sigma) \in R^Q_D$ and let $x$ be the biggest variable of $K$ not assigned by $\sigma$. There exists $\tau$ a partial assignment of $X_{\geq x}$ such that $\tau|_{\operatorname{var}(K)} = \sigma$ and $K$ is the $x$-component of $Q \upharpoonright \tau$.

Moreover, $x$-components are connected to the width notions from Section 4.2 as follows:

Lemma 15 ($\ast$). Let $Q$ be a signed join query on variables $X = \{x_1, \ldots, x_n\}$, $x_i$ a variable of $Q$ and $K_i$ its $x_i$-component. We let $H$ be the hypergraph of $Q$, $H_1 = H$ and $H_{j+1} = H_j/x_j$. We have $N_{x_i}(H_j) = \operatorname{var}(K_i) \cap X_{\geq x_i}$.

Intuitively, Lemma 15 allows us to conclude that the variables from $X_{\geq x}$ of an $x$-component in a hypergraph $H$ admit a fractional cover of value at most $k$ where $k = \operatorname{fhow}(H, \prec)$. Now we illustrate how one can use it to get a bound on $R^Q_D$. We start with the case of positive conjunctive query. Let $(K, \sigma) \in R^Q_D \setminus \sigma$. By Lemma 14 that there exists $\tau \supset \sigma$ such that $K$ is the $x$-component of $Q \upharpoonright \tau$, which is equal to $Q$ in the case of positive conjunctive query. Moreover, $\tau$ must be compatible with every atom of $Q$, otherwise DPLL would have returned
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\( \bot \) already. In other words, \( \tau \) satisfies every atom from the \( x \)-component of \( Q \) restricted to \( X_{\succ x} \). But these atoms have a fractional cover of value at most \( k \), hence by Theorem 2, there are at most \( |D|^k \) different \( \tau \) for each \( x \)-component. Since there are at most \( n \) distinct \( x \)-component, a bound on \( R_D^Q \) follows.

We can have a similar bound for the signed case but now \( Q \downarrow \tau \) is not \( \bot \) anymore since some negative atoms may have been removed from \( Q \) because they are incompatible with \( \tau \). However, we know that the hypergraph of \( Q \downarrow \tau \) is obtained by removing negative atoms of \( Q \), hence we know that the variables from \( X_{\succ x} \) of any \( x \)-component of \( Q \downarrow \tau \) are covered by at most \( k \) atoms. Moreover, \( Q \downarrow \tau \) only contains atoms that are compatible with \( \tau \). Hence by Theorem 2 again, we can show that for a given \( K \), there are at most \( |D|^k \) distinct \( \tau \) such that \( (K, \tau) \in R_D^Q \). Moreover, we can show that the possible \( K \) can be characterised by looking at the \( x \)-component of \( Q \downarrow \tau \) for every \( \tau \) that is a solution of the join of at most \( k \) atoms projected on \( X_{\succ x} \) which allows us to derive an \( n^k |D|^k \) bounds on \( R_D^Q \) in this case.

To wrap up, we can prove the following bounds on \( R_D^Q \):

\[ \text{Lemma 16} (\ast). \text{ If } Q \text{ is a positive join query with } m \text{ atoms and } n \text{ variables, } |R_D^Q| \leq n|D|^k \text{ where } k = \text{fhow}(H(Q), \prec). \text{ Otherwise } |R_D^Q| \leq nm^{k+1}|D|^k \text{ where } k = \text{show}(H(Q), \prec). \]

Theorem 12 is a direct corollary of Lemmas 13 and 16. One may wonder why we do not use fractional width when \( Q \) contains negative atoms. The proof of Lemma 16 breaks in this case when we try to bound the number, for a given \( x \), of \( x \)-component \( K \) that can appear in recursive calls. To prove Lemma 16, we bound it by taking at subset of at most \( k \) atoms of \( Q \). To do it with fractional cover, one would need to consider every combination of atoms of \( Q \) having fractional cover at most \( k \) which we did not manage to bound by a polynomial in \( Q \). We therefore leave this question open for future research but observe that it would give a complexity of at most \( O(2^n |D|^{k+1} \text{polylog} |D|) \) which is polynomial wrt data complexity.

5 Tractability results for signed join and conjunctive queries

Combining the algorithm for DA on ordered circuits from Section 3 with the algorithm of Section 4 gives tractability results on the complexity of direct access for signed join queries:

\[ \text{Theorem 17} (\ast). \text{ Given a signed join query } Q, \text{ an order } \prec \text{ on } \text{var}(Q) \text{ and a database } D \text{ on domain } D, \text{ we can solve the direct access problem for } \prec_{\text{lex}} \text{ with precomputation } O(|D|^{k+1} \text{polylog} |D| \cdot \text{poly}_k (|Q|)) \text{ and access time } O(\text{poly}(n) \cdot \text{polylog} |D|) \text{ where } n = |\text{var}(Q)| \text{ where } k = \text{fhtw}(H(Q), \succ) \text{ if } Q \text{ is positive and } k = \text{show}(H(Q), \succ) \text{ otherwise.} \]

Negative join queries and \#SAT. Theorem 17 generalises many tractability results from the literature. First of all, our result can directly be applied to \#SAT, the problem of counting the number of satisfying assignment of a CNF formula. A CNF formula \( F \) with \( m \) clauses can directly be transformed into a negative join query \( Q_F \) with \( m \) atoms having the same hypergraph and into a database \( D_F \) on domain \( \{0, 1\} \) of size at most \( m \) such that \([Q_F]^{D_F}\) is the set of satisfying assignments of \( F \). Indeed, a clause can be seen as the negation of a relation having exactly one tuple. For example, \( x \lor y \lor \neg z \) can be seen as \( \neg R(x, y, z) \) where \( R \) contains the tuple \((0, 0, 1)\). Hence, Theorem 17 generalises both [9] and [6] by providing a compilation algorithm for \( \beta \)-acyclic queries to any domain size and to the more general measure of \( \beta \)-hyperorder width. It also shows that not only counting is tractable but also the more general DA tasks. Theorem 17 also generalises the results of [25] which shows the tractability of the evaluation of negative join queries with bounded nest set width. Since a negative join query with nest set width \( k \) has \( \beta \)-hyperorder width at most
Figure 4 summarises our contributions for join queries with negations and locates them in the landscape of known tractability results. Even if our result applies to signed conjunctive queries, we summarise our contribution only for negative join queries and positive join queries since it allows to compare hypergraph measures (where tractability of signed queries is stated using signed hypergraphs parameters). The stated complexity are given assuming that a decomposition is provided in the input. While the complexity of computing the $\beta$-fractional hyperorder width is open, we observe that for nest set width, this decomposition could also be computed in FPT time in the size of the hypergraph [25]. In particular, it gives the following:

- **Theorem 18.** Computing $\#[Q]^D$ can be computed in polynomial time when parametrized by nest-set width.

Despite the fact that computing an optimal nest-set width elimination order is FPT, Theorem 18 only gives an XP algorithm for $\#SAT$ and not an FPT algorithm since the complexity of DPLL has a $O(m^k)$ dependency where $m$ is the number of atoms.

**Direct access for positive conjunctive queries.** Theorem 17 allows to recover the tractability of DA for positive join queries with bounded fractional hypertree width proven in [12, 7]. Indeed, given an order $\prec$ on the vertices of a hypergraph, [7] introduces the notion of incompatibility number of $\prec$ which corresponds exactly to its fractional hypertree width. Hence Theorem 17 implies the same tractability results for positive join query as [7, Theorem 10]. The complexity bounds from this paper are however better than ours and proven optimal since the preprocessing is of the form $\text{poly}_k(Q)|D|^k$ where we have $\text{poly}_k(Q)|D|^{k+1}$. We nevertheless believe that with a more careful analysis of the implementation of Algorithm 1, we could match this upper bound although this is not the focus of this paper. Another strong point of [12] (and also [8, Theorem 39] which is the arXiv version of [7]) is that it handles conjunctive queries, that is, join queries with projection which is not covered by Theorem 17. We demonstrate the versatility of the circuit-based approach by showing how one can also handle quantifiers directly on the circuit.
Theorem 19 (*). Let $C$ be a $\prec$-order circuit on domain $D$, variables $X = \{x_1, \ldots, x_n\}$ such that $x_1 \prec \cdots \prec x_n$ and $j \leq n$. One can compute in time $O(|C| \cdot \text{poly}(n) \cdot \text{polylog}(|D|))$ a circuit $C'$ of size at most $|C|$ such that $\text{rel}(C') = \text{rel}(C)|_{\{x_1, \ldots, x_j\}}$.

Now we can use Theorem 19 to handle conjunctive queries by first using Theorem 12 on the underlying join query to obtain a $\prec$-circuit and then by projecting the variables directly in the circuit. This approach works only when the largest variables in the circuits are the quantified variables. It motivates the following definition: given a hypergraph $H = (V, E)$, an elimination order $(v_1, \ldots, v_n)$ of $V$ is $S$-connex if and only if there exists $i$ such that $\{v_1, \ldots, v_i\} = S$. In other words, the elimination order starts by eliminating $V \setminus S$ and then proceeds to $S$. Given a conjunctive query $Q$ and an elimination order $\prec$ on $\text{var}(Q)$, we say that the elimination is free-connex if it is a $\text{free}(Q)$-connex elimination order of $H(Q)$ where $\text{free}(Q)$ are the free variables of $Q^2$. We directly have the following:

Theorem 20 (*). Given a conjunctive query $Q(Y)$, a free-connex order $\succ$ on $\text{var}(Q)$ and a database $D$ on domain $D$, we can solve direct access tasks for $\prec_{\text{lex}}$ with precomputation $O(|D|^{k+1} \cdot \text{polylog}|D| \cdot \text{poly}_k(|Q|))$ and access time $O(n \cdot \text{polylog}(|D|))$ where $n = |\text{var}(Q)|$ where $k = \text{fhtw}(H(Q), \succ)$ if $Q$ is positive and $k = \text{show}(H(Q), \succ)$ otherwise.

We observe that our notion of free-connex elimination order for $Q$ is akin to [8, Definition 38] with two differences: first, in [8], it is allowed to only specify a preorder on $\text{free}(Q)$ and the complexity of the algorithm is then stated with the best possible compatible ordering, which would be possible in our framework too. The second difference is that the orders are presented in reverse, that is, in their definition, the orders start with free variables and end with quantified variables. We decided to present free-connexity of elimination orders in this way so that it corresponds to the existing notion of free-connexity of tree decompositions. Now, Theorem 20 constructs a direct access for $\prec_{\text{lex}}$ when $\succ$ is free-connex, so Theorem 20 proves the same tractability result as [8, Theorem 39], again with an extra $|D|$ factor but compatible with negative and signed conjunctive queries.

Future Work

Our new tractability results for solving DA tasks on signed conjunctive queries relies on a unifying framework for both positive and signed queries using factorised representation of the answer sets of the query. It opens many avenues for research. First, contrary to the positive query case, we do not yet have parameterised lower bounds on the preprocessing and access time needed for solving DA tasks on signed queries. Having a better understanding of what happens on the fractional relaxation of $\beta$-hyperorder width would be a first step toward proving such lower bounds. Also, we believe our analysis of the complexity of DPLL is not optimal and that with the right data structures, we should be able to prove an upper bound of the order $|D|^\text{flow}(Q)$ instead of the $|D|^\text{flow}(Q)+1$ for positive queries, hence matching the existing upper bounds exactly. We leave a more involved analysis of this algorithm for future work. Finally, we believe that the circuit representation we are using is promising for answering different kind of aggregation tasks and hence generalising existing results to the case of signed conjunctive queries. For example, FAQ and AJAR queries [24, 21] could be answered using this data structure by annotating the circuit with semi-ring elements and

---

2 The notion of $S$-connexity already exists for tree decompositions. We use the same name here as the existence of an $S$-connex tree decomposition of (fractional) hypertree width $k$ is equivalent to the existence of an $S$-connex elimination order of (fractional) hyperorder width $k$. 
projecting them out as in Theorem 19. Similarly, we believe that the framework of [15] for solving DA tasks on conjunctive queries with aggregation operators may be generalised in a similar way to the class of ordered \{\times, \textsf{dec}\}-circuits.
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