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—— Abstract

We study the problem of querying different data sources, which we assume out of our control and
that are made available by standard web communication protocols. In this scenario, the time spent
communicating data often dominates the time spent processing local queries in each server. Thus,
our focus is on algorithms that minimize the communication between the query processing server
and the federated servers containing data.

However, any federated query can always be answered with linear communication, simply by
requesting all the data to the federated sources. Further, one can show that certain queries do
require this amount of communication. But sending all the data is definitely not a relevant algorithm
from a practical point of view. This worst-case analysis is, therefore, not useful for our needs. There
is a growing body of work in terms of designing strategies that minimize communication in query
federation, but these strategies are commonly based in heuristics, and we currently miss a formal
analysis providing guidelines for the design of such strategies.

We focus on the communication complexity of federated joins when the problem is parameterized
by a measure commonly referred to as the certificate of the instance: a framework that has been
used before in the context of set intersection and local query processing. We show how to process
any conjunctive query in time given by the certificate of instances. Our algorithm is an adaptation
of Minesweeper, one of the algorithms devised for local query processing, into our federating setting.
When certificates are of the size of the instance, this amount to sending the entire database, but
our strategy provides drastic reductions in the communication needed for queries and instances
with small certificates. We also show matching communication lower bounds for cases where the
certificate is smaller than the size of active domain of the instances.
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1 Introduction

Federated querying services, in which users can use the Web to access data from different
independent sources, are already a part of our current Web architecture. The Semantic
Web initiative provides one way of doing this: assuming the data is represented under
the RDF standard [12], then these repositories can be queried and merged together using
SPARQL, the query language for RDF, by means of the SERVICE operator[4]. Remarkably,
the RDF /SPARQL standard also allows for linking non-RDF data, by virtually masking it
as intermediate answers of SPARQL queries [15, 22]. To illustrate the uses of web query
federation, consider an application in which we recommend city attractions to tourists. Basic
information about a city can be automatically obtained from Wikipedia, by querying its
public wikidata endpoint at (https://query.wikidata.org/). But this information can be
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further filtered, for example, by looking at a weather API (so that recommendations agree
with current weather), by comments in social networks, or by reviews from platforms such as
Yelp or Foursquare. Because we need up-to-date information, queries must be carried out in
real time, and the communication must be performed by http or other similar protocol.

We are thus looking to merge information from several web data repositories, which we
can only access by means of http requests.

In the context of Web query federation, the main bottleneck in processing queries is
not computational power, but web bandwidth usage. Thus, looking for efficiency in the
context of query federation means communicating the fewer number of intermediate results
between the different data repositories. Furthermore, there is usually an economic incentive
for minimizing API requests, as several APIs and endpoints charge for their information.

Consequently, a good deal of research in query federation has been devoted towards
algorithms reducing the amount of communication between servers (see e.g. [8, 19] for a
good introduction). But so far most approaches rely on heuristics and data profiles, much
resembling how traditional DBMS query planning work, and without strict algorithmic
properties, nor tools providing guarantees that one approach works better than others.

We believe that current discussion on query federation would benefit from a formal study
establishing the limits of what can be done in terms of query processing. Two main questions
arising in this context are, first, to understand what are the theoretical limits in terms of
communicating tuples (or bits) in query federation. And second, can we design querying
strategies that work within these bounds?

Our answers to these questions are based on the framework of adaptive algorithms, as
presented in the work of Demaine et al [7]. This framework can be understood as a relaxation
of instance-optimal algorithms, wherein one shows that algorithms are optimal for classes of
instances that are classified by specific parameters. Adaptive join algorithms have already
been studied for traditional (non-federated) query processing in relational databases [16, 10],
and we show that these algorithms are a good starting point for the design of algorithms
with adaptive communication complexity. We also show that these algorithms are optimal in
terms of communication. Up to our best knowledge, our work is the first to introduce the
adaptive framework in terms of communication complexity.

1.1 Problem Definition and Main Results

Let Q(x) be a conjunctive query over a schema with relations Ry,...,R,. A federated
instance I for () is a distributed database instance for Ry, ..., R,, in which the interpretation
R! of each relation R; resides in a different server. The evaluation Q(I) of @ over a
federated instance I is the standard evaluation of @) over the database instance containing
the interpretation of all relations in I. In web query federation, we wish to materialize all
these answers on a separate client, which we abstract as an additional server in our setting.
More precisely, we focus on the following problem:

FEDERATED QUERY EVALUATION
Input: A conjunctive query @,
a federated instance I for Q.
Task:  Compute Q(I) in a separate server.

As we have mentioned, we assume our servers to be connected only through the Web,
and thus the most important bottleneck for Federated Query Evaluation is the amount
of communication between each server. Our focus is, then, to solve FEDERATED QUERY
EVALUATION using the least amount of communication.
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Efficient algorithms for Federated Query Evaluation. What do we mean by efficient
communication? Naturally, the best algorithm should communicate as few information
as possible. For a query @ and a federated instance I, the bare minimum would be to
communicate only the tuples in each relation that participate in Q(I), that is, each relation
R in @ should send only |R x Q(I)| tuples. But this is too demanding: if Q(I) is empty then
we would not be allowed to communicate anything at all. Hence, we settle for algorithms that
communicate |R X Q(I)| tuples per server, plus an extra (small) amount of communication
that may depend on @ and I.

In traditional join algorithms, the standard is to compute queries in linear time with
respect to the database. But asking for linear communication is pointless, as the trivial
algorithm where we share the entire database already satisfies this bound, even though most
of the time this is not a practical option. Our answer builds from the notion of adaptive
algorithms devised by Demaine et al. [7], and recently used in the context of (single server)
query-processing [16, 10]. Let us first illustrate the idea with an example.

» Example 1. Consider query Q(z,y,z,w) + R(x,y) A S(z,2z) A T(z,w). Assuming a
federated instance where R, S and T reside in different servers, computing the answers of
Q using a traditional left-deep plan, or even Yannakakis algorithm [24], would necessarily
involve the pairwise intersection of the first components of R, S and 7', in some order. This
operation involves the intersection of several sets of elements, which requires a linear amount
of communication, as per standard communication complexity results [11]. However, if we
intersect all of R, S and T adaptively, there are several instances for which we can compute
the answers of () with much less communication: in the extreme case where all elements in
(the first components of) R are smaller than those in S or T', we can realize that the answer
is empty simply by asking R for their biggest element, and comparing it to those in .S and 7.
Ideally, our algorithms should behave much better in these instances.

The adaptive analysis provides a way to measure how complicated are instances for
processing queries such as the one in Example 1. More precisely, adaptive algorithms assign

to each instance I a certificate, whose size is then used to bound the performance of algorithms.

The notion of a certificate for join queries was already defined in [16]: in essence, a certificate
is a set of comparisons between elements of the input relations that serves as a warranty
for the output of the query. We can use the same ideas in our context of communication,
arriving thus at the first goal of our work.

Goal 1. Devise an algorithm that solves Federated Query Evaluation, in which each relation
R; communicates at most O(|R; x Q(I)|+ ¢) tuples, in terms of data complexity!, where c is
the size of the smallest certificate for I, as defined in [16]. In terms of bits of communication,
assuming a shared dictionary, Goal 1 implies communicating O((|R; x Q(I)| + ¢) -logn) bits
in data complexity, where n is the size of active domain (the number of different elements)
in .

We argue that neither left-deep plans nor Yannakakis’s algorithm (for acyclic queries)
fulfill the requirements of Goal 1, and, up to our best knowledge, neither does any of the
known approaches for solving SPARQL Query Federation (see e.g. [19, 5, 6, 14, 13, 18]).

! In data complexity the size of query Q is considered to be fixed, and therefore so is the number of
attributes in each relation.
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Our proposal is to use known adaptive algorithms for query processing, which can be
reshaped into well functioning algorithms in the distributed context. More precisely, in
Section 4, we show an algorithm for processing join queries that achieves the communication
established by Goal 1. This algorithm is the adaptation of Minesweeper[16] over the
distributed context.

We remark that our focus is on deterministic algorithms, in which we compute queries
without the need of random inputs and without a probability of error. This is in line with
most database algorithms deployed in practice: a vast majority of them are deterministic.
Still, understanding the communication implications of randomized algorithms for federated
query processing is a very interesting line of research for future work. We do have randomized
algorithms with good guarantees for joining two relations [20] and for intersecting sets [3],
and these can be deployed as a part of a distributed left-deep plan for processing federated
queries. However, this deployment would have the same problem of standard left-deep plan
algorithms, where we may end up doing needless intersections because the results of the query
do not match somewhere else upstream. Finally, we note that our setting is fundamentally
different from the one studied by Beame, Koutris and Suciu [2], where storage is assumed to
be shared amongst a big amount of servers. In fact, if we apply results of Beame et al. to
our federated instances, these would default to requiring a linear amount of communication
between each relation, which, as explained, is not enough for our proposes.

Proving optimal communication. The second goal is to show that our algorithms com-
municate an optimal number of bits. For an instance I with a domain of n elements, we
assume that the encoding of tuples requires O(logn) bits (in data complexity). This is more
that what can be achieved by intricate data compressing techniques, but it is much closer to
the way words are truly stored on database systems. Thus, if one looks for lower bounds
measured in bits, we should focus on lower bounds communicating around clogn bits, plus
the output of queries. This is our second goal.

Goal 2. Prove that any algorithm for Federated Query Evaluation must communicate at
least Q(|R; x Q(I)| + ¢) - logn) bits in data complexity, where ¢ is the certificate size for I.
As it is standard in the literature, we plan to show this by establishing lower bounds on
the communication complexity of Federated Query Evaluation. This framework is formally
described in Section 2.

We fulfill Goal 2 for boolean, cyclic queries: given such a query @, we can show that it
must communicate 2(clogn) bits, in data complexity, and provide an alternative Q(log (072))
bound for boolean acyclic queries. Our construction, however, requires that the size of the
certificate is less than the number of elements in the instance, that is, less than the size of the
active domain. It is pointless to show a general lower bound for arbitrary queries and larger
certificates, as certain queries cannot have bigger certificates. However, we can show a lower
bound that applies to infinitely many queries: no matter how large is the certificate and the
number of elements in an instance, there is always a boolean query @ that requires Q(clogn)
bits to be processed. Naturally, these bounds can be directly transferred to non-boolean
queries.

Assumptions in our model. We assume that instances are made of natural numbers, but
our techniques can be extended if one works instead with elements from any other ordered,
enumerable domain, provided we have a suitable dictionary for these values. We represent
federated instances assuming that every relation resides in a different server, but our scenario
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is general enough to model federated queries involving RDF graphs (which are commonly
modeled as a single tertiary or quaternary relation), and for cases in which the queries issued
to each different server are more complex than just querying a relation, such as with the
SPARQL SERVICE operator. In any of these cases, we just assume that the relations in
our join query represent a view with the results of a more complex query issued at the
particular server. Further, we also assume our queries are connected. When @ has more than
one connected component, then any strategy must involve processing all these components
independently, and then combining them using a cross product.

2 Preliminaries

Database basics and notation. We use [n] as a shorthand for {1,...,n}. Conjunctive
queries (CQ) are constructs of the form Q(x) < R1(y1) A -+ A R, (yn), where each R; is
a (not necessarily distinct) relation name, each y; is a tuple of (not necessarily distinct)
variables and/or constants, and x is a tuple of variables also mentioned in yq,...,yn. If all
such variables are mentioned in x, then @ is full. Further, a query @ is acyclic if it has a
join tree, see [24]. We use atoms(Q) to refer to the sets of atoms in Q. The evaluation of a
CQ Q over an instance I is the set of tuples o(x), for each assignment ¢ from the variables
of @ to elements in I (and that is the identity on constants), and such that for each atom
R(y) in Q, the tuple o(y) is in R!. For a full query ) without constants, we make use of a
function sg(-,-) that receives an atom R(yi,...,yx) in @ and an integer ¢ < k, and maps to

the corresponding position in x = x1,...,x, such that sq(R(y1,...,yx),1) = j if y; = x;.

Often, both @ and the atom R(yi, ..., yx) will be understood from context, so we just denote
s as a unary function s, as in s(i) = j.

Communication Complexity. Here we just outline the concepts that are necessary for
stating our results. We refer to e.g. [11] for a comprehensive treatment on this subject. The
(two-way) communication complexity of a function f : X x Y — Z is defined in terms of
protocols. Formally, a protocol P over X x Y with range Z is a binary tree where each
internal node v is labeled either with a function a, : X — {0,1} or b, : Y — {0,1} that
indicates how to walk through the tree (right or left) depending on the input, and each leaf
is labeled with z € Z. The cost of P on input (z,y) is the length of the path taken on input
(z,y) and the cost of P is the height of the tree. The communication complexity of f is the
minimum cost of P, over all protocols that compute f.

The communication complexity captures the minimum amount of bits that need to
be communicated for a protocol to compute f. As we have mentioned, our focus is on
deterministic protocols. For these, the most widely used technique to prove communication
lower bounds are fooling sets, defined next.

» Definition 2 (Fooling set). Let f: X xY — {0,1}. A set S C X xY is called a fooling
set for f if there exists z € {0,1} such that for every (z,y) € S, f(x,y) = z and for every
distinct pair (x1,y1) and (x2,y2) € S either f(x1,y2) # z or f(z2,y1) # 2

The following result connects fooling sets with communication lower bounds.

» Lemma 3 ([11]). If f has a fooling set of size t, then the communication complexity of f
is at least logy t
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3 Communication Complexity of set intersection

To illustrate our framework we start with the simplest join query: the intersection of two
unary relations R and S. Recall that in our federated setting, both R and S reside in different
servers, and the answers must be transmitted to a separate master server.

3.1 Adaptive algorithm

Instead of demanding for the full contents of R and S, the master can coordinate a sort-merge
intersection, by iteratively probing R for their next element (from the lowest element to the
biggest), S for their next element bigger than that of R, and so on until all common elements
have been found.

As it turns out, this algorithm is optimal in the following, adaptive, way. Consider, for
every instance I over R and S, the number of changes that we do between R and S when
both relations R and S are sorted onto a single merged list, counting common elements as if
they always induce a change.

For example, take R = {2,3,5} and S = {1,3,5,7,9}. When we sort all elements in R
and S, we start from element 1 (belonging to .S), then we change to 2 (belongs to R), then 3,
which belongs to both R and S and thus we also count, then to 5, which is also counted,
then change to 7 (only in S) and advance without changes to 9, since this element is also
only in S. There are thus four changes.

These changes corresponds, informally, to what Demaine et al. coined as the certificate
for the intersection of R and S, and the number of changes corresponds to the size of
the smallest certificate. The intent of Demaine et al. was to study algorithms that would
run in linear time with respect to this size. In our case, we can do the same in terms of
communication: when intersecting R and S using our coordinated sort-merge intersection,
we only communicate 6(clogn) bits, where ¢ is the size of the smallest certificate.

Note that the size of the smallest certificate for R and S ranges from 1 (say, when all
elements in R are smaller than those in S) to 2min(|R|,|S|) (for example, when R contains
all even numbers up to a given integer N, and S contains all odd numbers up to N). Thus,
asymptotically, this algorithm communicates the same information than just sending R or S
(up to encoding of elements). But, the smaller this number is for these relations, the smaller
the communication issued by our algorithm. This is in concordance with a simple intuitive
analysis of this algorithm: in practice it just sounds much better than sending the complete
relations.

3.2 Lower bounds

We can also use communication complexity to show that our algorithm is optimal when the
certificate size is relatively smaller than the number of elements in R and S.

» Proposition 4. The communication complexity of Federated Query Evaluation, on input
Q(z) + R(z) A S(x) and an instance with n elements and certificate size up to c, is

Qlog (,))-

When ¢ is smaller that n (say, bounded by n¢, for a fixed ¢ < 1) then log (072) is
Q(clogn), which is what we are looking for, as it shows that our algorithm is optimal in
terms of communication. While this result does not give the best bounds when certificates
are comparable to n, one important advantage of our sort-merge intersection is that it can
be carried out using standard database technology, whereas more nuanced algorithms may
involve requests that cannot be processed over a web-based database endpoint.
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Proof of Proposition 4. We show that the problem of checking whether the boolean version
of @ is empty already requires said communication. Naturally, this is also a lower bound for
the non-boolean query @), since one can always use the answers of @ to answer the boolean
version. The proof is by building a fooling set: a collection of instances I; = (R%,S%), in
such a way that @ is empty over any such pair, but nonempty over (R, S%7) for j # i.

Define then, for each set A C [n] of size |A| = ¢/2, the instance 14 given by R4 = [n]\ A
and ST4 = A.

The number of different pairs (R4, .974) is (672). Further, we verify that R4 N STa = (),
but R4 N S15 £ () for A # B, so this collection is indeed a fooling set of size (672).

It remains to show that all such instances have certificate at most ¢. By construction,
pairs (R4, ST4) may have up to 2|A| = c changes. Further, (R4, S8) for A # B require 1
change per element in AN B, and every other element in B induces at most 2 changes, for a
grand total which is always bounded by c. |

The communication bound holds (in data complexity) when intersecting more than two
relations. Indeed, for a query Q(x) < Ti(x) A --- A Ty(x), assume one server contains 71,
and the other contains all remaining relations. We can then reuse the proof above, setting
T{A as R and each of TQIA7 . ,TKIA as S74, to obtain a similar bound?. Moreover, this
lower bound transfers to the federated multiparty case where each T; resides in a different
server. If there was an algorithm using less communication to evaluate ) in the multiparty
setting, then we can mimic this algorithm on the two-party setting: every time a relation T3,
1 > 2 communicates with the master server, in the two party setting this communication
happens instead between the master and the server containing relations 75, ..., Ty.

4 Communication Complexity of natural joins

In this section, we present algorithms for solving Federated Query Evaluation with low
communication. We will begin by recalling the extension of certificates to relational queries
introduced in [16], and we will follow with the algorithm and its analysis.

4.1 Certificates

As in Section 3, the idea is that certificates play the role of minimal witnesses for the
evaluation of a query over a relational instance.

Let R be a relation of arity k. An index tuple for R is a tuple (a1,...,ap) of £ < k
elements, where each a; is either —1 or a natural number.

We use index tuples to produce atoms of the form R[aq,...,as], for (a1,...,ar) an index
tuple. These atoms represent, in each instance I, an element from a specific tuple in the
instantiation R’ of R over I. Specifically, the atom above refers to the tuple in which the
first position contains the ai-th smallest element amongst all elements in the first position of
tuples in R!, the ap-th smallest element in the second position, and so on.

This is formalized as follows. The interpretation R[a] of R[a] over an instance I, for
a > 0, is the a-th smallest value in the first position of tuples in R’, i.e., the a-th smallest
value retrieved by the evaluation in I of query:

Q(z1) « R(z1,...,zk).

Further, R![—1] represents the largest element in R’ retrieved by such query.

2 Technically speaking, the certificate for these instances is slightly bigger. We give more details in the
following section.
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Next, R[a1,...,a;_1,a;], for a; > 0, represents the a;-th smallest element amongst all
tuples in R! whose first i — 1 elements correspond to R[a1],..., R[ai,...,a;_1]. That is,
Rlay,...,a;] is the a;-th smallest element retrieved by the evaluation over I of query:

Q(Jil) — R(Rl[al],RI[al,ag} .. .,Rl[al, .. .,ai_l],a:i, c ,a:k).

Likewise, R[ay,...,a;_1,—1] is the largest element retrieved by such query.

We use the notation tup!(R[ay,...,as]), for £ < k, to refer to the tuple given by
(R![a1], R*[a1,aa), ..., R a1,...,as). In our application we will always have that a;, when
positive, is at most the number of elements retrieved by the corresponding query. If, in any
case, there were less elements, then a; will just represent the largest element, as with —1.

» Example 5. Consider an instance I where

R' ={(1,1),(1,2),(3,3),(5,5)}.

Then, interpretation R![0] of R[0] is element 1, the smallest element in the first position
of a tuple in RY. Next, R’[0, 1] corresponds to element 2: the second smallest element in the
second position of a tuple in R! that starts with 1. Finally, construct R'[—~1,0] is 5: the
smallest element in the second position of a tuple in R that starts with RI[—1] = 5.

We use tup’ (R[0,1]) to refer to (RT[0], RT[0,1]) = (1,2).

Index tuples allow us to pinpoint elements in instances, without referring to the actual
element, only their ordering within a certain relation. The notion of certificate is then based
on comparing two of these atoms.

» Definition 6 (Argument [16]). An argument A is a set of comparisons of the form:
R[a] 6 R[b],

with a, b index tuples 0 € {<,=,>} and R, S atoms of the query. An instance I satisfies an
argument if RI[a] 0 S%[b] holds in I for every comparison in A.

We are ready to define the notion of certificate. For a full query @ and an instance I,
a witness for Q(I) is a set consisting of one atom Ray,...,ay] for each atom R(x1,...,zx)
in @, and such that there exists an output tuple t in Q(I) for which tup’ (R[ay,...,az]) =
(ts(1), - - - » ts(x)) holds for each atom in @ (here s is the function sq(-, ) defined in Section 2).

» Definition 7 (Certificate [16]). An argument A is a certificate for an instance I over a
query @ if i) I satisfies A, and ii) for any other instance J satisfying A, the set of witnesses
for Q(I) and Q(J) coincide. The size of a certificate is the number of comparisons in A.

As we are interested in the size of the smallest certificate, we informally refer to the size
of the certificate for I over @@ when we really talk about the size of the smallest certificate for
I over Q.

» Example 8. Counsider a query Q(z,y,z) < R(z,y) A S(x,2) AT (y,2), and an instance I
given by R = {(1,1),(1,2),(3,3), (5,5)}, ST = {(1,1),(2,2)} and T! = {(1,1)}.

The tuple (1,1,1) is the sole output for this query. A possible certificate for ) consists of
the following 8 arguments:

R[0] = R[0,0],  R[0,0] = S[0], S10] = 5[0, 0],
S[0,0] = T[0], T[0]=T][0,0], S[0,—1] = S[0,0]
S[-1] < R[1], T[-1] < R[0, 1.
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All these arguments, together, imply that the smallest tuple (in lexicographical order) of
R, T and S on any instance satisfying the certificate is always witness for the query. Further,
because of the argument S[—1] < RJ[1], the largest element in the first position of S is smaller
than the second element in the first position of R. This rules out any join where z is not the
element R'[0]. Next, argument 7[—1] < R[0, 1] indicates that the largest element in the first
position of T is smaller than the element in the second position of a tuple in R starting with
RI[0]. This rules out the possibility of a join in y apart from T[0], conditioned to = = R![0].
Finally, argument S[0, —1] = S[0, 0] says that there is only one tuple in .S whose value in
the first position is S[0]. This means that the only witness for z, conditioned to z = R![0]
and y = T[0], is S[0,0]. All of these facts together imply that any instance J satisfying the
certificate cannot have any other answer to @ apart from (R![0], R[0, 0], T[0]).

We remark that the certificate need not be linked to the size of the instance, nor to the
query ouput. In general, the size of certificates range from 1 to the size of the instance [16].

Order of tuples is crucial for certificates. The other important subtlety of certificates is
that the ordering of tuples is crucial for the size of the certificates. To see this, consider query
Q(x1,22) + R(z1,22)AS(21,72), and an instance I given by R = [1] x [n] and ST = [2] x [n].
Then R and S do not match on 1, and the argument R[—1] < S[0] is a certificate for I and
Q. But now, let us assume we have ordered our tuples in the opposite way. Now the query
is R(z2,71) A S(z2,21), and the interpretations are R = [n] x [1] and ST = [n] x [2]. The
certificate must now include all n arguments of the form R[i][—1] < S[¢][—1].

Our results in this section are consistent with the size of the certificate, given a particular
ordering of tuples: communication depends on the certificate size, which again may be higher
or lower depending on this ordering.

Khamis et al. have studied notions certificates which do not depend on the ordering
of variables [10]. And indeed, one could adapt our algorithms for this notion of certificate.
We have decided to work with the original proposal of Ngo et al. [16] because this leads to
algorithms that are easily implemented over existing database architectures and systems.
in Section 6 we explore an intermediate solution based on certificates for several different
orderings of tuples, which, again, can be easily implemented on existing architectures, specially
in cases such as RDF, where the arity of relations is low (see e.g. [23, 9, 1]).

4.2 Distributed Minesweeper

Minesweeper [16] is an algorithm to process natural join queries that has been shown to run
with adaptive time guarantees for classes of queries with acyclicity or bounded treewidth
properties. The main idea of Minesweeper consists of repeatedly issuing so-called “probe
points”, or tuples of elements, which are then queried to see if they belong to the output of
the query or not. Then, either the probe point is a valid output tuple, or else we can exhibit
a “gap” around it, indicating that no instance tuple of this relation has elements inside this
gap. These gaps are then stored as constraints, so that the next point to probe is such that it
does not satisfy any constraints. The algorithm runs until there are no new points to probe.

The distributed version. Our distributed version adapts the original algorithm onto the
distributed setting, and is designed to process queries regardless of their treewidth. Further,
we streamline the communication to avoid a factor that is exponential with respect to
the query, that is present in the original Minesweeper. Probe points are now issued in
lexicographical ordering, and the algorithm divides them into a probe for each relation.
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Further, the master now caches all answers from the relations to avoid issuing the same
point two times. We begin by illustrating the algorithm by means of an example, and then
follow to present the most important parts. We will finish with the analysis, which is tailored
specifically towards the communication, and (because of the way we analyze probe points)
requires additional techniques from those in the original Mineswweper [16].

» Example 9. Consider again query Q(z,vy, z) < R(z,y) A S(x, 2) AT(y, z) from Example 8,
and the federated instance I given by the interpretations R = {(1,1),(1,2),(3,3), (5,5)},
ST =1{(1,1),(2,2)} and TF = {(1,1)}. The sole output in Q(I) is (1,1,1).

In the distributed version of Minesweeper, we start with probe point (1, 1,1). This implies
asking all of R, S and T for pair (1,1). All three servers will return true, indicating they
contain the pair (1,1), and the algorithm stores this in the cache. Next is (1, 1,2), which
implies asking R for (1,1), S for (1,2) and T for (1,2). We will not probe R this time, because
pair (1,1) is already in the cache. However, pair (1,2) is not in S, so it returns the constraint
(1, (2, 00)), which indicates that there are no tuples of the form (1,a) in S, with a € [2, x].
As explained in Example 8, this information is captured by the argument S[0, —1] = 5|0, 0]
in the certificate for @ and I. Analogously, relation T also returns (1, (2, 00)).

The next pair in lexicographical order is (1,1, 3), but because of the constraints in S and
T we know that no tuple (1,1,b), for b > 1 is in the output of the query. Thus, the next
point issued is (1,2,1). R has the pair (1,2) so we store this in the cache for R. S is not
queried because (1,1) is already cached for S, and T is queried for (2, 1), returning {(2, 00)).
As before, this constraint can be matched to an argument in the certificate, in this case to
T[—1] < R|0, 1]. Continuing the search for the next probe point, in lexicographical order, that
satisfies all constraints, we arrive at (2,1,1). Relation R is probed with pair (2, 1), relation S
with (2, 1) and relation T is not probed, because (1,1) is in the cache of T. Relation R does
not have (2,2), so it returns the constraints ((2,2)). Relation S returns (2, (1,1)). The next
and final point is (3,1,1). Here R does return true, but S returns instead the constraint
((3,00)). The last two rounds can be matched to the argument S[—1] < R[1], we verify that
there are no further matches for variable x, and finish the search for output tuples.

The algorithm. For conciseness, the algorithm is shown for full queries, without self-joins,
and that feature more than one relation. This is without loss of generality. If a query is
not full, then we first compute the answer for the full query, and then project locally at the
master server. We do not consider this a shortcoming of the algorithm, as the lower bounds
in Section 5 are always given for boolean queries. Self-joins are treated by packing together
all atoms of the same relation R in a view, probing instead the server for R for the results of
this view. Finally, queries involving only one relation can be dealt with separately by just
sending the query to the corresponding server.

We assume that the ordering of variables is preserved between the head and the body
of queries: any variable x that appears before a variable y in the head Q(x) of the query,
always appears before y in any of the atoms R;(y;) in the body. In Section 6 we discuss
alternative algorithms that can deal different orderings in atoms.

Algorithms 1 and 2 contain the main parts of the distributed version of Minesweeper.
Algorithm 1 requires getProbePoint(t) (Algorithm 3 in Appendix A.1), which returns the first
tuple that is both greater than t (in lexicographical order) and that satisfies the constraints.
Once this tuple is generated, the algorithm builds the projection of t to the variables of each
relation R of the query, and sends this to probeg(). In turn, probeg(t) checks whether such
tuple belongs to R, and outputs either true, if it does, or a constraint if it does not. The
algorithm generates the constraints that relate to the most significant position in t; this is
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important since we are searching for new probe points in lexicographical ordering®. Finally,
distributed Minesweeper terminates when there are no more tuples to generate. The final
answer is constructed by evaluating @) over the cached data.

Algorithm 1 Distributed Minesweeper - Master server, query Q.
:t=1(0,...,0)
: while t =getProbePoint(t) # NULL do
for R(z1,...,x) € atoms(Q) do

1
2
3
4: tR<_(ts(1)7~-~7ts(k))

5: if (tg, R) is not in the cache then
6:

7

8

9

returng < probeg(tg)
if returng = true then
store (tg, R) in the cache
else(returnp is a constraint)
10: store (returng, R) as a constraint

11: return evaluation of ) over the cache.

Algorithm 2 proberg(t) - server storing R.

1: k + arity(R)

2: fori =1 to k do

3: if R(t1,...,t;,%i11,...,2%) is empty then

4: if R(ty,...,t;—1,i,...,2k) A2 > t; is empty then

5: return (tq1,...,t;_1, (t;,00))

6: else

7 e + smallest element such that R(ty,...,t;—1,€,241,...,2Z5) A e > t; is not
empty

8: return (t1....,t;_1, (t;,e — 1))

9: return true

Analysis. To bound the communication of distributed Minesweeper, we focus on the number
of probe points generated by getProbePoint() and the communication associated with each
one of them. We divide probe points t into three types: (1) probe points t that are part of
the output, (2) probe points t for which some R returns a constraint that can be associated
with a comparison in the certificate, and (3) probe points t such that all relations either
return true or a constraint over private attributes (i.e. attributes that appear only in one
atom of the query). The following proposition bounds the communication of Distributed
Minesweeper. In order to abstract from encoding issues, we give bounds in terms of the
number of tuples (or constraints) communicated by the algorithm.

» Proposition 10. The number of tuples communicated by Distributed Minesweeper to each
server R € atoms(Q) is in O(c+ |R x Q(I)]), in data complexity, where c is the certificate
size for I over Q.

3 In contrast, the original Minesweeper performs a search in the vicinity of t. We avoid this search because
it may lead to more communication.
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Assuming servers use a dictionary for their values, the communication outlined above
can be written as O((c+ |R x Q(I)]) - logn) if we assume the query processing server also
has access to the dictionary, or O(clogn + ||R x Q(I)|]) if we do not assume this, where
||R x Q(I)]| is the amount of bits required to encode R x Q(I).4

The proof, as we explained before, follows by showing that the number of iterations of the
algorithm (i.e. the number of probe points) is at most 2v(2¢ + |Q(I)|), where ¢ is the size of
the certificate for @ and I and v is the number of variables in (). This number comes up by
directly counting probe points of type (1) and (2) and charging probe points of type (3) to
the priors. Unlike the original Minesweeper, our probe points are generated in lexicographical
order. Although this allows us to simplify the constraints that are returned while roughly
keeping the number of probe points, it also changes the way we count such probe points, and
especially how we deal with case (3). Finally, when addressing the communication between a
relation R and the master, we only count the first time tg is probed into R, since the result
will either be discarded by the constraint returned to this first call, or will be already in our
cache.

A natural question at this point is whether the communication bounds exhibited are a
property of Minesweeper only, or if they are shared by other worst-case algorithms such as
Yannakakis or Leapfrog Trie Join (LFTJ)[21], and what communication guarantees we can
achieve (if any) when they are adapted to the federated scenario. Ngo. et al [16] tackled
a similar question: whether those worst-case optimal algorithms could run in an instance
optimal runtime and the answer was negative for both. Following similar arguments, we can
prove that there are instances for which both, Yannakakis and LFTJ need to communicate
significantly more tuples, compared to distributed Minesweeper (see Appendix A.2). Let us
end this section with a few additional remarks from the point of view of database practice.

A note on implementation via database queries. In the context of Web federation, we
cannot impose servers to adhere to a protocol of our choosing. In this case, most probably
we will only have the ability to issue SQL or SPARQL queries remotely, to the endpoint.
One of the advantages of our build is that it can be easily simulated with database queries
(lines 3, 4 and 7 in Algorithm 2), and we only pay the cost of issuing (at most) k + 1 queries
instead of one call to probeg, and this can be further alleviated with more caching.

Certificate sizes in real life. Another important question is what happens for certificates
in real life queries. A thorough analysis is out of the scope of this paper, but certificates
tend to be much smaller for queries with high selectivity. For example, recall query R(z,y) A
S(z,z) AN T(x,w) from the introduction. This query abstracts high-selectivity SPARQL
queries that are typical in benchmarks (see e.g. the LUBM benchmark http://swat.cse.
lehigh.edu/projects/lubm/), such as retrieve name and address of all professors working
in a university. Here relation R abstracts the professor-works-in relation, and the other
relations abstract personal information from every type of person in the database, and are
therefore much bigger. The certificate for this query is of size comparable to the number of
elements in the first position of R (the number of professors). This adequately captures the
fact that R is the relation inducing high-selectivity, and we remark our algorithm achieves
this without the need of any heuristics.

4 If the dictionary is not known to the master server, then one needs to retrieve final tuples from the
server containing R with an extra |R x Q(I)| requests, which require (|R x Q(I)|logn + ||R x Q(I)|])
bits of communication.
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5 Lower Bounds

In this section we show lower bounds for the communication complexity of the Federated
Query Evaluation problem, for arbitrary conjunctive queries. Recall that our goal is to show
a Q(clogn) lower bound, where n is the number of elements in the instance, and ¢ is the
certificate size. We begin with communication bounds that are applicable to any conjunctive
query. For acyclic queries, we cannot do much more than Proposition 4, but cyclic queries
allow for a tighter bound that does satisfy our goal.

However, this first result requires that the certificate is at most the size of the number of
elements in the instance. It is not possible push forward a general result applicable to any
query, because certain queries cannot have bigger certificates. But for queries of a specific
form, we can go much further: we finish this section showing that, no matter the instance
and the certificate sizes, there are always queries for which Federated Query Evaluation
needs to communicate around clogn bits.

For obvious reasons, queries in this section are assumed to contain more than one relation,
as otherwise we can always process them locally.

» Proposition 11. The communication complexity of Federated Query evaluation, on input
a query Q (using more than one relation) and an instance I with at most n elements and
certificate size ¢ at most § (i.e. ¢ < §) is, in data complexity:

Q(log (072)) bits, if Q is acyclic, and

Q(clogn) bits if Q is cyclic.

Proof. For both cases, the proof follows by constructing a fooling set of adequate size. We
show the proof for a simpler class of cyclic queries. We leave the general case, as well as the
acyclic case, for the full version.

Our class of queries use only binary relations, and we assume that in the cycle of the
graph of () there is a variable x that participates in exactly two different atoms, one using
relation R and the other using relation S. Without loss of generality, we also assume this
variable is in the rightmost position in both R and S. If this is not the case, one can always
reorder all attributes in relations before processing the query in the master server.

As in the proof of Proposition 3, our lower bounds are for two-party communication
(R and S), assuming they already know the rest of the database, and this transfers to our
multiparty framework without any added communication, in data complexity.

Fix an integer £ > 0 for a tuple b = by,..., by, consider relations Ry, .. p, and Sy, .. b,
defined as follows.

Ry, ..., is the union of sets of tuples {(i,a) | a # b;}, for 1 <4 <k, and
Shy,....b, contains all tuples (4, b;), for 1 <i < k.

Our fooling set is constructed by instances I, .. p, in which the interpretation of R and
S correspond to one of the n* pairs of instances (Rby,....bns Sby,...by, ) and the interpretation
of all other relations in the query contains all k pairs (1,1),..., (k, k)

The following claim establishes that the set {Ip, . s,,b; € [n]} is indeed a fooling set for
the federated evaluation problem, on input (. In turns, this entails that the (deterministic)
communication complexity of this problem is at least logn* = klogn.

> Claim 12. The evaluation of Q) over any instance Iy, . p, is empty. The evaluation of @
over any instance whose interpretation are relations Ry, .. 3, and Sbfl bl where at least one
b; is different to b}, is not empty.
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To finish the proof we need to count the size of the certificates we may form out of our
instances, and ensure they satisfy the necessary bounds.

Let us first analyze the certificate for some instance I, .. p,. For a given i < k, we need
arguments R[i,b; — 1] < S[i,0] and S[i, —1] < R][i, b;], plus a series of extra arguments that
depend on the query: if the rest of the query uses (binary) relations 71, ..., Ty, then we need
arguments 7} [i] = T}[z,0], T};[i,0] = T}[i, —1], for each 1 < j < ¢, and then T}[i| = T}41[i]
for 1 < j < ¢—1. Finally, we also need arguments R[i] = T}[i] and S[i] = Ti[i]. The
last two arguments ensure that relations contains no more values in its first components:
R[-1] = RIk], S[-1] = S[k], T1[-1] = Ti[k]. This gives us 4 + 3¢ arguments for each
1 <4 <k, plus three additional ones, for a grand total that is less than 4k(¢ + 2).

We also need to review the instances obtained by combining two instances from the
fooling set. Let us thus build the certificate for the instance grouping Ry, ,.. s, , Sbi,.--,b; and
the remaining instances as in any Iy, . p,. Any ¢ < k for which b; = b} functions exactly
like the case above. If b; # b}, then the tuple tup(S[i,0]) matches with the corresponding
tuple in R. Let us assume that b; > b;. Then we cover this using arguments Si, 0] = R[i, bj]
and Spi, —1] < R[i,b; 4 1]. If b; < b}, this means that we have a gap in R before reaching
b}, so we use instead arguments Spi,0] = R[i, b; — 1] and Si, —1] < R[i, b;]. The rest of the
certificate is as before, and thus the certificate for this instance is of the same size.

Summing up, the communication complexity is klogn, when given input instances of
certificate size at most 4k(¢ + 2). Choosing k = ¢/(4(2 + £)), we obtain the required
complexity bound: the communication complexity on instances of certificate size at most c is
c/(4(2 + £)) logn, which is (clogn) in data complexity. <

A second lower bound. Our next result offers a lower bound for arbitrary certificate sizes,
albeit not for any query: the larger the certificate size, the larger the relations must be, as the
certificate is bounded by the number of tuples in each relation. The proof of this proposition
follows from boosting the number of available tuples used for the proof of Proposition 11.

» Proposition 13. For every n,c > 1 there is a query @Q for which the communication
complezity of Federated Query Evaluation on input Q@ and instances I with at most n
elements and certificate size at most ¢ must communicate Q(clogn) bits.

6 Moving beyond certificates based on ordering of tuples

There is a close relationship between the way certificates are built and the constraints
returned by Minesweeper. At the same time, distributed Minesweeper is modular enough
so that any other notions of certificates and constraints can be plugged into our algorithm,
without any essential modifications. Khamis et al., joining the team that proposed the
original Minesweeper algorithm, studied certificates—and constraints—defined as gap bozes, or
multidimensional cubes over the space given by all variables participating in a query[10]. Gap
boxes make up for a very elegant notion of certificate, which tend to be much smaller than
the one we defined in this paper, and would therefore lead to much smaller communication
in the distributed version. Unfortunately, working with gap boxes takes us a bit too far away
from what can be expected from federated servers; we are mostly stuck with probe algorithms
that can easily be expressed in common database query languages. For this reason, and
inspired by the Triple Pattern Fragment SPARQL Federation infrastructure [23], we study a
milder improvement based on incorporating different orders for probing relations.
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Pattern Fragment Certificates. Let R be a relation of arity k, and o be a permutation
of [k]. Then o(R!) is the permutation of each tuple in R according to o, that is, the set
of all tuples (t,(1), ..., tok), for (t1,...,tx) in R!. Further, for an index tuple [a, ..., ax],
the construct o(R)[ay,...,as] represent the instantiation of [ai,...,ay], but using o(R)
instead of R'.

A pattern fragment (PF)-argument 7 is a set of comparisons R°%[a] 6 S°S[b], where R
and S are relations of arities kg and kg, a, b are index tuples, § € {<,=,>} and o and
os are permutations of [kg] and [kg], respectively. An instance I satisfies a TPF-argument
of the form above if og(R!)[a] 6 o05(S?)[b] holds in I for each such comparison in 7.
The definition of certificate transfers verbatim: a PF-argument 7 is a PF-certificate for an
instance I over a query @ if I satisfies T and for any other instance J satisfying 7, the set
of witnesses for Q(I) and Q(J) coincide.

» Example 14. PF-certificates can be much smaller. For example, recall the query
Q(21,22) + R(w2,71) A S(22,21) and instance I given by R! = [n] x [1] and ST = [n] x [2],
as defined in Section 4, which had a certificate with n arguments. The PF-certificate
now consists only of the comparison R°[—1] < 5°[0], where o is the permutation defining
o(1) = 2,0(2) = 1. This argument state that, when R and S are inverted, the largest element
in the first position of the inversion of R is smaller than the smallest element in the first
position of the inversion of S.

PF-Minesweeper. In order to adapt our algorithm, we assume that each federated server
storing a relation R of arity k£ has made available some of the possible k! permutations for
R. Triple Pattern Fragments, for example, mandates that all 6 permutations must be made
available for RDF graphs, which are stored as triples. Then, instead of issuing probegr on
line 7 of Algorithm 1, the master issues a version probe%(o(t)) for each permutation o made
available by the server of R. All of these probes are of course answered by the server storing
R, and the response is the expected response for a server storing o( R!) receiving (o(t)). With
a little care, all the constraints returned by such algorithms can be combined together, and
getProbePoint() can be made to work just as before. The resulting communication is similar
to what we had before, except we replicate the whole probing process for each available
permutation. Since the number of permutations ultimately depend on the atoms used in the
query, we arrive at the same data complexity communication bounds.

» Proposition 15. The number of tuples communicated by PF-Minesweeper to each server
R € atoms(Q) is in O(c+ |R x Q(I)|), in data complexity.

What have we gained? In terms of combined complexity, we can now reduce the number
of calls to depend only on the size of the relations, and not on the total number of variables
in the query; this is because we can now deal with self-joins directly instead of packing
them into views. Further, as more permutations are made available, certificates can only
be smaller, and thus the communication in this respect diminishes. However, more orders
require more communication in each step, as each relation must be probed once per each
permutation available. We believe that this trade-off is worthy of future study, as it may
provide practical guidelines for future implementation of web query federation strategies.
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7 Conclusions and future work

Query federation systems have already been implemented for a few years now, but our work
is the first to provide a formal framework in which one can analyze federation strategies
without resorting to heuristics or probabilistic distributions. Naturally, our work would best
be deployed in a context where certificates can be small. Yet, highlighting the theoretical
importance of certificates in the context of web federation is already an important contribution,
and our work can guide the design of federated strategies even in context where certificates
sizes are comparable to the size of instances.

As for distributed minesweeper, we expect it to shine the most on contexts where queries
involve several joins, such as in graphs. The reason we expect this is partly because this has
been the case for worst-case optimal algorithms in general [17], and partly because we expect
that a distributed version of Yannakakis (using sort-merge join for pointwise semijoins) would
probably perform reasonably in practice, even if we know of pathological cases where the
communication is much worse. We are looking forward to a prototype implementation of our
algorithms, to help us understand how much do these theoretical results transfer to practice.

Lastly, we would like to incorporate randomized protocols into our framework, in which
actions can be dictated by a random string. Most communication protocols can be improved
when randomization is allowed, so it may be the case that we can do this for database queries
as well. Proving lower bounds in this case would involve orchestrating distributions and
certificates of instances, an interesting problem for future research.
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A  Appendix

A.1 Details from Section 4.2

For an atom R(y1,...,yx), and a constraint a = {ay, ..., ag, (I, h)), the pair (o, R) dominates
a tuple t if a; = ty;) for each 1 <i < /-1, and | < ty) < h. A dominating constraint-
relation pair is infinite when h = oco. Algorithm 3 now presents how we compute the next
probe point.

Algorithm 3 getProbePoint(t).

1: n + arity(t)

2: if t = —1" then

3: return 1"

4t (b1, by, by + 1)

5. while true do

6: if t is not dominated by any stored constraint-relation pair then

7 return t

8: i < the smallest position of a pair (I, h) in a constraint dominating t
9: if h = co then
10: if i =1 then
11: return NULL
12: t; =1 for each j >4
13: ti,1 = ti,1 +1
14: else
15: e < The highest element h in pairs (I, h) in every constraint (ti,...,t;—1, ([, h)).
16: t,=e+1
17: t; =1 for each j >4

A.2 Counterexample for distributed Yannakakis and LFTJ

The following instance is presented in [16] to show that both Yannakakis and LFTJ cannot
achieve instance-optimal runtime: this instance also provides an example where LFTJ
communication is non-optimal.

Consider the query
Q < Ri(a1,a2) A Re(az,as) ... A Ry(am, Gms1)-

and the instance I,,, ps with m > 5 and M an integer, in which each Rf consists in exactly
m blocks where the j-th block will be defined as follows

for j = ¢ the block is just the tuple {((j —1)M +1,(j —1)M + 1)}

for j =i —1 (or m when ¢ = 1) the block is empty

for j € [k] — {¢, — 1} the j-th block is

The output of this instance is empty and it was shown in [16] that this instance has a
certificate of size O(mM) that consists on the following comparisons:

Rl[l,l] < Rg[l]
Ry[i, 1] > Ro[1], fori >1
Ry[i, 1] > R3[M +1], fori>1

Ryn_1[i, 1] > Ry [(m — 2)M + 1], for i > 1
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As per Proposition 10 distributed minesweeper will need to communicate O(mM) tuples
with each R to compute the answer. Let’s see now how can we solve this query with (a
distributed version of the) LF'TJ. Take an arbitrary attribute ordering A;,,...,A;, +1 and
focus on the first two attributes A;, and A;,:

In order to be able to compare the communication complexity of both our distributed
Minesweeper and a federated version of LFTJ we will endow the latter with a cache and
communication-free semi-join reductions and let’s consider two cases:

1. The first one is when |i; — i3] = 1. In this case, the algorithm will compute the reduction
of the corresponding relation R(A;,, A;,) on A;, and A;, which we assume involves no
communication. But after that it needs to go through (and communicate) all tuples in
the reduced relation that is of size Q(mM?)

2. On the other hand, when |i; — i2| > 1 then the first thing is to compute the intersections
on both attributes A4;, and A;, and perform a cross-product. Both intersections are of
size Q(mM) and even though communicating the tuples to compute the cross-product
itself is not an issue, in the next step we will necessarily communicate Q(mM?)

Now let’s move into the Yannakakis algorithm: the idea here is to exploit the fact that
Yannakakis needs to perform semi-joins. Consider for example the following acyclic query @

Q + S(z) A R(z,y) NU(y,w) NT(x,2) ANV (z,p).

And, for each integer m, the instance I,,, in which S’ = [m], T'm = [1]z[m], R~ = [2]z[n],
and Ul = VIn = [m]z[a]. Notice that the certificate of I,,, is always of size 1, comprising
the sole argument T[—1] < R[0].

While there are several version of the Yannakakis algorithm, all versions we are aware of
involve a bottom-up reduction of the database. This implies computing the semijoin between
R and U and T and V. However, computing R x U or U x R involves the intersection of the
second component of R with the first component of U, which requires the communication of
n bits, as per standard communication complexity results (see e.g. [11]).

The results above can be summarized into the following observations:

» Observation 16. There is an acyclic query Q and a family (I,,), m > 1 of instances
whose certificate for @ is of size O(mM), but for which the Leapfrog trie join algorithm must
necessarily communicate O(mM?) bits.

» Observation 17. There is an acyclic query Q and a family (I,), m > 1 of instances
whose certificate for Q is of size 1, but for which the Yannakakis algorithm must necessarily
communicate m bits.
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