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—— Abstract

Data partitioning that maximizes or minimizes Shannon entropy is a crucial subroutine in data

compression, columnar storage, and cardinality estimation algorithms. These partition algorithms
can be accelerated if we have a data structure to find the entropy in different subsets of data when
the algorithm needs to decide what block to construct. While it is generally known how to compute
the entropy of a discrete distribution efficiently, we want to efficiently derive the entropy among the
data items that lie in a specific area. We solve this problem in a typical setting when we deal with
real data, where data items are geometric points and each requested area is a query (hyper)rectangle.
More specifically, we consider a set P of n weighted and colored points in R?. The goal is to
construct a low space data structure, such that given a query (hyper)rectangle R, it computes the
entropy based on the colors of the points in P N R, in sublinear time. We show a conditional lower
bound for this problem proving that we cannot hope for data structures with near-linear space and
near-constant query time. Then, we propose exact data structures for d = 1 and d > 1 with o(nm)
space and o(n) query time. We also provide a tune parameter ¢ that the user can choose to bound
the asymptotic space and query time of the new data structures. Next, we propose near linear space
data structures for returning either an additive or a multiplicative approximation of the entropy.
Finally, we show how we can use the new data structures to efficiently partition time series and
histograms with respect to entropy.
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1 Introduction

Discrete entropy is defined as the expected amount of information needed to represent an
event drawn from a probability distribution. That is, given a probability distribution D over
the set X, the entropy is defined as H(D) = =3, D(z) - log D(x). The entropy has a few
different interpretations in information theory and statistics, such as:

(Compression) Entropy is a lower-bound on data compressibility for datasets generated

from the probability distribution via the Shannon source coding theorem.

(Probability) Entropy measures a probability distribution’s similarity to a uniform distri-

bution over the set X" on a scale of [0, log |X].
Because of these numerous interpretations, entropy is a highly useful optimization objective.
Various algorithms, ranging from columnar compression algorithm to histogram construction
and data cleaning, maximize or minimize (conditional) entropy as a subroutine. These
algorithms try to find high or low entropy data subsets. Such algorithms can be accelerated
if we have a data structure to efficiently calculate the entropy of different subsets of data.
However, while it is known how to compute the entropy of an entire distribution efficiently,
there is a little work on such “range entropy queries”, where we want to derive efficiently
the entropy among the data items that lie in a specific area. To make this problem more
concrete, let us consider a few examples.
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» Example 1 (Columnar Compression). An Apache Parquet file is a columnar storage
format that first horizontally partitions a table into row groups, and then applies columnar
compression along each column within the row group. A horizontal partitioning that
minimizes the entropy within each partition can allow for more effective columnar
compression.

» Example 2 (Histogram Construction). Histogram estimation often uses a uniformity
assumption, where the density within a bucket is modeled as roughly uniform. A partitioning
that maximizes the entropy within each partition can allow for more accurate estimation
under uniformity assumptions.

» Example 3 (Data Cleaning). As part of data exploration, a data analyst explores different
subsets of data to find areas with high entropy/uncertainty. Usually, subsets of data or
items in a particular area of the data with high entropy contain dirty data so they are
good candidates for applying data cleaning methods. For example, Chu et al. [16] used an
entropy-based scheduling algorithm to maximize the uncertainty reduction of candidate table
patterns. Table patterns are used to identify errors in data.

The first two problems above have a similar structure, where an outer-algorithm leverages
a subroutine that identifies data partitions that minimize or maximize entropy. In the third
problem we aim to explore areas with high entropy by running arbitrary range entropy
queries. We formulate the problem of range entropy query problem in a typical and realistic
setting when we deal with real data: we assume that each item is represented as a point in
the Euclidean space. More specifically, we consider a set P of n weighted and colored points
in R%. The goal is to construct a data structure, such that given a query (hyper)rectangle R,
compute the entropy of the points in PN R (denoted by H(P N R)). The entropy of PN R is
defined as the entropy of a discrete distribution Dy over the colors in P N R: Let Uy be the
set of all colors of the points in P N R. For each color u; € Ug, we define a value (we can
also refer to it as an independent event or outcome) «; with probability w; equal to the sum
of weights of points with color u; in P N R divided by the sum of the weights of all points
in PN R. Notice that ZujeUR w; = 1. Unfortunately, we do not have direct access to this
distribution; we would need §2(n) time to construct the entire distribution Dg in the query
phase. Using the geometry of the points along with key properties from information theory
we propose data structures to find the entropy of Di without constructing Dr explicitly.

» Definition 4 (Range entropy query problem). Given a set P of n weighted and colored
points in R, the goal is to construct a data structure with low space such that given any
query rectangle R, it returns H(P N R) in sub-linear time o(| P|).

If the number of colors in P is bounded by a constant then the range entropy query problem
can be easily solved. However, in the worse case the number of different colors is O(n). Our
goal is to construct data structures whose query time is always sublinear with respect to n.

Summary of Results. One of the main challenges with range entropy queries is that entropy
is not a decomposable quantity. Let P;, P> be two sets of points such that P, U P, = P
and Py N Py = (). If we know H(P;), H(P2) there is no straightforward way to compute
H (P, U Py). In this paper, we build low space data structures such that given a rectangle R,
we visit points or subsets of points in P N R in a particular order and carefully update the
overall entropy. All our results for the range entropy problem can be seen in Table 1.

In Section 2 we introduce some useful notation and we revisit a way to update the entropy
of the union of two sets with no color in common in O(1) time.
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Table 1 New results (lower bound in the first row and data structures with their complexities in
the next rows). t € [0,1] is a tune parameter. O(-) notation hides a log®") n factor, where the O(1)
exponent is at most linear on d. Q(n) is any function of n that represents the query time of a data
structure storing n items.

Type Space Query Time | Preprocessing
~ 2 —
Lower bound Q <(Q?n)) ) O(Q(n)) ~
d =1, exact O (n?(~Y) O (n') O (n?7")
d > 1, exact 9] (n(Qd—l)Hl) 0 (nl—t) 0O (n(Zd—l)t+1)
d > 1, A-additive approx. O (n) O (xz) O (n)
d > 1, (1 4 &)-multiplicative approx. O (n) O (%) O (n)
d =1, e-additive and ~ ~ ~
(1 + ¢)-multiplicative approx. O(2) oM 0(2)

In Section 3, we reduce the set intersection problem to the range entropy query problem in
R2. We prove a conditional lower bound showing that we cannot hope for O(n polylogn)
space and O(polylogn) query time data structures for the range entropy queries.

Exact data structure for d = 1. In Section 4.1, we efficiently partition the input points
with respect to their z coordinates into buckets, where each bucket contains a bounded
number of points. Given a query interval R, we visit the bounded number of points in
buckets that are partially intersected by R and we update the overall entropy of the
buckets that lie completely inside R. For any parameter ¢ chosen by the user, we construct
a data structure in O(n?~*) time, with O(n?(*=*) space and O(n*logn) query time.

In Section 4.2, instead of partitioning the points with respect to their geometric location,
we partition the input points with respect to their colors. We construct O(n'~*) blocks
where two sequential blocks contain at most one color in common. Given a query rectangle
we visit all blocks and we carefully update the overall entropy. For any tune parameter ¢
chosen by the user, we construct a data structure in O(n log2d n 4+ nd-Dt+1 logd+1 n)
time with O(nlog?~! n + n(24d=D¥1) gpace and O(n'~*tlog®? n) query time.

Additive approximation. In Subsection 5.1 we use known results for estimating the entropy
of an unknown distribution by sampling in the dual access model. We propose efficient
data structures that apply sampling in a query range in the dual access model. We
construct a data structure in O(n log? n) time, with O(nlog®'n) space and O (logdA#)
query time. The data structure returns an additive A-approximation of the entropy with
high probability. It also supports dynamic updates in O(logd n) time.

Multiplicative approximation. In Subsection 5.2 we propose a multiplicative approxima-
tion of the entropy using the results for estimating the entropy in a streaming setting.
One significant difference with the previous result is that in information theory at least

e2.H’
ation, where H' is a lower bound of the entropy. Even if we have efficient data structures

Q ( log ) sampling operations are needed to find get an (1 + ¢)-multiplicative approxim-

for sampling (as we have in additive approximation) we still do not have an efficient
query time if the real entropy H is extremely small. We overcome this technical issue by
considering two cases: i) there is no color with total weight more than 2/3, and ii) there
exists a color with total weight at most 2/3. While in the latter case the entropy can
by extremely small, an additive approximation is sufficient in order to get a multiplic-
ative approximation. In the former one, the entropy is large so we apply the standard
sampling method to get a multiplicative approximation. We construct a data structure in

ICDT 2024
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O(n log? n) time, with O(n log? n) space and O (bi#) query time. The data structure
returns a multiplicative (1 + €)-approximation of the entropy. It also supports dynamic
updates in O(log?n) time.

Additive and multiplicative approximation. In Subsection 5.3, we propose a new data
structure for approximating the entropy in the query range for d = 1. We get the intuition
from data structures counting the number of colors in a query interval. Such a data
structure finds a geometric mapping to a different geometric space, such that if at least a
point with color u; exists in the original P N R, then there is a unique point with color u;
in the corresponding query range in the new geometric space. Unfortunately, this property
is not sufficient for finding the entropy. Instead, we need to know more information about
the weights of the points and the entropy in canonical subsets of the new geometric space,
which is challenging to do. We construct a data structure in O (% log® n) time, with

(0] (% log? n) space and O (log2 nlog 10%) query time. The data structure returns an

(1 + e)-multiplicative and e-additive approximation of the entropy.
Partitioning using entropy. In Section 6 we show how our new data structures can be
used to run partitioning algorithms over time series, histograms, and points efficiently.

Related work. Entropy has been used a lot for partitioning to create histograms in databases.
For example, To et al. [38] used entropy to design histograms for selectivity estimation queries.
In particular, they aim to find a partitioning of k£ buckets in 1d such that the cumulative
entropy is maximized. They consider a special case where they already have a histogram (so
all items of the same color are accumulated to the same location) and the goal is to partition
the histogram into k£ buckets. They propose a greedy algorithm that finds a local optimum
solution. However there is no guarantee on the overall optimum partitioning. Using our new
data structures, we can find the entropy in arbitrary range queries, which is not supported
in [38]. Our data structures can also be used to accelerate partitioning algorithms with
theoretical guarantees (see Subsection 6) in a more general setting, where points of the same
color have different locations.

In addition, there is a number of papers that use entropy to find a clustering of items.
Cruz et al. [19] used entropy for the community detection problem in augmented social
networks. They describe a greedy algorithm that exchanges two random nodes between
two random clusters if the entropy of the new instance is lower. Barbard et al. [6] used the
expected entropy for categorical clustering. They describe a greedy algorithm that starts with
a set of initial clusters, and for each new item decides to place it in the cluster that has the
lowest entropy. Li et al. [29] also used the expected entropy for categorical clustering but
they extend it to probabilistic clustering models. Finally, Ben-Gal et al. [8] used the expected
entropy to develop an entropy-based clustering measure that measures the homogeneity of
mobility patterns within clusters of users. All these methods do not study the problem
of finding the entropy in a query range efficiently. While these methods perform well in
practice, it is challenging to derive theoretical guarantees. In spatial databases items are
represented as points in R¢, so our new data structures could be used to find faster and
better entropy-based clustering techniques. For example, we could run range entropy queries
with different radii around a center until we find a cluster with small radius and small (or
large) expected entropy.

There is a lot of work on computing an approximation of the entropy in the streaming
setting [11,15,23,28]. For a stream of m distinct values (m colors in our setting) Chakrabarti
et al. [14] compute an (1 + ¢)-multiplicative approximation of the entropy in a single pass
using O(e~21log(671) logm) words of space, with probability at least 1 — §. For a stream
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of size n (n points in our setting) Clifford and Cosma [17] propose a single-pass e-additive
algorithm using O(¢~?lognlog(ne~1!)) bits with bounded probability. Harvey et al. [25]
allow deletions in the streaming setting and they propose a single-pass (1 + ¢)-multiplicative
algorithm using 6(5_2 log? m) words of space with bounded probability. Furthermore, they
propose a single-pass e-additive approximation using 6(8_2 log m) words of space. While
some techniques from the streaming setting are useful in our query setting, the two problems
are fundamentally different. In the streaming setting, preprocessing is not allowed, all data
are processed one by one and an estimation of the entropy is maintained. In our setting, the
goal is to construct a data structure such that given any query range, the entropy of the
items in the range should be computed in sublinear time, i.e., without processing all items in
the query range during the query phase.

Let D be an unknown discrete distribution over n values. There is an interesting line of
work on approximating the entropy of D by sampling in the dual access model. Batu et al. [7]
give an (1 + €)-multiplicative approximation of the entropy of D with sample complexity
O(%)7 where H' is a lower bound of the actual entropy H(D). Guha et al. [23]

improved the sample complexity to O(;gi}’, ), matching the lower bound Q(%) found

in [7]. Canonne and Rubinfeld [13] describe a A-additive approximation of the entropy

2 n
with sample complexity O(logAZZ ). Caferov et al. [12] show that Q(loizn) sample queries

are necessary to get A-additive approximation. All these algorithms return the correct
approximations with constant probability. If we want to guarantee the result with high
probability then the sample complexity is multiplied by a logn factor.

A related query to estimating the entropy is the range color query. Given a a set of colored
points in R?, the goal is to construct a data structure such that given a query rectangle, it
returns the number of colors in the query range.

2 Preliminaries

Let P be a set of n points in R? and let U be a set of m colors U = {uy,...,u,}. Each point
p € P is associated with a color from U, i.e., u(p) = u; for u; € U. Furthermore, each point
p € P is associated with a non-negative weight w(p) > 0. For a subset of points P’ C P,
let P'(u;) = {p € P’ | u(p) = u;}, for i < m, be the set of points having color u;. Let
w(P') = {u; | Ip € P’',u(p) = u;} be the set of colors of the points in P’. Finally, let w(P’) =
> pep w(p). The entropy of set P’ is defined as H(P') = 37", w(&’ﬁ;)) log (w(wp(,](j;)i))).
For simplicity, and without loss of generality, we can consider throughout the paper that

w(p) = 1 for each point p € P. All the results, proofs, and properties we show hold for the
weighted case almost verbatim. Hence, from now on, we assume w(p) = 1 and the definition
of entropy becomes

L TPw), (1P Pl (P
HP) =2 py 1Og<|Pf<m->|)‘ 2 p 10g<|P'<ui>|> | @

i=1 ui Eu(P’)

If |P'(u;)| = 0, then we consider that |P‘/1(j,‘|i)‘ log (‘IJ,I(D;L”) = 0.

Updating the entropy. Let P;, P» C P be two subsets of P such that u(Py) Nu(P2) = 0.

The next formula for the entropy of Py U Ps is known (see [38])

PIF (P + PP + il tog (PR + Palos (1245

H(PLUPy) =
(P 2) |Py| + | P2

(2)
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If |u(P2)| =1 then

|PL|H(Py) | P | (|P1|+|P2|> | P <|P1+|P2>
H(PiUP,) = + lo + lo . (3
PP = i e ) e e m )

Finally, if P; C Py with |u(Ps)] =1 and u(Py \ P3) Nu(P3) = () then
P21 | Ps|

T )
HP\Py) = —— | H(P) — —log — — lo . 4
P\ Py) |P1|—|P3|( )= B T E B E )

We notice that in all cases, if we know H(Py), H(P,) and the cardinality of each subset we
can update the entropy in O(1) time.

Range queries. In some data structures we need to handle range reporting or range counting
problems. Given P, we need to construct a data structure such that given a query rectangle
R, the goal is to return |R N P|, or report RN P. We use range trees [10]. A range tree can
4=1 1) space and can answer an aggregation
query (such as count, sum, max etc.) in O(log?n) time. A range tree can be used to

report RN P in O(log? n + |R N P|) time. Using fractional cascading the log”n term can
1

be constructed in O(nlog?) time, it has O(nlog

be improved to log? ! n in the query time. However, for simplicity, we consider the simple
version of a range tree without using fractional cascading. Furthermore, a range tree can be
used to return a uniform sample point from RN P in O(log? n) time. We give more details
about range trees and sampling in the full version of the paper [27]. There is also lot of
work on designing data structures for returning k independent samples in a query range
efficiently [1,2,26,32,37,39,40]. For example, if the input is a set of points in R? and the
query range is a query hyper-rectangle, then there exists a data structure [32] with space
O(n logd—! n) and query time O(logd n + klogn). For our purposes, it is sufficient to run &
independent sampling queries in a (modified) range tree with total query time O(k log? n).

Expected entropy and monotonicity. Entropy is not monotone because if P, C Ps, it
does not always hold that H(P;) < H(P,). Using the results in [29], we can show that

H(P) > |Fl);,ll_llH(Pl \ {p}), for a point p € P, C P. If we multiply with |P;|/n we have

Plp(py) > P21 (P {p)). Hence, we show that, for P € P, C P, Plp(p) <
Iin?lH (P2). The quantity %H (Py) is called expected entropy. This monotonicity property
helps us to design efficient partitioning algorithms with respect to expected entropy, for

example, find a partitioning that minimizes the cumulative or maximum expected entropy. t

3 Lower Bound

In this section, we give a lower bound for range entropy queries in the real-RAM model. We
show a reduction from the set intersection problem that suggests that data structures with
near-linear space and polylogarithmic query time are unlikely to exist even for d = 2.

The set intersection problem is defined as follows. Given a family of sets Sy,...,5,, with
37, |Si| = n, the goal is to construct a data structure such that given a query pair of indices
i,j ,the goal is to decide if S;N.S; = 0. It is widely believed that for any positive value @ € R,

2
any data structure for the set intersection problem with O(Q) query time needs ((g) )

space [20,35,36], skipping logo(l) n factors. Next, we show that any data structure for solving
the range entropy query can be used to solve the set intersection problem.
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B
y=x+n

y=x—n Py
Pl
pi,j
Figure 1 Lower bound construction. Figure 2 Partition P into K buckets in R%. Two
consecutive buckets have at most one color in common.
Let Si,...,9, be an instance of the set intersection problem as we defined above. We

design an instance of the range entropy query constructing a set P of 2n points in R? and
|U| =|U, Si|- Let ng =0 and n; =n;—1 + |S;| for i = 1,...,g. Let s;; be the value of the
k-th item in S; (we consider any arbitrary order of the items in each ;). Let S = J; Si,
and ¢ = |S|. Let 01,...04 be an arbitrary ordering of S. We set U = {1,...,q}. Next, we
create a geometric instance of P in R2: All points lie on two parallel lines L = z + n, and
L' =z —n. For each s; we add in P two points, p; . = (—(k +n;—1), —(k + n;—1) + n)
on L, and p;k = ((k+mni—1),k+n;—1 —n) on L'. If s;, = o; for some j < ¢, we set the
color /category of both points pi,k,p;k to be j. Let P; be the set of points corresponding
to S; that lie on L, and P] the set of points corresponding to S; that lie on L’. We set
P = J;(P; U P}). We note that for any pair i, j, points P; U P} have distinct categories if
and only if S; N S; = 0. P uses O(n) space and can be constructed in O(n) time.

Let D be a data structure for range entropy queries with space S(n) and query time Q(n)
constructed on n points. Given an instance of the set intersection problem, we construct P
as described above. Then we build D on P and we construct a range tree 7 on P for range
counting queries. Given a pair of indexes i, j the question is if S; N S; = 0. We answer this
question using D and T on P. Geometrically, it is known we can find a rectangle p; ; in O(1)
time such that p; ; N P = P; U P} (see Figure 1). We run the range entropy query D(p; ;)
and the range counting query 7 (p; ;). Let H; ; be the entropy of P; U PJ{ and n; ; = |P;UF;|.
If H; ; = logn, ; we return that S; N S; = (. Otherwise, we return S; N .S; # 0.

The data structure we construct for answering the set intersection problem has O(S(2n) +
nlogn) = O(S(2n)) space. The query time is (Q(2n) +logn) or just O(Q(n)) assuming that
Q(n) > logn.

» Lemma 5. In the preceding reduction, S; N S; = 0 if and only if H; ; = logn, ;.

Proof. If S; N'S; = () then from the construction of P we have that all colors in P; U Pj( are
distinct, so n; ; = [u(P; U P})|. Hence, the entropy H(P; U P;) takes the maximum possible
value which is H(P; U P}) = ZUEU(PNP]{) ﬁ logn; ; = logn; ;.

If H; ; # logn; ; we show that S; NS; # 0. The maximum value that H; ; can take is
logn, ; so we have H; ; < logn; ;. The entropy is a measure of uncertainty of a distribution.
It is known that the discrete distribution with the maximum entropy is unique and it is the
uniform distribution. Any other discrete distribution has entropy less than logn; ;. Hence

the result follows. <
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We conclude with the next theorem.

» Theorem 6. If there is a data structure for range entropy queries with S(n) space and
Q(n) query time, then for the set intersection problem there exists a data structure with
O(S(2n)) space and O(Q(2n)) query time, skipping logn factors.

4 Exact Data Structures

In this section we describe data structures that return the entropy in a query range, exactly.
First, we provide a data structure for d = 1 and we extend it to any constant dimension
d. Next, we provide a second data structure for any constant dimension d. The first data
structure is better for d = 1, while the second data structure is better for any constant d > 1.

4.1 Efficient data structure for d =1

Let P be a set of n points in R!. Since the range entropy query problem is not decomposable,
the main idea is to precompute the entropy in some carefully chosen canonical subsets of P.
When we get a query interval R, we find the maximal precomputed canonical subset in R,
and then for each color among the colors of points in R not included in the canonical subset,
we update the overall entropy using Equations 2, 3, and 4. We also describe how we can
precompute the entropy of all canonical subsets efficiently.

Data Structure. Let ¢ € [0,1] be a parameter. Let B, = {by,...,bx} be k = n'~! points in
R! such that |P N [b;,bj41]| = n', for any j < n'~'. For any pair b;,b; € By let I; ; = [b;, bj]
be the interval with endpoints b;,b; and let I be the set of all intervals. For any pair b;, b;
we store the interval I, ; and we precompute H; ; = H(P N1, ;), and n; ; = |P N I, ;|. Next,
we construct an interval tree T on I. Finally, for each color u € u(P) we construct a search
binary tree T, over P(u).

We have |B;| = O(n'~*) so |I| = O(n**~"). The interval tree along with all the search
binary trees have O(n) space in total. Hence we need O(n?1=%)) space for our data structure.
In the full version [27], we show how we can construct the data structure in O(n?~*) time.

Query procedure. Given a query interval R, we find the maximal interval I; ; € I such
that I C R using the interval tree. Recall that we have precomputed the entropy H; ;. Let
H = H,; ; be a variable that we will update throughout the algorithm storing the current
entropy. Let also N = n;; be the variable that stores the number of items we currently
consider to compute H. Let P = PN (R\ I; ;) be the points in P N R that are not included
in the maximal interval I; ;. See also Figure 3.

e e il o]

Figure 3 Instance of the query algorithm given query interval R. Purple points are points in Pg.

We visit each point in Pg and we identify u(Pg). For each u € u(Pg), we run a query in 7y
with range I; ; finding the number of points in P N I; ; with color u. Let n, be this count.
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If ny = 0 then there is no point in P N I; ; with color u so we insert |Pg(u)| items of
color u in the current entropy using Equation 3. In that formula, |P;| = N, H(P,) = H and

|Py| = |u(Pg)|. We update N = N + |u(Pg)|, and H with the updated entropy H(P; U Py).

If ny > 0 then there is at least one point in P N I; ; with color u. Hence, we update
the entropy H, by first removing the n, points of color u in P N I; ; and then re-inserting
Ny + |u(Pgr)| points of color u. We use Equation 4 for removing the points with color u with
|Pi| =N, H(P,) = H, and |P;| = n,,. We update N = N —n,, and H with the updated
entropy H(P; \ P;). Then we use Equation 3 for re-inserting the points with color u, with
|Pi| = N, H(P,) = H, and |P2| = ny + |u(Pg)|. We update N = N + ny + |u(Pg)| and
H with the updated entropy H(P; U P). After visiting all colors in u(Pg), we return the
updated entropy H. The correctness of the algorithm follows from Equations 3, 4. For each
color u € u(Pgr) we update the entropy including all points of color w.

For a query interval R we run a query in the interval tree to find I, ; in O(logn) time.

The endpoints of R intersect two intervals [by,, bp41] and [by, by+1]. Recall that by definition,
such interval contains O(n?) points from P. Hence, |Pg| = O(nt) and |u(Pg)| = O(nt). For
each u € u(Pgr), we spend O(logn) time to search 7, and find n,. Then we update the
entropy in O(1) time. Overall, the query procedure takes O(n'logn) time.

» Theorem 7. Let P be a set of n points in R, where each point is associated with a color,
and let t € [0,1] be a parameter. A data structure of O(n*(*=%) size can be computed in
O(n%7t) time, such that given a query interval R, H(P N R) can be computed in O(n'logn)
time.

In the full version [27], we extend this data structure to any constant d > 1.

4.2 Efficient data structure for d > 1

While the previous data structure can be extended to higher dimensions, here we propose a
more efficient data structure for d > 1. In this data structure we split the points with respect
to their colors. The data structure has some similarities with the data structure presented
in [3,4] for the max query under uncertainty, however the two problems are different and
there are key differences on the way we construct the data structure and the way we compute
the result of the query.

Data Structure. We first consider an arbitrary permutation of the colors in U, i.e.

Ul,...,Un. The order used to partition the items is induced from the permutation over the
colors. Without loss of generality we set u; = j for each j < m. We split P into K = O(n'~")
buckets P, ..., Pk such that i) each bucket contains O(n') points, and ii) for every point
p € P; and q € Piy1, u(p) > u(q). We notice that for any pair of buckets P;, P;;1 it holds
|u(P;) Nu(Pig1)] < 1, see Figure 2. We slightly abuse the notation and we use P; to represent
both the i-th bucket and the set of points in the i-th bucket.

For each bucket P;, we take all combinatorially different (hyper)rectangles R; defined by
the points P;. For each such rectangle r, we precompute and store the entropy H(P;Nr) along
with the number of points n(P;Nr) = |P;Nr|. In addition, we store u™(r), the color with the
maximum value (with respect to the permutation of the colors)in N P;. Furthermore, we store
u~ (), the color with the minimum value in rN P;. Let n™(r) = [{p € rNP; | u(p) = u™(r)}|
and n=(r) = {p € rN P, | u(p) = v (r)}|. Finally, for each bucket P; we construct a
modified range tree 7; over all R;, such that given a query rectangle R it returns the maximal
rectangle r € R; that lies completely inside R. We note that » N P; = RN P;. This can be
done by representing the d-dimensional hyper-rectangles as 2d-dimensional points merging
the coordinates of two of their corners.

6:9
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Overall, we need O(nlog?~'n) space for the modified range trees 7;, and O(n'~* -

n2) = O(n(4=Dt+1) gpace to store all additional information (entropy, counts, max/min
color) in each rectangle. This is because there are O(n'~!) buckets, and in each bucket
there are O(n??) combinatorially different rectangles. Overall, our data structure has

0 (n log? 1 n + n(zd’l)t“) space.

Query Procedure. We are given a query (hyper)rectangle R. We visit the buckets Py, ... Px
in order and compute the entropy for RN (P; U...U P;). Let H be the overall entropy we
have computed so far. For each bucket P; we do the following: First we run a query using 7,
to find r; € R; that lies completely inside R. Then we update the entropy H considering the
items in P; N If w™ (r;—1) = ut(r;) then we update the entropy H by removing n™~ (r;_1)
points with color u™ (r;_1) using Equation 4. Then we insert n~(r;_1) +n"(r;) points of
color u™ (r;) in H using Equation 3. Finally, we remove n* (r;) points of color u™ (r;) from the
precomputed H (P;Nr;) using Equation 4 and we merge the updated H with H(P;Nr;) using
Equation 2. We note that in the last step we can merge the updated H with the updated
H(P; Nr;) because no color from the points used to compute the current H is appeared in
the points used to compute the current H(P; Nr;). On the other hand, if u™(r;—1) # u™ (r;),
then we merge the entropies H and H(P; Nr;) using directly Equation 2.

In each bucket P; we need O(lode n) to identify the maximal rectangle r; inside R. Then
we need O(1) time to update the current entropy H. Overall, we need O(n'~*log®? n) time.

Fast Construction. All range trees can be computed in O(n log?? n) time. Next, we focus
on computing H(P; Nr) for all rectangles r € R;. We compute the other quantities n(P; Nr),
u™(r), and uT(r) with a similar way. A straightforward way is to consider every possible
rectangle r and compute independently the entropy in linear time. There are O(n?%)
rectangles so the running time is O(n?#+1). We propose a faster construction algorithm.

The main idea is to compute the entropy for rectangles in a specific order. In particular,
we compute the entropy of rectangles that contain ¢ points after we compute the entropies
for rectangles that contain ¢ — 1 points. Then we use Equations 3, 4 to update the entropy
of the new rectangle without computing it from scratch. Overall, we construct the data
structure in O(n(24=Dt+11og%1 1) time. We describe the missing details in the full version
of the paper [27].

» Theorem 8. Let P be a set of n points in R?, where each point is associated with a color,
and let t € [0,1] be a parameter. A data structure of O(nlog®?~? (2d=1)t+1)
computed in O(n 1og2d n 4 n(2d-1t+1 logdJrl n) time, such that given a query hyper-rectangle
R, H(PNR) can be computed in O(n'~'log*>* n) time.

n+n size can be

5 Approximate Data Structures

In this section we describe data structures that return the entropy in a query range, approx-
imately. First, we provide a data structure that returns an additive approximation of the
entropy and next we provide a data structure that returns a multiplicative approximation
efficiently. Finally, for d = 1, we design a deterministic and more efficient data structure that
returns an additive and multiplicative approximation of the entropy.
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5.1 Additive approximation

In this Subsection, we construct a data structure on P such that given a query rectangle R
and a parameter A, it returns a value h such that H(PNR) — A <h < H(PNR)+ A. The
intuition comes from the area of finding an additive approximation of the the entropy of an
unknown distribution in the dual access model [13].

Let D be a fixed distribution over a set of values ay,...,ay. Each value «; has a
probability D(c;) which is not known, such that Zf\]:l D(o;) = 1. The authors in [13] show

. log? % log N . .
that if we ask O { —=Z2z—— ) sample queries in the dual access model, then we can get a A

2N
additive-approximation of the entropy of D with high probability in O (ws) time,

where S is the running time to get a sample. In the dual access model, we consider that
we have a dual oracle for D which is a pair of oracles (SAMPp, EVALp). When required,
the sampling oracle SAMP p returns a value «; with probability D(«;), independently of all
previous calls to any oracle. Furthermore, the evaluation oracle EVALp takes as input a
query element «; and returns the probability weight D(«;).

Next, we describe how the result above can be used in our setting. The goal in our
setting is to find the entropy H(P’), where P’ = P N R, for a query rectangle R. The colors
in u(P’) define the distinct values in distribution D. By definition, the number of colors
is bounded by |P’| = O(n). The probability weight is defined as |P|/1(;f|i)‘. We note that
in [13] they assume that they know N, i.e., the number of values in distribution D. In our

case, we cannot compute the number of colors |u(P’)| efficiently. Even though we can easily
compute an O(logd n) approximation of |u(P’)]|, it is sufficient to use the loose upper bound
|u(P")| < n. This is because, without loss of generality, we can assume that there exist
n — |u(P’)| values/colors with probability (arbitrarily close to) 0. All the results still hold.
Next we present our data structure to simulate the dual oracle.

Data structure. For each color u; € U we construct a range tree 7; on P(u;) for range
counting queries. We also construct another range tree 7 on P for range counting queries,
which is independent of the color. Next, we construct a range tree S on P for range sampling
queries. In particular, by pre-computing the number of points stored in the subtree of each
node of the range tree, we can return a sample in a query region efficiently. For more details
the reader can check the full version of the paper [27], and [1, 2,26, 32,37,39,40] where the
authors propose a data structure for finding k samples in a query region efficiently'. We need
O(nlog®n) time to construct all the range trees, while the overall space is O(nlog? ! n).

Query procedure. The query procedure involves the algorithm for estimating the entropy

of an unknown distribution in the dual access model [13]. Here, we only need to describe

how to execute the oracles SAMPp and EVALp in P’ = PN R using the data structure.
SAMP p: Recall that SAMPp returns «; with probability D(a;). In our setting, values
a1, ...,q, correspond to colors. So, the goal is to return a color u; with probability
proportional to the number of points with color u; in P’. Indeed, S returns a point p

uniformly at random in P’. Hence, the probability that a point with color u; is found is
[P’ (ui)]
[Pl -

1 While it is known how to get k independent weighted samples in a query hyper-rectangle in O(logd n+
klogn) time [32], the overall asymptotic query time of our problem remains the same if we use a range

tree as described in [27] with O(klog? n) query time.
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EVALp: Recall that given a value a;, EVALp returns the probability weightD(q;).
Equivalently, in our setting, given a color u;, the goal is to return %. Using 7T; we
run a counting query in the query rectangle R and find |P’(u;)|. Then using 7, we run a
counting query in R and we get |P’|. We divide the two quantities and return the result.
In each iteration, every oracle call SAMPp and EVALp executes a constant number of range
tree queries, so the running time is O(log?n). The algorithm presented in [13] calls the

2 n
oracles O(W) times to guarantee the result with probability at least 1 — 1/n, so

d+1 ., 1..2 n

the overall query time is O (W) We note that if A < ﬁ then the query time
is Q(nlogn). However, it is trivial to compute the entropy in P N R in O(nlogn) time
by traversing all points in P N R. Hence, the additive approximation is non-trivial when

A > ﬁ In this case, log? Az = O(log2 n). We conclude that the query time is bounded by
0] (bi#). We conclude with the next theorem.

» Theorem 9. Let P be a set of n points in R?, where each point is associated with a color.
A data structure of O(nlog® ' n) size can be computed in O(nlog®n) time, such that given a

. log?t3 n
query hyper-rectangle R and a real parameter A, a value h can be computed in O (%72)
time, such that H PN R)— A <h < H(PNR)+ A, with high probability.

This data structure can be made dynamic under arbitrary insertions and deletions of points
using well known techniques [9,21,33,34]. The update time is O(logd n).

5.2 Multiplicative approximation

In this Subsection, we construct a data structure such that given a query rectangle R and
a parameter €, it returns a value h such that %ﬁH(P NR)<h<(1+4+e)H(PNR). The
intuition comes for the area of finding a multiplicative approximation of the the entropy
of an unknown distribution in the dual access model [23] and the streaming algorithms for
finding a multiplicative approximation of the the entropy [14]. In particular, in this section
we extend the streaming algorithm proposed in [14] to work in the query setting.

We use the notation from the previous Subsection where D is an unknown distribution

over a set of values aq,...,ayn. It is known [23] that if we ask O i‘;gg, queries in the
dual access model, where H' is a lower bound of the actual entropy of D, i.e., H(D) > H’,
then we can get an (1 + ¢)-multiplicative approximation of the entropy of D with high

(%8) time, where S is the time to get a sample. We consider that we

probability, in O
have a dual oracle for D which is a pair of oracles (SAMPp,EVALp), as we had in additive
approximation. Similarly to the additive approximation, in our setting we do not know the
number of colors in P’ = PN R or equivalently the number of values N in distribution D.
However it is sufficient to use the upper bound |u(P’)| < n considering n — |u(P’)| colors
with probability (arbitrarily close to) 0. If we use the same data structure constructed for
the additive approximation, we could solve the multiplicative-approximation, as well. While
this is partially true, there is a big difference between the two problems. What if the actual
entropy is very small so H' is also extremely small? In this case, the factor % will be very
large making the query procedure slow.

We overcome this technical difficulty by considering two cases. If H' is large, say H' > 0.9,
then we can compute a multiplicative approximation of the entropy efficiently applying [23].
On the other hand, if H’ is small, say H' < 0.9, then we use the ideas from [14] to design an

efficient data structure. In particular, we check if there exists a value aps with D(aps) > 2/3.
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If it does not exist then H' is large so it is easy to handle. If ay; exists, we write H(D) as a
function of H(D \ {aar}) using Equation 4. In the end, if we get an additive approximation
of H(D \ {ap}) we argue that this is sufficient to get a multiplicative approximation of H'.

Data Structure. For each color ¢; we construct a range tree 7; over P(u;) as in the previous
Subsection. Similarly, we construct a range tree 7 over P for counting queries. We also
construct the range tree S for returning unifroms samples in a query rectangle. In addition
to S, we also construct a variation of this range tree, denoted by S. Given a query rectangle
R and a color ¢;, S returns a point from {p € RN P | u(p) # ¢;} uniformly at random. In
other words, S is a data structure over P that is used to return a point in a query rectangle
uniformly at random excluding points of color ¢;. While S is an extension of S, the low level
details are more tedious. We describe S in the full version of the paper [27].

The complexity of the proposed data structure is dominated by the complexity of S.
Overall, it can be computed in O(nlog?n) time and it has O(nlog?n) space.
Query procedure. First, using 7 we get N = |P N R|. Using S we get % independent
random samples from P N R. Let Ps be the set of returned samples. For each p € Pg with
u(p) = u;, we run a counting query in 7; to get N; = |P(u;) N R|. Finally, we check whether

Rt > 2/3. If we do not find a point p € Ps (assuming u(p) = u;) with &% > 2/3 then we

run the algorithm from [23]. In particular, we set H' = 0.9 and we run O (;S?’;) oracle

queries SAMPp or EVALp, as described in [23]. In the end we return the estimate h. Next,
we assume that the algorithm found a point with color u; satisfying % > 2/3. Using S

(instead of §) we run the query procedure of the previous Subsection and we get an e-additive
approximation of H((P \ P(u;)) N R), i.e., the entropy of the points in P N R excluding
points of color ¢;. Let h' be the e-additive approximation we get. In the end, we return the

estimate h = L]—VM -h+ %log% + NJ_VM log NJ_VNi.

Correctness. It is straightforward to see that if there exists a color w; containing more
than 2/3’s of all points in P N R then u; € u(Pgs) with high probability. For completeness,
in [27] we prove that this is the case with probability at least 1 —1/(2n). Hence, with high
probability, we make the correct decision.

If there is not such color, then in the full version [27] we show that the entropy in this

case should be H(P N R) > 0.9. Hence, O (log.n) oracle queries are sufficient to derive an

2

(1 + e)-multiplicative approximation of the correct entropy.

The interesting case is when we find a color u; such that % > 2/3 and % <1 (if % =1
then H(P N R) = 0). Using the results of the previous Subsection along with the new data
structure S, we get ' € [H((P\ P(u;)) N R) —e&, H((P\ P(u;)) N R) + €] with probability
at least 1 — 1/(2n). We finally show that the estimate h we return is a multiplicative
approximation of H(P N R). From Equation 4, we have H(P N R) = %H((P \ P(u;)) +
% log Nﬂﬁ— N]_vNi log NJ_VNi. Since b’ € [H((P\ P(u;))NR)—¢e, H((P\ P(u;))NR)+¢], we get
h € [H(PNR)—e 858 H(POR)+e X554, Tf we show that Y5 < H(PNR) then the result

i

follows. By the definition of entropy we observe that H(PNR) > % log Nﬂt + N J_VN L log N_LNL
In the full version of the paper [27] we show that % < ]JV\, log % + N;VNi log %M, if

1> 81> 2/3. We conclude that h € [(1 —e)H(PNR),(1+e)H(PNR).

Analysis. We first run a counting query on 7 in O(log?n) time. Then the set Py is
constructed in O(log?*! n)

procedure (no point p with 3t > 2/3) we run O(IOE#) oracle queries so in total it runs in

time, running O(logn) queries in S. In the first case of the query
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O(logdH) time. In the second case of the query procedure (point p with §: > 2/3) we run

&-2
_ s
the query procedure of the previous Subsection using S instead of S, so it takes O(log6 ;5)
d+3
time. Overall, the query procedure takes O(loi 2+ ) time.

» Theorem 10. Let P be a set of n points in R?, where each point is associated with a color.
A data structure of O(n log? n) size can be computed in O(n log? n) time, such that given a

query hyper-rectangle R and a parameter € € (0,1), a value h can be computed in O(%
time, such that ﬁH(P N R)<h<(1+e)H(PNR), with high probability.

This structure can be made dynamic under arbitrary insertions and deletions of points using
well known techniques [9,21,33,34]. The update time is O(logd n).

5.3 Efficient additive and multiplicative approximation for d = 1

Next, for d = 1, we propose a deterministic, faster approximate data structure with query
time O(polylogn) that returns an additive and multiplicative approximation of the entropy
H(P N R), given a query rectangle R.

Instead of using the machinery for entropy estimation on unknown distributions, we
get the intuition from data structures that count the number of colors in a query region R.
In [24], the authors presented a data structure to count/report colors in a query interval for
d = 1. In particular, they map the range color counting/reporting problem for d =1 to the
standard range counting/reporting problem in R2. Let P be the set of n colored points in R*.
Let P = () be the corresponding points in R? they construct. For every color u; € U, without
loss of generality, let P(u;) = {p1,pa2, ..., pr} such that if 7 < £ then the z-coordinate of point
p; is smaller than the z-coordinate of point py. For each point p; € P(u;), they construct
the 2-d point p; = (pj,p;j—1) and they add it in P.If pj = p1, then p1 = (p1, —00). Given a
query interval R = [l,r] in 1-d, they map it to the query rectangle R = [I,7] x (—o0,1). It is
straightforward to see that a point of color u; exists in R if and only if R contains exactly
one transformed point of color u;. Hence, using a range tree 7 on P they can count (or
report) the number of colors in P N R efficiently. While this is more than enough to count
or report the colors in P N R, for the entropy we also need to know (in fact precompute)
the number of points of each color u; in P’, along with the actual entropy in each canonical
subset. Notice that a canonical subset/node in T might belong to many different query
rectangles R that correspond to different query intervals R. Even though a point of color
u; appears only once in RN P, there can be multiple points with color u; in RN P. Hence,
there is no way to know in the preprocessing phase the exact number of points of each color
presented in a canonical node of 7. We overcome this technical difficulty by pre-computing
for each canonical node v in 7, monotone pairs with approximate values of (interval, number
of points), and (interval, entropy) over a sufficiently large number of intervals. Another issue
is that entropy is not monotone, so we split it into two monotone functions and we handle
each of them separately until we merge them in the end to get the final estimation.

Before we start describing the data structure we prove some useful properties that we
need later. For a set of colored points P/ C P, with N = |P'|, let F(P') = N -H(P') =
ZuiEH(P/) N; -log %7 where N; is the number of points in P’ with color u;. We prove the
next lemma in the full version [27].

» Lemma 11. The function F(-) is monotonically increasing. Furthermore, F(P') =
O(Nlog N), and the smallest non-zero value that F(-) can take is at least log N.
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Data structure. We apply the same mapping from P to P as described above [24] and
construct a range tree 7 on P. Then we visit each canonical node v of 7. If node v contains
two points with the same color then we can skip it because this node will not be returned
as a canonical node for any query R. Let v be a node such that P, does not contain two
points with the same color. Let also z, be the smallest z-coordinate of a point in P,. Finally,
let U, = u(P,), and P(U,) = {p € P | u(p) € U, }. Notice that P(U,) is a subset of P and
not of P. We initialize an empty array S, of size O(IO‘E”). Each element S, [i] stores the

maximum z coordinate such that (1 +¢)* > |P(U,) N [z,, z]|. Furthermore, we initialize an
empty array H, of size O(k’%). Each element H,[i] stores the maximum « coordinate such
that (1+¢)® > F(P(U,) N [z, 7]). We notice that both functions F(-), and cardinality of
points are monotonically increasing. For every node of T we use O(lo%) space, so in total,
the space of our data structure is O(% log? n). In the full version of the paper [27] we show
how we can construct the data structure 7 in oz log® n) time.

Query procedure. Given a query interval R = [a, )], we run a query in T using the query
range R. Let V = {v1,..., v} be the set of k = O(log? n) returned canonical nodes. For

each node v € V we run a binary search in array S, and a binary search in H, with key b.

Let ¢5 be the minimum index such that b < S,[¢7] and ¢Z be the mlnlmum index such that

b < H,[¢H]. From their deﬁnltlons it holds that |P(U,)NR| < (1—1—5) < (1+¢)|P(Uy)NRY,

and F(P(U,)NR) < (1+¢)% < (1+¢)F(P(U,) N R). Hence, we can approximate the
H

entropy of P(U,) N R, defining H, = % The next Lemma shows that H, is a good
e)cv
approximation of H(P(U,) N R).

» Lemma 12. [t holds that H(P(U,)NR) < H, < (1 +¢)?H(P(U,) N R).

H
Proof. We have #H, = % From their definitions, we have that |P(U,) N R| <

(1+€) (1+5)|P( »)NR|, and F(P(U, )ﬂR) (1+5) < (14e)F(P(U,)NR). It also holds

that (14 e)5~1 < |P(U,) N R| and (1 + )& *lz% Hence H, < (HafUiTIOR) <

(1+¢)?H(P(U,) N R). Furthermore, M, > SEATI00 — H(P(U,) N R). <

We find the overall entropy by merging together pairs of canonical nodes. Notice that we
can do it easily using Equation 2 because all colors are different between any pair of nodes
in V. For example, we apply Equation 2 for two nodes v,w € V as follows:

(148)% Hy+(1+e) % Hop+(142) 0 log(—(1+5) Y +Ctel v >+(1+e)f log(—(1+5) vi(te) w)

(14o)f 1 (+e)w

(1—}-6)[ _1—|—(1—|—s)ew_1

In the end we compute the overall entropy H. The next Lemma shows the correctness of our
procedure.

» Lemma 13. If we set ¢ +
for a constant ¢ > 0.

it holds that HPNR) <H < (1+e)H(PNR)+¢

&
4-c-loglogmn’

Proof. We assume that we take the union of two nodes v,w € V using Equation 2. We
can use this equation because nodes v,w do not contain points with similar colors. Let
H,=H(P(U,)NR), H, = H(P(U,)NR), Ny = |P(U,) NR|, and No = |P(Us) N R|. We
have

(146) 5 M (1) 5 Moy 1 (140) 5 10g<<1+s> v +Qe)n >+(1+E)z 10g<(1+s) v +g+s) )

51
Hyw = (1+e) (te)w

) (1+€)£ —l+(1+€)éw—1
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Using Lemma 12, we get

y (1+e)* Ny Hy+(14€)* Ny Hao+ (142)% Ny 1og((1+s)2N1+1N2) +(14€)% N, log((1+5)2 NINL;W)
vw = N1+N2

and we conclude that
How < (L+ &) H((P(U,) UP(Uy,))NR) + (1+¢)*log(1 + ).
Similarly if we have computed H , for two other nodes =,y € V, then
How < (142 H((P(U,) UP(U,) N R) + (1 +2)?log(1 + )7,
If we compute their union, we get

Howay < (1+) H((PU,)UP(Uy)UP(Uz)UP(Uy))NR)+[(146)* +(1+¢)*] log(1+¢)*.

In the end of this process we have

H>H(PNR)
because all intermediate estimations of entropy are larger than the actual entropy. For a
constant ¢, it also holds that

clog(logn)/2
H<(A+e)PslsmH(PAR) + Y (14&)%log(l+¢)”

j=1
This quantity can be bounded by
H < (14 ¢)cleloemn) g(P N R) + clog(logn)(1 + £)¢1°8008™) Jog(1 4 ¢).

We have the factor log(logn) because |V| = O(log” n) so the number of levels of recurrence
is O(log(logn)).

Next, we show that if we set & = 755y, then H < (1+e)H(PNR)+e.

We have

clog(logn)
L L <e/t<1l4e
clog(logn)

The first inequality holds because of the well known inequality (1 + z/n)"™ < e®. The second
inequality is always true for ¢ € (0,1). Then we have

€
< 2clog(1 I 14— .
) < 2clog(logn) og( + 4oclog(logn))

€
1 log(1 1 1+ ———F
(1+¢)clog(logn) og( +4~clog(logn)

Next, we show that this quantity is at most €. Let L = clog(logn) and let

f(z) = — 2Llog (1 + ﬁ)

be a real function for z € [0, 1]. We have

oo 2L
fla)=1- LIn(16) + zln(2)’

We observe that In(16) ~ 2.77 and x1n(2) > 0 so f'(z) > 0 and f is monotonically increasing.
So f(x) > f(0) = 0. Hence, for any ¢ € [0, 1] we have

€
—2r1 (1 7) > 0.
3 0og + iL) =
We conclude with

H<(1+e)HPNR)+e. <
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We need O(log2 n) time to get V from 7. Then, we run binary search for each node

v € V so we spend O(log? n log snloglosny — (1og? nlog 1°6™) time. We merge and update

g €
o . L E 2 1
the overall entropy in time O(|V]), so in total the query time is O(log”nlog =£%).

» Theorem 14. Let P be a set of n points in R, where each point is associated with a color,
and let € € (0,1) be a parameter. A data structure of O(% log® n) size can be computed in
o2 log® n) time, such that given a query hyper-rectangle R, a value h can be computed in

O (loanlog 1°g") time, such that HPNR)<h<(1+e)H(PNR)+e.

g

6 Partitioning

The new data structures can be used to accelerate some partitioning algorithms with respect
to the (expected) entropy. Let DS be one of our new data structures over n items that can
be constructed in O(P(n)) time, has O(S(n)) space, and given a query range R, returns a
value h in O(Q(n)) time such that iH —B<h<a-H+ 3, where H is the entropy of the
items in R, and o > 1, 8 > 0 two error thresholds. On the other hand, the straightforward
way to compute the (expected) entropy without using any data structure has preprocessing
time O(1), query time O(n) and it returns the exact entropy in a query range.

In most cases we consider the expected entropy to partition the dataset as this is mostly
the case in entropy-based partitioning and clustering algorithms. Except of being a useful
quantity bounding both the uncertainty and the size of a bucket, it is also monotone. All
our data structures can work for both the entropy and expected entropy quantity almost
verbatim. We define two optimization problems. Let MaxPart be the problem of constructing
a partitioning with k buckets that maximizes/minimizes the maximum (expected) entropy in
a bucket. Let SumPart be the problem of constructing a partitioning with k buckets that
maximizes/minimizes the sum of (expected) entropies over the buckets. For simplicity, in
order to compare the running times, we skip the log(n) factors from the running times.

Partitioning for d = 1. We can easily solve MaxPart using dynamic programming: DP[i, j] =
ming.; max{DP[i — ¢, j — 1], Error[i — £ + 1,i])}, where DP[i, j] is the minimum max entropy
of the first ¢ items using j buckets, and Error|[i, j] is the expected entropy among the items
i and j. Since Error is monotone, we can find the the optimum DPJ[i, j] running a binary

search on £, i.e., we do not need to visit all indexes ¢ < i one by one to find the optimum.

Without using any data structure the running time to find DP[n, k] is O(kn?). Using DS,
the running time for partitioning is O(P(n) + knQ(n)). If we use the data structure from
Section 4.1 for ¢ = 0.5, then the running time is O (kny/n) = o(kn?).

Next we consider approximation algorithms for the MaxPart and SumPart problems.

It is easy to observe that the maximum value and the minimum non-zero value of the
optimum solution of MaxPart are bounded polynomially on n. Let [I, 73] be the range

of the optimum values. We discretize the range (I, 75s] by a multiplicative factor (1 + €).

We run a binary search on the discrete values. For each value e € [lyr, 7as] we consider, we
construct a new bucket by running another binary search on the input items, trying to expand
the bucket until its expected entropy is at most e. We repeat the same for all buckets and
we decide if we should increase or decrease the error e in the next iteration. In the end the
solution we find is within an (1+¢) factor far from the max expected entropy in the optimum
partitioning. Without using any data structure, we need O(nlog %) time to construct the
partitioning. If we use DS we need time O (P(n) + kQ(n)log ). If we use the data structure
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in Subsection 5.2 we have partition time O (n + E% log %) =0 (n log %) If we allow a A
additive approximation in addition to the (1 + ¢) multiplicative approximation, we can use
the data structure in Subsection 5.1 having partition time O (n + % log %) =o0 (n log é)
Next, we focus on the SumPart problem. It is known from [22] (Theorems 5, 6) that if the
error function is monotone (such as the expected entropy) then we can get a partitioning with

(14 &)-multiplicative approximation in O (P(n) + f—j@(n)) time. Hence, the straightforward
solution without using a data structure returns an (1 + €)-approximation of the optimum

partitioning in O <§n> time. If we use the data structure from Subsection 5.2 we have

running time O (n + ];—i), which is o (’;—:’n) and multiplicative error (1 + ¢)2. If we set
€ < ¢/3 then in the same asymptotic running time we have error (1 4 ¢). If we also allow
A - n additive approximation, we can use the additive approximation DS from Subsection 5.1.
The running time will be O (n + Ezk%) =0 <£n>

2

Partitioning for d > 1. Partitioning and constructing histograms in high dimensions is
usually a very challenging task, since most of the known algorithms with theoretical guarantees
are very expensive [18]. However, there is a practical method with some conditional error
guarantees, that works very well in any constant dimension d and it has been used in a few
papers [5,30,31]. The idea is to construct a tree having a rectangle containing all points in the
root. In each iteration of the algorithm, we choose to split (on the median in each coordinate
or find the best split) the (leaf) node with the minimum/maximum (expected) entropy. As
stated in previous papers, let make the assumption that an optimum algorithm for either
MaxPart or SumPart is an algorithm that always chooses to split the leaf node with the
smallest/largest expected entropy. Using the straightforward solution without data structures,
we can construct an “optimum” partitioning in O(kn) time by visiting all points in every new
generated rectangle. Using DS, the running time of the algorithm is O(P(n) + kQ(n)). In
order to get an optimum solution we use DS from Subsection 4.2. The overall running time is
O(n4=Dt+1 4 kpl=t). This is minimized for n(4=DH1 = gpl=t ot = t* = %, so the
overall running time is O(kn'~*") = o(kn). If we allow (1 + ¢)-multiplicative approximation
we can use the DS from Subsection 5.2. The running time will be O (n + E%) = o(kn). If we
allow a A-additive approximation, then we can use the DS from Subsection 5.1 with running

time O (n + £5) = o(kn).

7 Conclusion

In this work, we presented efficient data structures for computing (exactly and approximately)
the entropy of the points in a rectangular query in sub-linear time. Using our new data
structures we can accelerate partitioning algorithms for columnar compression (Example 1)
and histogram construction (Example 2). Furthermore, we can accelerate the exploration of
high uncertainty regions for data cleaning (Example 3).

There are multiple interesting open problems derived from this work. i) Our approximate
data structures are dynamic but our exact data structures are static. Is it possible to have
dynamic data structure for returning the exact entropy? ii) We showed a lower bound for
designing exact data structures when P € R? for d > 2. Does the lower bound extend
for d = 17 iii) There is still a gap between the proposed lower bound and upper bound.
An interesting problem is to close that gap. iv) Can we extend the faster deterministic
approximation data structure from Subsection 5.3 in higher dimensions?
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