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Abstract

Rebalancing schemes for dynamic binary search trees are numerous in the literature, where the goal is to maintain trees of low height, either in the worst-case or expected sense. In this paper we study randomized rebalancing schemes for sequences of \( n \) insertions into an initially empty binary search tree, under the assumption that a tree only stores the elements and the tree structure without any additional balance information. Seidel (2009) presented a top-down randomized insertion algorithm, where insertions take expected \( O\left(\lg^2 n\right) \) time, and the resulting trees have the same distribution as inserting a uniform random permutation into a binary search tree without rebalancing. Seidel states as an open problem if a similar result can be achieved with bottom-up insertions. In this paper we fail to answer this question.

We consider two simple canonical randomized bottom-up insertion algorithms on binary search trees, assuming that an insertion is given the position where to insert the next element. The subsequent rebalancing is performed bottom-up in expected \( O(1) \) time, uses expected \( O(1) \) random bits, performs at most two rotations, and the rotations appear with geometrically decreasing probability in the distance from the leaf. For some insertion sequences the expected depth of each node is proved to be \( O(\lg n) \). On the negative side, we prove for both algorithms that there exist simple insertion sequences where the expected depth is \( \Omega(n) \), i.e., the studied rebalancing schemes are not competitive with (most) other rebalancing schemes in the literature.
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1 Introduction

Binary search trees is one of the most fundamental data structures in computer science, dating back to the early 1960s, see, e.g., Windley (1960) [28] for an early description of binary search trees and Hibbard (1962) [20] for an analysis of random insertions and deletions. Knuth [21, page 453] gives a detailed overview of the early history of binary search trees, and Andersson et al. [7] an overview of later developments on balanced binary search trees.

When inserting new elements into the leaves of an unbalanced binary search tree the height of the tree might deteriorate, in the sense that it becomes super-logarithmic in the number of elements stored (see Figure 1). In the literature numerous rebalancing schemes have been presented guaranteeing logarithmic height: Some are deterministic with worst-case update bounds, like AVL-trees [1], red-black trees [19]; some deterministic with amortized bounds, like splay-trees [26] and scapegoat trees [5, 18]; and others are randomized, like treaps [25] and randomized binary search trees [22], just to mention a few.

In this paper we study simple randomized rebalancing schemes for sequences of insertions into an initially empty binary search tree. The goal of this paper is to study randomized rebalancing schemes under a set of constraints, and to study how good rebalancing schemes
can be achieved within these constraints. In general the proposed rebalancing schemes in Section 2 and Section 3 are not competitive with existing rebalancing schemes in the literature. The constraints we consider are the following:

1. The search tree should not store any balancing information, only the tree and the elements should be stored.
2. Insertions should perform limited restructuring, say, worst-case $O(1)$ rotations.
3. Most rotations should happen near the inserted elements.
4. Rebalancing should be based on local information (tree structure) at the insertion point only (e.g., without knowledge of $n$ nor the current height of the tree).
5. Rebalancing should be performed in expected $O(1)$ time.
6. Rebalancing should use expected few random bits per insertion, say, expected $O(1)$ bits.
7. Each node should have low expected depth, ideally $O(\log n)$.

The constraints are motivated by the properties of the randomized treaps [25] (but treaps need to store random priorities as balance information); that the random distribution of tree structures achieved by treaps can be achieved without storing balancing information [24] (but with slower insertions); and treaps can be the basis for efficient concurrent search trees [3].

1.1 Deterministic Previous Work

Red-black trees [19] are deterministic dynamic balanced binary search, with good amortized performance. They violate constraint (1), since each node is required to store a single bit of balance information, indicating if the node is red-black. But otherwise, red-black trees are guaranteed to have height $O(\log n)$, insertions at a leaf can be performed in amortized $O(1)$ time and perform at most two rotations, i.e., red-black trees essentially satisfy constraints (2)–(7), if expected bounds are substituted by amortized bounds.

Brown [13, 14] showed how to encode a single bit of information in the internal nodes of a binary tree by considering “supernodes” consisting of pairs of consecutive elements arranged as parent-child pairs together with a pointer to an empty leaf between the two elements. Depending of the relative placement of the two elements the encoded bit can be decoded from the placement of the pointer to the empty leaf. Brown showed how to encode 2-3 trees [2, Chapter 4] using this technique, achieving balanced binary search trees storing no balance information and supporting insertions in worst-case $O(\log n)$ time.
Splay trees [26] are the canonical deterministic amortized efficient dynamic binary search trees satisfying constraint (1), i.e., they do not store any additional information than the binary tree and the elements. Splay trees support insertions in amortized $O(\lg n)$ time, i.e., insertions are amortized efficient. The drawback of splay trees is that they do a significant amount of restructuring (memory updates) per insertion, since they rotate a constant fraction of the nodes on the path from the inserted element to the root. The number of rotations depends on what variant of splaying is applied, see [11, 26]. Albers and Karpinski [4] and Fürer [17] considered randomized variants of splaying to reduce the restructuring cost.

Scapegoat trees are another deterministic dynamic binary search tree with good amortized performance, independently discovered by Anderson [5, 6] and Galperin and Rivest [18]. Scapegoat trees achieve amortized $O(\lg n)$ insertions by maintaining the invariant that the height of a tree containing $n$ elements is $O(\lg n)$. If an insertion causes the invariant to be violated, a local subtree is rebuild into a perfectly balanced binary tree (in the worst-case this is the root and the full tree is rebuild). A scapegoat tree only needs to store the number of elements $n$ as a global integer value in addition to the binary tree and its elements.

1.2 Randomized Previous Work

Randomization and binary search trees can be addressed in two directions in the context of insertions: Either insertions are random (e.g., the insertion sequence is a random permutation) and we analyze the expected performance for a binary search tree with respect to the insertion distribution; or insertions can be arbitrary but the rebalancing of the binary search tree exploits random bits and we analyze the performance with respect to the random bits.

We call a search tree containing $n$ elements inserted in random order without rebalancing a random binary search tree. A classic result on random binary search trees is that each element in the resulting tree has expected depth at most $2\ln n + O(1)$ [10, 20, 28]. The important property is that the root equals each of the $n$ elements with probability exactly $1/n$, and this property again holds recursively for the left and right subtrees. A consequence is that all valid search trees with $n \geq 3$ elements do not have the same probability. See Panny [23] for a history on deletions in random binary search trees.

The structure of random binary search trees has been used as guideline to construct different dynamic binary search trees where at each point of time the probability of a given tree equals that of a random binary search tree [22, 24, 25].

Aragon and Seidel [25] introduced the treap, that with each element stores an independently uniformly assigned random priority in the range $[0, 1]$, and organizes the search tree such that priorities satisfy heap order [27], i.e., the root stores the element with minimum priority. Since each element has probability $1/n$ to have the smallest priority, all elements have probability $1/n$ to be at the root, the property required to be random search trees. Insertions into treaps can be done by bottom-up rotations in expected $O(1)$ time and $O(1)$ rotations using $O(1)$ random bits. After $n$ insertions into a treap the expected shape of the treap equals a random binary search tree. Blelloch and Reid-Miller [9] considered parallel algorithms for the set operations union, intersection and difference on treaps. Alapati et al. [3] considered concurrent insertions and deletions into treaps.

Martínez and Roura [22] presented a different approach denoted randomized binary search trees to achieve the structure of a random binary search tree after $n$ insertions. Their approach stores at each node the size of the subtree rooted at the node, and insertions are performed top-down in expected $O(\lg n)$ time, where the inserted element is inserted in a node with probability $\frac{1}{k+1}$, where $k$ is the size of the current subtree rooted at the node (see [22] for details). Each insertion requires expected $O(\lg n)$ random integers in the range $1, \ldots, n + 1$. 
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Table 1 Rebalancing cost of selected binary search trees. Space refers to the space required for additional balance information. $O_A$, $O_E$ and $O$ denote amortized, expected and worst-case bounds, respectively. *Our results do not guarantee (expected) logarithmic depth.

<table>
<thead>
<tr>
<th></th>
<th>Time</th>
<th>Rotations</th>
<th>Random bits</th>
<th>Space (bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red-black tree [19]</td>
<td>$O_A(1)$</td>
<td>$O(1)$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Encoded 2-3 trees [13, 14]</td>
<td>$O(lg n)$</td>
<td>$O(lg n)$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Splay trees</td>
<td>$O_A(lg n)$</td>
<td>$O_A(lg n)$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Treaps [8]</td>
<td>$O_E(1)$</td>
<td>$O_E(1)$</td>
<td>$O_E(1)$</td>
<td>$O_E(1)$</td>
</tr>
<tr>
<td>Randomized BST [22]</td>
<td>$O_E(lg n)$</td>
<td>$O_E(1)$</td>
<td>$O_E(lg^2 n)$</td>
<td>$O(lg n)$</td>
</tr>
<tr>
<td>Seidel [24]</td>
<td>$O_E(lg^2 n)$</td>
<td>$O_E(1)$</td>
<td>$O_E(lg^3 n)$</td>
<td>0</td>
</tr>
<tr>
<td>Algorithms in this paper*</td>
<td>$O_E(1)$</td>
<td>$O(1)$</td>
<td>$O_E(1)$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 Different sequences of length $n$ (assuming $n$ is even) considered in this paper.

<table>
<thead>
<tr>
<th>permutation</th>
<th>random permutation of $1, \ldots, n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>increasing</td>
<td>$1, 2, 3, \ldots, n$</td>
</tr>
<tr>
<td>decreasing</td>
<td>$n, n-1, n-2, \ldots, 1$</td>
</tr>
<tr>
<td>converging</td>
<td>$1, n, 2, n-1, 3, n-2, \ldots, \frac{n}{2}, \frac{n}{2} + 1$</td>
</tr>
<tr>
<td>pairs</td>
<td>$2, 1, 4, 3, 6, 5, \ldots, n, n-1$</td>
</tr>
<tr>
<td>bitonic</td>
<td>$2, 4, 6, \ldots, n-2, n-1, n-3, 5, 3, 1$</td>
</tr>
<tr>
<td>runs</td>
<td>$2, 4, 6, \ldots, n-2, n-1, 3, 5, \ldots, n-3, n-1$</td>
</tr>
</tbody>
</table>

Seidel [24] gave a unified presentation of [25] and [22], emphasizing the similarity of the two approaches, and describes a variation of [22] that avoids storing subtree sizes, but the insertion time increases to expected $O(lg^2 n)$ and uses $O(lg^3 n)$ random bits. Seidel states it as an open problem if there exists a bottom-up rebalancing algorithm that without storing any balancing information can obtain the structure of random binary search trees.

1.3 Results

We consider two very simple algorithms to rebalance a binary search tree after a new element has been inserted at a leaf. Our aim is to try to meet the requirements (1)–(7), and in particular not the ambitious goal of having the same distribution as random binary search trees. Both our algorithms repeatedly flip a coin until it comes out head. Whenever the coin shows tail (with probability $p$) we move to the parent of the current node (starting at the new leaf, and if we reach the root, the rebalancing terminates without modifying the tree). When the coin shows head, the first algorithm (RebalanceZig in Algorithm 1) rotates the current node up, and the rebalancing terminates. The second algorithm (RebalanceZigZag in Algorithm 2) does one or two rotations, depending on if it is a zig-zag or zig-zig case (inspired by the rebalancing rules of splay trees).

Ignoring the depths of the nodes of the resulting trees, we immediately have the following fact, since the coin tosses are independent Bernoulli trials, with an expected $O(1)$ coin tosses necessary (assuming a coin with constant non-zero probability for head). It follows that both algorithms satisfy our constraints (1)–(6).

Fact 1. The rebalancing done by RebalanceZig with $0 \leq p < 1$ takes expected $O(1)$ time, uses expected $O(1)$ random bits, and performs at most one rotation. RebalanceZigZag performs at most two rotations, but otherwise with identical performance.
To study to what extent the proposed algorithms achieve logarithmic depth of the nodes, constraint (7), we study the behavior of the algorithms on the insertion sequences listed in Table 2.

In Section 2 we study **RebalanceZig**. Our first result is that **RebalanceZig** is sufficient to achieve a balanced binary search tree when inserting elements in increasing order (and symmetrically decreasing order). The below theorem follows from Lemma 9.

**Theorem 1.** Executing **RebalanceZig** with $0 < p < 1$ on an increasing and decreasing sequence of $n$ insertions results in a binary search tree, where each node has expected depth $O(\log n)$.

We then show that there are very simple insertion sequences where **RebalanceZig** fails to achieve a balanced tree. We denote the sequence $1, n, 2, n-1, \ldots, n/2, n/2+1$ the **converging** sequence. The below theorem follows from Lemma 11.

**Theorem 2.** Executing **RebalanceZig** with $0 \leq p \leq 1$ on a converging sequence of $n$ insertions results in a binary search tree with expected average node depth $\Theta(n)$.

Another sequence where **RebalanceZig** fails to achieve logarithmic depth is on the **pairs** sequence $2, 1, 4, 3, 6, 5, \ldots, n, n-1$, provided $p \neq \frac{1}{2}$. The following theorem restates Lemma 12.

**Theorem 3.** Executing **RebalanceZig** with $0 \leq p < \frac{1}{2}$ or $\frac{1}{2} < p \leq 1$ on a pairs sequence of $n$ insertions results in a binary search tree with expected average node depth $\Theta(n)$.

For $p = \frac{1}{2}$ algorithm **RebalanceZig** behaves significantly better on pairs sequences. We conjecture the expected average node depth to be $O(\sqrt{n})$.

In Section 3 we study the second algorithm **RebalanceZigZag**. For increasing (decreasing) sequences, where the new leaf is always the rightmost (leftmost) node in the tree, **RebalanceZigZag** is essentially identical to **RebalanceZig**, i.e., our result for increasing and decreasing sequences for **RebalanceZig** immediately carries over to **RebalanceZigZag**. The following theorem restates Corollary 14.

**Theorem 4.** Executing **RebalanceZigZag** with $0 < p < 1$ on an increasing or decreasing sequence of $n$ insertions results in a binary search tree where each node has expected depth $O(\log n)$.

In Section 3.2 we generalize the proof to also hold for the convergent sequence for **RebalanceZigZag** (where **RebalanceZig** failed to achieve logarithmic depth), and more generally finger sequences, where the next insertion always becomes the successor or predecessor of the last insertion. The following theorem restates Lemma 15.

**Theorem 5.** Executing **RebalanceZigZag** with $\frac{1}{2} \left(\sqrt{5} - 1\right) < p < 1$ on a convergent or finger sequence of $n$ insertions results in a binary search tree where each node has expected depth $O(\log n)$.

On the negative side, we prove that **RebalanceZigZag** fails to achieve balanced trees for pairs sequences, for all $0 \leq p \leq 1$. The following theorem restates Lemma 16.

**Theorem 6.** Executing **RebalanceZigZag** with $0 \leq p \leq 1$ on a pairs sequence of $n$ insertions results in a binary search tree with expected average node depth $\Theta(n)$. 
6:6  Bottom-Up Rebalancing Binary Search Trees by Flipping a Coin

![Figure 2](Left-to-right) The right rotation of u rotates v up; note that a is moved one level up in the tree, b remains at the same level, and c is moved down one level. (Right-to-left) the left rotation of v rotates u up.

We complement our theoretical findings by an experimental evaluation of RebalanceZig and RebalanceZigZag in Section 5, supporting our theoretical findings. We briefly discuss random permutations in Section 4, but otherwise only have an experimental evaluation of the rebalancing algorithms on inserting random permutations.

If the insights from our results can lead to an improved bottom-up randomized rebalancing scheme for binary search trees remains open.

### 1.4 Notation and Terminology

Throughout this paper n denotes the number nodes in a binary search tree, i.e., the number of insertions performed. The depth of a node is the number of edges from the node to the root, i.e., the root has depth zero. The height of a tree is the maximum depth of a node. Rebalancing will be done by the standard primitives of left and right rotations, see Figure 2. Both rotate up a node one level in the tree. Since our updates are performed bottom-up, we assume that each node v stores an element and pointers to its left child v.l, right child v.r, and parent v.p (possibly equal to nil if no such node exists). We let \( \lg n \) and \( \ln n \) denote the binary and natural logarithm of n, respectively.

### 2 Algorithm RebalanceZig

In this section we show that on increasing and decreasing sequences applying algorithm RebalanceZig results in binary search trees where each node has expected depth \( O(\lg n) \). We also show that on the converging and pairs sequences \( p \neq \frac{1}{2} \) the expected average node depth is linear.

Assume a new element has been inserted into a binary search tree as a new leaf v (before rebalancing the tree). Algorithm RebalanceZig rebalances the tree as follows: After inserting the new node v, we flip a coin, that with probability p is tail and \( 1 - p \) is head, for a constant \( 0 \leq p \leq 1 \). If the coin is head, we rotate v up, and the insertion terminates. Otherwise, we recursively move to the parent, i.e., set \( v \leftarrow v.p \), flip a coin, and rotate the parent up if the coin is head, or continue recursively at the grandparent if the coin is tail. The rebalancing terminates when the first rotation has been performed or when we reach the root. See the pseudo-code in Algorithm 1.

Note that \( p = 1 \) is the special case where we always move up and never rotate, i.e., identical to insertions without rebalancing. When \( p = 0 \) the new node is always the node rotated up. In this case the tree is a single path containing all n nodes, since inserting a node v as a child of u on the path, rotating up v causes v to be inserted into the path as the parent u. See Figure 3. In the following we assume \( 0 < p < 1 \). That RebalanceZig can not achieve the same tree distribution as random binary search trees (like treaps and randomize binary search trees do) follows by the example in Figure 4.
2.1 Increasing Sequences

We let the right height of a tree denote the depth of the rightmost node in the tree. When inserting elements in increasing order the new element will always be inserted as a rightmost node in the tree, i.e., the right height increases by one before any rebalancing is performed. If RebalanceZig performs a (left) rotation on the rightmost path, the right height is reduced by one again, and the right height does not change by the insertion.

Lemma 7. If the right height is \( d \) before inserting a new rightmost node and applying RebalanceZig, then afterwards the right height is \( d \) or \( d + 1 \) with probability \( 1 - p^{d+1} \) or \( p^{d+1} \), respectively.

Proof. The right height increases if and only if no rotation is performed, i.e., we reach the root because the coin \( d+1 \) times in a row shows tail, which happens with probability \( p^{d+1} \).

Lemma 8. After inserting \( n \) elements in increasing order using RebalanceZig, the right height is at most \( \lceil (c+1) \cdot \log_{1/p} n \rceil \) with probability \( 1 - 1/n^c \), for any constant \( c > 0 \).

Proof. Assume that the right height at some point of time during the insertions is \( d = c' \cdot \lg n \). By Lemma 7, the probability that the next insertion increases the right height is \( p^{d+1} \). The probability of any of the at most \( n \) remaining insertions increases the right height is at most \( np^{d+1} = np^{c' \cdot \lg n} \leq np^{c' \cdot \lg n} = n^{1+c' \cdot \lg p} \leq n^{-c} \) for \( c' \geq -(c + 1)/\lg p \). It follows that the right height after \( n \) insertions is at most \( \lceil -(c + 1)/\lg p \cdot \lg n \rceil = \lceil (c + 1) \log_{1/p} n \rceil \) with probability \( 1 - 1/n^c \).

Lemma 8 gives a high probability guarantee on the expected depth of the nodes on the rightmost path. We now prove an expected depth for all nodes in the tree.
Algorithm 1 RebalanceZig(v).

\[
\text{while } v.p \neq \text{NIL} \text{ and coin flip is tail do } \\
v \leftarrow v.p \\
\text{if } v.p \neq \text{NIL} \text{ then } \\
\text{RotateUp}(v)
\]

Lemma 9. After inserting \( n \) elements in increasing order using RebalanceZig, with \( 0 < p < 1 \), each node has expected depth \( O(1/p \cdot \log_{1/p} n) \).

Proof. Consider an element inserted in a node \( v \) during the sequence of insertions. The element goes through the following five phases:

1. The element is not yet inserted. The less than \( n \) elements inserted before \( v \) create a tree with right height \( O(\log_{1/p} n) \) with high probability (Lemma 8).
2. \( v \) is created as the rightmost node with depth \( O(\log_{1/p} n) \) with high probability.
3. \( v \) remains on the rightmost path for the subsequent insertions until \( v \)'s right child \( u \) becomes the target for being rotated up. An insertion that rotates up \( v \) or an ancestor of \( v \) will decrease the depth of \( v \). Rotations below \( u \) do not change the depth of \( v \).
4. \( v \) is moved out of the rightmost path by rotating up the right child \( u \) of \( v \), making \( v \) the left child of \( u \). This increases the depth of \( v \) by one.
5. \( v \) is in the left subtree of a node \( u \) on the rightmost path (\( u \) can change over the subsequent insertions, but the depth of the branching node \( u \) can never increase). Each insertion can affect the position of \( v \) by the rotation performed:
   a. No rotation is performed and the path from the root through \( u \) to \( v \) is unchanged. The right height increases by one.
   b. An ancestor of \( u \) is rotated up, where \( u \) remains the branching node to \( v \), the depths of both \( u \) and \( v \) decrease by one.
   c. \( u \) is rotated up, where \( u \) remains the branching node to \( v \), the depth of \( u \) decreases by one, and the depth of \( v \) stays unchanged.
   d. Rotating up the right child \( w \) of \( u \) increases the depth of \( v \) by one and \( w \) replaces \( u \) as the branching node to \( v \) on the rightmost path (with the same depth as \( u \) had before the rotation).
   e. Rotations below the right child of \( u \) do not change the path from the root through \( u \) and \( v \).

From Lemma 8 it follows that the depth of \( v \) after phases 1–4 is \( O(\log_{1/p} n) \), with high probability. Cases 5a, 5b, 5c and 5e do not increase the depth of \( v \). What remains is to bound the expected number of times case 5d occurs and increases the depth of \( v \) by one. For case 5d to happen, a coin must have been flipped at \( w \) showing head. Over all insertions in phase 5, a subsequence of the insertions flips a coin at the child \( w \) of the current branching node \( u \). If an insertion flips a coin at \( w \), there are two cases: The coin shows head with probability \( 1 - p \) and case 5d happens; or the coin shows tail with probability \( p \), and case 5a, 5b or 5c happens. Since cases 5a, 5b and 5c at most happens \( O(\log_{1/p} n) \) times with high probability (case 5a increases the right height; cases 5b and 5c decrease the depth of the branching node \( u \) to \( v \)), i.e., the coin shows tail at \( w \) at most \( O(\log_{1/p} n) \) times with high probability. Since the expected number of times we need to flip a coin to get a tail is \( 1/p \), the expected number of times we flip a coin at the right child \( w \) of the branching node \( u \) to \( v \) is \( O(1/p \cdot \log_{1/p} n) \), with high probability. This is then also an upper bound on the expected number of times the depth of \( v \) can increase by case 5d. It follows that with high probability, the expected depth of \( v \) is \( O(\log_{1/p} n + 1/p \cdot \log_{1/p} n) = O(1/p \cdot \log_{1/p} n) \). Since the depth of \( v \) is at most \( n - 1 \), the expected depth of \( v \) is \( O(1/p \cdot \log_{1/p} n) \) after all insertions is (without the high probability assumption).
The following lemma states that the node rotated up is expected to be close to the inserted leaf, and states the number of coin flips as a function of the tail probability $p$.

**Lemma 10.** The distance from the inserted node to the node rotated up by $\text{RebalanceZig}$ is expected at most $p(1-p)$. The number of coin flips is at most $\frac{1}{1-p}$.

**Proof.** The expected distance to the node rotated up is at most

$$\sum_{d=0}^{\infty} d(1-p)p^d = (1-p) \sum_{d=0}^{\infty} dp^d = (1-p) \frac{p}{(1-p)^2} = \frac{p}{1-p},$$

since the new node inserted (at distance 0) is rotated up with probability $1-p$, its parent with probability $p(1-p)$, etc. The $d$'th ancestor is rotated up with probability $(1-p)p^d$, provided a $d$'th ancestor exists. The number of coin flips is one plus the distance, i.e., at most $1 + \frac{p}{1-p} = \frac{1}{1-p}$.

Note that inserting $n$ elements in decreasing order is the symmetric case to the increasing order where the new node is inserted as the leftmost node, and at most one right rotation is performed on the leftmost path. It follows that Lemmas 8 and 10 also apply to decreasing sequences, by replacing the rightmost path by the leftmost path in the arguments.

### 2.2 Converging Sequences

Assume we have a *finger* into the sorted inserted sequence of elements pointing to the most recently inserted element, and whenever a new element is inserted it must be the new predecessor or successor of the element at the finger, i.e., we can only insert elements that are in the interval defined by the current predecessor and successor of the element at the finger. We call sequences satisfying this property for finger insertions. Increasing and decreasing sequences are examples of finger insertions.

The following sequence of insertions also consists of finger insertions (for simplicity, we assume $n$ is even). We denote this insertion sequence the **converging sequence**. See Figure 1 for an illustration of $n = 6$.

$$1, n, 2, n-1, 3, n-2, 4, n-3, \ldots, n/2, n/2 + 1$$

As can be seen in the experimental evaluation in Figure 7(a,b), the average depth appears to be linear for the nodes in a binary search tree resulting from applying $\text{RebalanceZig}$ to the converging sequence. The below lemma confirms this.

**Lemma 11.** Executing $\text{RebalanceZig}$ with insertions $1, n, 2, n-1, \ldots, n/2, n/2 + 1$, assuming $n$ even, results in a binary search tree with an (external) leaf with expected depth at least $p(1-p)n$, for $0 < p < 1$. For $p = 0$ and $p = 1$ the resulting tree is a single path.

**Proof.** For $p = 1$ we do no rebalancing, and the converging sequence results in a single path (see Figure 1). For $p = 0$, the new node is always rotated up onto an existing single path. We let the *insertion point* denote the (external) leaf, where the next insertion is going to create a node $v$. Since the converging sequence is a sequence of finger insertions, the next insertion point is always a child of the created node $v$ (before rebalancing), i.e., each insertion increases the depth of insertion point by one (before rebalancing). Unfortunately, the rebalancing done by $\text{RebalanceZig}$ does not always decrease the depth one. Consider inserting $i$, where $1 \leq i \leq n/2$, that creates a node $u$ followed by inserting $n + 1 - i$ that creates a node $v$. Assume that the rebalancing after inserting $i$ does not rotate up $u$ (but possibly an ancestor
of $u$ has been rotated up, and possibly decreasing the depth of the insertion point by one
again), and the insertion of $n + 1 - i$ causes $v$ to be rotated up. This case is shown in Figure 5.
We borrow the terminology from splay trees that if a path branches left, we say it is a zig,
and if it branches right it is a zag. If a left branch is followed by a right branch it is a zig-zag.
We denote the case in Figure 5 the zag-zig case. In this case the insertion point moves from
being a child of $v$ to being a child of $u$, but retains the same depth, i.e., the insertions and
RebalanceZig increased the depth of the insertion point by one. The probability that $u$
was not rotated up is $p$ and the probability that $v$ is rotated up is $1 - p$, i.e., the insertion of
$i$ and $n + 1 - i$ causes the depth of the insertion point to increase by one with probability at
least $p(1 - p)$. It follows that after the insertion of all $n$ elements, the expected depth of the
insertion point is at least $\frac{1}{2}np(1 - p)$.

If an external leaf has depth $d$, then the sum of the depths of the $d$ internal nodes on the
path to the external leaf is $\sum_{i=0}^{d-1} i = \frac{1}{2}d(d - 1)$. The average depth of all nodes in the tree is
then at least $\frac{1}{2}d(d - 1)/n$, and Theorem 2 follows from Lemma 11.

It should be noted that the rotation after an insertion can happen higher in the tree,
where there is also a zag-zig case or symmetric zig-zag case, where RebalanceZig also
fails to decrease the depth of the insertion point after the insertion. This explains the gap
between the experimental constant observed in Figure 7 and the theoretical analysis.

2.3 Pairs Sequences

The pairs sequence consists of $2, 1, 4, 3, 6, 5, \ldots, n, n - 1$. It is essentially an increasing sequence,
with pairs $2i - 1$ and $2i$ swapped. Pair sequences are not finger sequences. Interestingly,
experiments show that RebalanceZig is challenged by this sequence. In our experimental
evaluation, Figure 7(a), it appears that $p = \frac{1}{2}$ is a local minima for the average node depth
when rebalancing pairs sequences using RebalanceZig, with increased average node depth
for both $p$ smaller than and larger than $\frac{1}{2}$. In [12] we prove the following lemma.

▶ Lemma 12. Applying RebalanceZig to the pairs sequence with $n$ elements, for $n$
even and constant $p \neq \frac{1}{2}$, $0 \leq p \leq 1$, the resulting tree has expected average node depth $\Theta(n)$.

The last inserted element has expected depth $\Theta(n)$ for $0 < p < \frac{1}{2}$ and $O(1)$ for $\frac{1}{2} < p < 1$, so
Lemma 12 does not give any bounds on the expected depth of specific elements. Lemma 12
addresses pairs sequences for $p \neq \frac{1}{2}$, where the expected average node depth is linear. For
$p = \frac{1}{2}$ we give the following conjecture, stating that the complexity is significantly different.
See [12] for an experimental and theoretical motivation of the conjecture.

▶ Conjecture 13. Applying RebalanceZig to the pairs sequence with $n$ elements, for $n$
even and $p = \frac{1}{2}$, the resulting tree has expected average node depth $O(\sqrt{n})$. 
To address the shortcomings of algorithm RebalanceZig in the case where \( v \) is in a zig-zag or zag-zig state, we borrow terminology from splay trees [26], and apply the zig-zag transformation to the tree (see Figure 6(right) and [26, Figure 3]) by rotating up \( v \) twice. In the zig-zig case, instead of rotating up \( v \), we rotate up the parent of \( v \) (see Figure 6(left)). These two transformations ensure that everything in the subtree of \( v \) is moved one level up in the tree when applying the transformantion at node \( v \). The pseudo-code for algorithm RebalanceZigZag is shown in Algorithm 2.

\[
\textbf{Algorithm 2} \text{ RebalanceZigZag}(v).
\]

\[
\text{while } v.p \neq \text{nil} \text{ and coin flip is tail do}
\]

\[
v \leftarrow v.p
\]

\[
\text{if } v.p \neq \text{nil} \text{ and } v.p.p \neq \text{nil} \text{ then}
\]

\[
\text{if } (v = v.p.l \text{ and } v.p = v.p.p.l) \text{ or } (v = v.p.r \text{ and } v.p = v.p.p.r) \text{ then}
\]

\[
\text{RotateUp}(v.p) \quad \triangleright \text{zig-zig or zag-zag case}
\]

\[
\text{else}
\]

\[
\text{RotateUp}(v) \quad \triangleright \text{zig-zag or zag-zig case}
\]

\[
\text{RotateUp}(v)
\]

### 3.1 Increasing Sequences

RebalanceZigZag handles increasing and decreasing sequences identical to RebalanceZig, except that rotations happen one level higher, i.e., the trees are identical if ignoring the rightmost inserted node. Equivalently, this corresponds to inserting the next element without rebalancing, and first performing the rebalancing just before inserting the next element. From Theorem 1 we have the following corollary.

\[\textbf{Corollary 14. For } 0 < p < 1, \text{ after inserting } n \text{ elements in increasing or decreasing order using RebalanceZigZag, each node has expected depth } O\left(\frac{1}{p} \cdot \log_\frac{1}{p} n\right).\]

### 3.2 Finger Sequences

We will prove that using RebalanceZigZag to rebalance finger sequences (like increasing, decreasing and converging sequences), ensures that the resulting tree is expected to be balanced, for \( p \) sufficiently large. Recall that a finger sequence is defined such that the next element is always the immediate predecessor or successor of the most recently inserted node. In an unbalanced search tree, this means that the next node will be a (left or right) child of the most recently inserted node, i.e., the resulting tree is always a path. We denote the external leaf where to create the next node the insertion point. The crucial property of the restructuring done by RebalanceZigZag in Figure 6 is that if the insertion point is at an external leaf in the subtree rooted at \( v \) before the rotation, then the depth of this external leaf is reduced by exactly one in both cases.

\[\textbf{Lemma 15. After inserting a finger sequence with } n \text{ elements using RebalanceZigZag, each node has expected depth } O(\log n), \text{ for } \frac{1}{2} \left(\sqrt{5} - 1\right) < p < 1.\]

\[\text{Proof. The proof follows the same idea as in Section 2.1 for the analysis of RebalanceZig on increasing sequences. Instead of right height we consider insertion depth, i.e., the depth } d \text{ of the parent node of the insertion point. See [12] for proof details.} \]
In our experiments, see Figure 7(c), it shows up that RebalanceZigZag performs better for $p > \frac{1}{2}$ than $p < \frac{1}{2}$ on the converging sequence, that is an example of a finger sequence. We leave open the question what the dependency on $p$ is for RebalanceZigZag for $0 < p \leq \frac{1}{2}$ ($\sqrt{5} - 1$).

### 3.3 Pairs Sequences

While RebalanceZigZag achieves better average node depth on converging sequences compared to RebalanceZig, it fails on pairs sequences, where the expected average node depth is linear for all values $0 \leq p \leq 1$ (for $p = \frac{1}{2}$ this is worse than RebalanceZig, if our conjecture turns out to be true). In [12] we prove the following lemma.

**Lemma 16.** Applying RebalanceZigZag to the pairs sequence with $n$ elements, for $n$ even and $0 \leq p \leq 1$, the resulting tree has expected average node depth $\Theta(n)$.

### 4 Random Permutations

We do not prove anything for random permutations, for neither RebalanceZig nor RebalanceZigZag. If $p = 1$ no rebalancing is performed, and it is known that the expected depth of a node is $O(lg n)$ [10, 20, 28], whereas for $p = 0$, a rotation is always performed at the inserted leaf, and the tree will always be a single path. How exactly the average node depth depends on $p$ is an open problem. In the experiments, see [12], it appears that RebalanceZigZag is “about” logarithmic for $p \geq 0.7$.

### 5 Experimental Evaluation

In this section we present an experimental evaluation of our algorithms RebalanceZig and RebalanceZigZag. See [12] for more experimental results.

We implemented the algorithms in Python 3.12, and ran the algorithms with different choices of $p$ on the types of insertion sequences listed in Table 2 with sequence lengths being powers of two. Each data point in Figure 7 is the average over 25 runs. The increasing, decreasing and converging sequences are examples of finger insertions. Inserting the pairs, bitonic and runs sequences into a search tree without rebalancing result in identical search trees (see Figure 1). Note that the first half of the bitonic sequence is an increasing sequence, whereas the second part evenly distributes the remaining elements into the created leaves right-to-left. The runs sequences is identical to the bitonic sequences, except that the second part is performed left-to-right.
Figure 7 shows our main experimental findings. It shows the resulting average node depths of running the algorithms on the different types of insertion sequences from Table 2 with insertion sequences of length between two and 1024 and various values of $p$ in the range zero to one. Note that for a path with $n$ nodes, the root has depth 0 and the bottommost node depth $n-1$, i.e., the average depth is $\frac{1}{n} \sum_{d=0}^{n-1} = \frac{1}{n} \cdot \frac{n(n-1)}{2} = \frac{n-1}{2}$. For $n = 1024$, an average node depth of 511.5 implies that the tree is a path. In Figure 7(a) this explains why all curves share the top-left point, since RebalanceZig always generates a path when $p = 0$, independent of the insertion sequence, as discussed in Section 2. In Figure 7(left) the rightmost data point ($p = 1$) for random permutations corresponds to the average node depth in unbalanced binary search trees. Note that the pairs, bitonic and runs insertion sequences end up with different average node depth characteristics for each of the three algorithms (dashed curves in Figure 7), even that they would generate the same trees without rebalancing.

Figure 7(a, b) clearly shows that RebalanceZig has problems with the converging sequences (consistent with Theorem 2); Figure 7(c, d) that RebalanceZigZag has problems with the pairs sequences (consistent with Theorem 6).

6 Conclusion and Open Problems

This paper leaves more open problems than it solves. None of the considered randomized rebalancing algorithms meets all conditions (1)–(7) introduced in Section 1. Inspired by a question raised by Seidel [24], we considered bottom-up randomized rebalancing schemes for binary search trees without storing any balance information. We studied randomized rebalancing strategies, inspired by the rebalancing primitives from splay trees [26]. They meet conditions (1)–(6), but fail to achieve logarithmic depth on all insertion sequences. In the experiments RebalanceZigZag appears often to have the best performance, although it provably does not achieve expected logarithmic average depth for all insertion sequences. It remains an open problem if a randomized bottom-up rebalancing scheme exists that can guarantee expected logarithmic average node depths for all insertion sequences and satisfies requirements (1)–(6), or what the best depth guarantee can be given requirements (1)–(6), or how much these requirements need to be relaxed to enable expected logarithmic average node depths.

We did not consider deletions at all in this paper (see [15, 16, 23] for challenges on performing deletions in random binary search trees).
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**Figure 7** (left) The average node depths in binary search trees created by RebalanceZig and RebalanceZigZag, respectively, for various types of choices of \( p \) for insertion sequences of length 1024; (right) similar results but for fixed coin probability \( p = \frac{1}{2} \), and sequence lengths in the range 1 to 1024. For \( p = 0 \) all rotations are performed at the inserted node (and RebalanceZig always creates a path), whereas no rotations are performed when \( p = 1 \), i.e., unbalanced binary search trees.