An Analysis of the Recurrence/Transience of Random Walks on Growing Trees and Hypercubes
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Abstract

It is a celebrated fact that a simple random walk on an infinite \textit{k}-ary tree for \( k \geq 2 \) returns to the initial vertex at most finitely many times during infinitely many transitions; it is called \textit{transient}. This work points out the fact that a simple random walk on an infinitely growing \textit{k}-ary tree can return to the initial vertex infinitely many times, it is called \textit{recurrent}, depending on the growing speed of the tree. Precisely, this paper is concerned with a simple specific model of a \textit{random walk on a growing graph (RWoGG)}, and shows a phase transition between the recurrence and transience of the random walk regarding the growing speed of the graph. To prove the phase transition, we develop a coupling argument, introducing the notion of \textit{less homesick as graph growing (LHaGG)}.

We also show some other examples, including a random walk on \( \{0,1\}^n \) with infinitely growing \( n \), of the phase transition between the recurrence and transience. We remark that some graphs concerned in this paper have infinitely growing degrees.
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1 Introduction

The recurrence or transience is a classical and fundamental topic of random walks on \textit{infinite} graphs, see e.g., [18]: let \( X_0, X_1, X_2, \ldots \) be a random walk (or a Markov chain)\(^1\) on an infinite state space \( V \), e.g., \( V = \mathbb{Z} \), with \( X_0 = v \) for \( v \in V \). For convenience, let

\[
R(t) = \Pr[X_t = v] \quad (= \Pr[X_t = v \mid X_0 = v])
\]

denote the probability that a random walk returns to the initial state at time step \( t \) \((t = 1, 2, \ldots)\), and then the initial point \( v \) is \textit{recurrent} by the random walk if

\[
\sum_{t=1}^{\infty} R(t) = \infty
\]  \hspace{1cm} (1)

\(^1\) This paper is concerned with discrete time and space processes. We will be mainly concerned with time-\textit{inhomogeneous} Markov chains, but here you may assume a time-\textit{homogeneous} chain, i.e., the transition probability \( \Pr[X_{t+1} = v \mid X_t = u] \) is independent of the time \( t \), but depends on \( u, v \).
holds, otherwise it is transient. Intuitively, (1) means that the random walk is “expected” to return to the initial state infinitely many times. It is well known that a simple random walk on $\mathbb{Z}^d$ is recurrent for $d = 1, 2$, while it is transient for $d \geq 3$, cf. [18]. Another celebrated fact is that a simple random walk on an infinite $k$-ary tree is transient [28, 29].

Analysis of random walks on dynamic graphs has been developed in several contexts. In probability theory, random walks in random environments are a major topic, where self-interacting random walks including reinforced random walks and excited random walks have been intensively investigated as a relatively tractable non-Markovian process, see e.g., [11, 6, 17, 31, 32, 24]. The recurrence or transience of a random walk in a random environment is a major topic there, particularly random walks on growing subgraphs of $\mathbb{Z}^d$ or on infinitely growing trees are the major targets [13, 14, 21, 1]. In distributed computing, analysis of algorithms, including random walk, on dynamic graph attracts increasing attention due to the fact that real networks are often dynamic [8, 25, 3, 30]. Searching or covering networks, related to hitting or cover times of random walks, are major topics there [9, 4, 16, 5, 26, 7, 23].

This work is concerned with the recurrence/transience of a random walk on a growing graph. We show the fact that a simple random walk on an infinitely growing complete $k$-ary tree can be recurrent depending on the growing speed of the tree, while a simple random walk on an infinite $k$-ary tree is transient as we mentioned above. More precisely, this paper follows the model of the random walk on growing graph (RWoGG) [23], where the network gradually grows such that the growing network keeps its shape $G(n)$ for $d(n)$ steps, and then changes the shape to $G(n + 1)$ by adding some vertices to $G(n)$ (see Section 2.1 for detail). Then, we show a phase transition between the recurrence and transience of a random walk on a growing $k$-ary tree, regarding the growing speed of the graph. For a proof, we develop the notion of less-homesick as graph growing (LHaGG), which is a quite natural property of RWoGG, and gives a simple proof by a coupling argument, that is an elementary technique of random walks or Markov chains based on a comparison method. We also show some other examples of the phase transition, including as a random walk on $\{0, 1\}^n$ with infinitely growing $n$.

1.1 Existing works and contribution of the paper

The recurrence/transience of a random walk on a dynamic graph has been mainly developed in the context of random walks in random environment including reinforced random walks and excited walks. Here we briefly review some existing works concerning the recurrence of a random walk on $\mathbb{Z}^d$ and infinite (or infinitely growing) trees, directly related to this paper.

Random walks on (asymptotically) $\mathbb{Z}^d$. It is a celebrated fact that the initial point, say origin $0$, in the infinite integer grid $\mathbb{Z}^d$ is recurrent when $d = 1$ and 2 by a simple random walk, and it is transient for $d \geq 3$, see e.g., [18].

Dembo et al. [14] is concerned with a random walk on an infinitely growing subgraph of $\mathbb{Z}^d$, and gave a phase transition, that is roughly speaking a random walk is recurrent if and only if $\sum_{t=1}^{\infty} \pi_t(0) = \infty$ holds under a certain condition, where $\pi_t$ denotes the stationary distribution of the transition matrix at time $t$. Huang [21] extended the argument of [14] and gave a similar or essentially the same phase transition for more general graphs. The proofs are based on the edge conductance and a central limit theorem, on the assumptions that every vertex of the dynamic graph has a degree at most constant to time (or the size of the graph), and the random walk is “lazy” such that it has at least a constant probability of self-loops at every vertex. Those arguments are sophisticated and enhanced using the argument of evolving set and the heat kernel by recent works [12, 15].
Random walks on infinitely growing trees. Lyons [28] studied sufficient conditions for a random walk being recurrent/transient, see also [29]. Roughly speaking, the initial point, say the root $r$, is recurrent if and only if the random walk is enough homesick, meaning that a random walk probabilistically tends to choose the direction to the root.

Amir et al. [1] introduced a random walk in changing environment model, and investigated the recurrence and transience of random walks in the model. They gave a conjecture about the conditions for the recurrence and transience regarding the limit of a graph sequence, and proved it for trees. Huang’s work [21], which we mentioned above, implies that a simple random walk starting from a vertex $v$ on growing $k$-ary tree is recurrent if and only if $\sum \pi_t(v) = \infty$, that is similar to or essentially the same as a main result of this paper under a certain condition. We remark that a $k$-ary tree with height $n$ is not an (edge induced) subgraph of $\mathbb{Z}^d$ for a constant $d$.

There is a lot of work on the recurrence or transience of a random walk on a growing tree, related to self-interacting random walks including reinforced random walks and excited random walks, e.g., [22, 19]. They are non-Markovian processes, and in a bit different line from [14, 1, 21] and this paper.

Contribution of this work. This paper is concerned with a specific model of dynamic graphs with an increasing number of vertices, which we will describe in Section 2.1, and gives a phase transition by the growing speed regarding a random walk being recurrent/transient. The phase transition is very similar to or essentially the same as [14, 21], while this paper contains mainly three contributions. One is the proof technique: we employ a coupling argument while the existing works are based on the conductance and a central limit theorem. The coupling arguments is a classical and elementary comparison technique of random walks, and we introduce the notion of LHaGG to use the comparison technique. Since the coupling technique is relatively simple, we can drop two assumptions in the existing works, namely a random walk being lazy and a growing graph having uniformly bounded degree, which are naturally required in the conductance argument to make the arguments simple. This paper is mainly concerned with reversible random walks of period 2, which contains simple random walks on undirected bipartite graphs; this is the second contribution. We also show an example of random walk on $\{0,1\}^n$ with increasing $n$, where the (maximum) degree of the dynamic graph, that is $n$, infinitely grows; this is the third contribution.

While the coupling technique is relatively easy, it often selects the applicable target. In fact, the results by [14, 21] are widely applied to general setting as far as it satisfies appropriate assumptions, while our result is limited to specific targets. Such an argument about conductance and coupling seems known as an implicit knowledge in the literature of mixing time analysis, cf. [2, 20]. However, we emphasize that the coupling technique often gives an easy proof of an interesting phenomena, as this paper shows.

1.2 Organization

As a preliminary, we describe the model of random walk on growing graph (RWoGG) in Section 2. Section 3 introduces the notion of less homesickness as graph growing (LHaGG), and presents some general theorems for sufficient conditions of a RWoGG being recurrent/transient. Section 4 shows a phase transition between the recurrence and transience of a random walk on growing $k$-ary tree. Section 5 shows a phase transition for a random walk on $\{0,1\}^n$ with increasing $n$. 
2 Preliminaries

2.1 Model

A growing graph is a sequence of (static) graphs \( G = G_0, G_1, G_2, \ldots \) where \( G_t = (V_t, E_t) \) for \( t = 0, 1, 2, \ldots \) denotes a graph\(^2\) with a finite vertex set \( V_t \) and an edge set \( E_t \subseteq \binom{V_t}{2} \). For simplicity, this paper assumes\(^3\) \( V_t \subseteq V_{t+1} \) and \( E_t \subseteq E_{t+1} \). In this paper, we assume \( |V| = \infty \), otherwise the subject (recurrence) is trivial. A random walk on a growing graph is a Markovian series \( X_t \in V_t \) \( (t = 0, 1, 2, \ldots) \).

In particular, this paper is concerned with a specific model, described as follows, cf.\(^2\) [23]. A random walk on a growing graph (RWoGG), in this paper, is formally characterized by a 3-tuple of functions \( D = (\delta, G, P) \). The function \( \delta : \mathbb{R}_{\geq 0} \to \mathbb{R}_{>0} \) denotes the duration. For convenience, let \( T_n = \sum_{i=1}^{n} \delta(i) \) for \( n = 1, 2, \ldots \) and \( T_0 = 0 \). We call the time interval \( [T_{n-1}, T_n] \) phase \( n \) for \( n = 1, 2, \ldots \); thus \( T_{n-1} = \sum_{i=1}^{n-1} \delta(i) \) is the beginning of the \( n \)-th phase, but we also say that \( T_{n-1} \) is the end of the \( (n-1) \)-st phase, for convenience. The function \( G : \mathbb{Z}_{\geq 0} \to \mathcal{G} \) represents the graph \( G(n) = (V(n), E(n)) \) for the phase \( n \), where \( \mathcal{G} \) denotes the set of all (static) graphs, i.e., our growing graph \( G \) satisfies \( G_t = G(n) \) for \( t \in [T_{n-1}, T_n) \). Similarly, the function \( P : \mathbb{Z}_{>0} \to \mathbb{R} \) is a function that represents the “transition probability” of a random walk on graph \( G(n) \) where \( \mathbb{R} \) denotes the set of all stochastic matrices.

A RWoGG \( X_t \) \( (t = 0, 1, 2, \ldots) \) characterized by \( D = (\delta, G, P) \) is temporally a time-homogeneous finite Markov chain according to \( P(n) \) with the state space \( V(n) \) during the time interval \( [T_{n-1}, T_n] \); precisely, a transition from \( X_t \) to \( X_{t+1} \) follows \( P(n) \) for any \( t \in [T_{n-1}, T_n) \). We specially remark for \( t = T_n \) that \( X_t \in V(n) \subseteq V(n+1) \), meaning that \( X_t \) is a state of \( V(n+1) \) but actually \( X_t \) must be in \( V(n) \) by the definition of the transition. Suppose \( X_0 = v \) for \( v \in V(1) \). We define the return probability at \( v \) by

\[
R(t) = \Pr[X_t = v] \quad (= \Pr[X_t = v \mid X_0 = v])
\]

at each time \( t = 0, 1, 2, \ldots \). We say \( v \) is recurrent by RWoGG \( D = (\delta, G, P) \) if

\[
\sum_{t=1}^{\infty} R(t) = \infty
\]

holds, otherwise, i.e., \( \sum_{t=1}^{\infty} R(t) \) is finite, \( v \) is transient by \( D \).

2.2 Terminology on time-homogeneous Markov chains

We here briefly introduce some terminology for random walks on static graphs, or time-homogeneous Markov chains, according to [27].

2.2.1 Ergodic random walks

Suppose that \( X_0, X_1, X_2, \ldots \) is a random walk on a static graph \( G = (V, E) \) characterized by a time-homogeneous transition matrix \( P = (P(u, v)) \in \mathbb{R}_{\geq 0}^{V \times V} \) where \( P(u, v) = \Pr[X_{t+1} = v \mid X_t = u] \). A random walk is reversible if there exists a positive function \( \mu : V \to \mathbb{R}_{>0} \) such that \( \mu(u)P(u, v) = \mu(v)P(v, u) \) hold for all \( u, v \in V \). A transition matrix \( P \) is irreducible if

---

\(^2\) Every static graph is simple and undirected in this paper, for simplicity of the arguments.

\(^3\) Thus, the current position does not disappear in the next step.

\(^4\) We do not exclude \( T_{n-1} = T_n \) if \( \delta(n) = 0 \) then \( T_{n-1} = T_n \).
\(\forall u, v \in V, \exists t > 0, (P^t)(u, v) > 0.\) The period of \(P\) is given by \(\text{period}(P) = \min_{v \in V} \gcd\{t > 0 : (P^t)(v, v) > 0\}.\) It is well known that \(\gcd\{t > 0 : (P^t)(v, v) > 0\}\) is common for any \(v \in V\) if \(P\) is irreducible.

If \(\text{period}(P) = 1\) then \(P\) is said to be aperiodic. A transition matrix \(P\) is ergodic if it is irreducible and aperiodic. We say a random walk is \((\gamma, \delta)\)-lazy if \(P(v, v) \geq \gamma\) holds for any \(v \in V\) for a constant \(\gamma\) \((0 < \gamma < 1)\). A lazy random walk is clearly aperiodic. A probability distribution \(\pi\) over \(V\) is a **stationary distribution** if it satisfies \(\pi P = \pi\). It is well known that an ergodic \(P\) has a unique stationary distribution [27]. The **mixing time** of \(P\) is given by

\[
\tau(\varepsilon) \overset{\text{def}}{=} \min \left\{ t \mid t \in \mathbb{Z}_{\geq 0}, \frac{1}{2} \max_{u \in V} \sum_{v \in V} |P^t(u, v) - \pi(v)| \leq \varepsilon \right\}
\]  

for \(\varepsilon \in (0, 1)\).

### 2.2.2 Random walk with period 2

A **simple** random walk (or “busy” simple random walk) on an undirected graph \(G = (V, E)\) is given by \(P(u, v) = 1/\deg(u)\) for \(\{u, v\} \in E\) where \(\deg(u)\) denotes the degree of \(u \in V\) on \(G\). This paper is mainly concerned with bipartite graphs, such as trees, integer grids, and 0-1 hypercubes, and then the most targeted random walks are irreducible and reversible, but not aperiodic.

**Observation 1.** If \(P\) is reversible then its period is at most 2.

Suppose \(P\) is irreducible and reversible, and it has period 2. Then, the underlying graph is a connected bipartite \((U, \overline{U}; E)\), where \(U = \{u \in V \mid \exists t', P^{2t'}(v, u) \neq 0\}\) for any \(v \in U\), \(\overline{U} = \{u \mid \forall t, P^{2t}(v, u) = 0\}\), i.e., \(\overline{U} = V \setminus U\), and \(E = \{\{u, v\} \in \overline{U}^2 \mid P(u, v) > 0\}\). Notice that \(E\) does not contain any self-loop, otherwise, \(P\) is aperiodic.

Here, we introduce some unfamiliar terminology for periodic Markov chains. We say \(\hat{x} \in \mathbb{R}^V_\geq\) is **even-time distribution** if it satisfies \(\sum_{v \in V} \hat{x}(v) = 1\) and \(\hat{x}(u) = 0\) for any \(u \in \overline{U}\). We say \(\hat{\pi} \in \mathbb{R}^V_\geq\) is **even-time stationary distribution** if it is an even-time distribution and satisfies \(\hat{\pi} P^2 = \hat{\pi}\).

**Proposition 2 (limit distribution).** Suppose \(P\) is irreducible and reversible, and it has period 2. Then, \(P\) has a unique even-time stationary distribution \(\hat{\pi}\), and \(\lim_{t \to \infty} \hat{\pi} P^{2t} = \hat{\pi}\) for any even-time distribution \(\hat{x}\).

We define the even mixing-time of \(P\) by

\[
\hat{\tau}(\varepsilon) = \min \left\{ 2t' \mid t' \in \mathbb{Z}_{\geq 0}, \frac{1}{2} \max_{u \in U} \sum_{v \in \overline{U}} |P^{2t'}(u, v) - \hat{\pi}(v)| \leq \varepsilon \right\}
\]  

for \(\varepsilon \in (0, 1)\). We remark that the even mixing-time of \(P\) is equal to the twice of the mixing time of \(P^2[U]\), where \(P^2[U]\) denotes the submatrix of \(P\) induced by \(U\). Thus, we can use some standard arguments, e.g., coupling technique, about the even mixing-time of \(P\). Finally, we remark on a proposition, that plays a key role in our analysis.

**Proposition 3 (Proposition 10.25 in [27]).** If \(P\) is reversible then \(\hat{\pi}(v) \leq P^{2t+2}(v, v) \leq P^{2t}(v, v)\) for any \(t = 0, 1, 2, \ldots\).
3 Analytical Framework: LHaGG

This section introduces the notion of less-homesickness as graph growing (LHaGG), and presents general theorems (Lemmas 5 and 6) describing some sufficient conditions of a RWoGG being recurrent or transient. See the following sections for specific RWoGGs, namely, RW on growing $k$-ary tree in Section 4, RW on $\{0,1\}^n$ hypercube skeleton with increasing $n$ in Section 5, etc.

3.1 Less-homesick as graph growing

Let $\mathcal{D} = (f, G, P)$ and $\mathcal{D}' = (f', G', P')$ be RWoGG, and let $R(t)$ and $R'(t)$ respectively denote their return probabilities to respective initial vertices at time $t = 1, 2, \ldots$. We say $\mathcal{D}$ is less-homesick than $\mathcal{D}'$ at time $t$ if $R(t) \leq R'(t)$ holds.

In particular, this paper is mainly concerned with the less-homesick relationship between $\mathcal{D} = (f, G, P)$ and $\mathcal{D}' = (g, G, P)$ with the same $P$, $G$ and the initial vertex $v$. We say $\mathcal{D}$ is less-homesick as graph growing (LHaGG)\(^5\) if $\mathcal{D} = (f, G, P)$ is less-homesick than for any $\mathcal{D}' = (g, G, P)$ satisfying that

$$\sum_{i=1}^{n} f(i) \leq \sum_{i=1}^{n} g(i)$$

for any $n \in \mathbb{Z}_{>0}$. The condition (6) intuitively implies that the graph in $\mathcal{D}$ grows faster than $\mathcal{D}'$. For instance, we will prove that the simple random walk on growing $k$-regular tree is LHaGG, in Section 4.

\textbf{Lemma 4.} Suppose RWoGG $\mathcal{D} = (f, G, P)$ is LHaGG. Let $X_t$ $(t = 0, 1, 2, \ldots)$ be a RWoGG according to $\mathcal{D}$ with $X_0 = v \in V(1)$. Let $Y_t$ $(t = 0, 1, 2, \ldots)$ be a random walk on (a static graph) $G(n)$ according to $P(n)$ with $Y_0 = v$, where $G$, $P$ and $v$ are common with $\mathcal{D}$. Then, $Y_t$ is less-homesick than $X_t$ at any time $t \in [T_n, T_{n+1}]$, i.e., $R(t) \geq R'(t)$ holds for $t \in [T_n, T_{n+1}]$, where $R(t) = \Pr[X_t = v]$ and $R'(t) = \Pr[Y_t = v]$.

\textbf{Proof.} Let

$$g(i) = \begin{cases} 0 & (i < n), \\ \sum_{j=1}^{n} f(j) & (i = n), \\ f(i) & (i > n). \end{cases}$$

Then, the static random walk $Y_t$ on $G(n)$ also follows $\mathcal{D}' = (g, G, P)$ for $t \leq T_{n+1}$. Clearly, $\sum_{i=1}^{n} f(i) \geq \sum_{i=1}^{n} g(i)$ for any $n$. Since $\mathcal{D}$ is LHaGG by the hypothesis, $R(t) \geq R'(t)$. \hfill \blacksquare

We remark that if all $P_n$ takes period 2 then $R(t) = R'(t) = 0$ for any odd $t$.

3.2 Recurrent

We prove the following lemma, presenting a sufficient condition for a RWoGG to be recurrent.

\(^5\) Strictly speaking, LHaGG should be a property of the sequence of transition matrices $P(1), P(2), P(3), \ldots$. For the convenience of the notation, we say $\mathcal{D} = (f, G, P)$ is LHaGG, in this paper.
Lemma 5. Suppose that RWoGG $\mathcal{D} = (\mathfrak{d}, G, P)$ is LHaGG, and that every $P(n) = P_n$ ($n = 1, 2, \ldots$) is irreducible, reversible and period($P_n$) = 2. Let $p(n) = \hat{\pi}_n(v)$ where $\hat{\pi}_n$ denote the even-time stationary distribution of $P_n$. If $\mathfrak{d}$ satisfies
\[
\sum_{n=1}^{\infty} (\mathfrak{d}(n) - 1)p(n) = \infty
\] (7)
then $v$ is recurrent by $\mathcal{D}$.

Proof. Let $f(n) = 2[\mathfrak{d}(n)]$, i.e., $f(n) = \mathfrak{d}(n)$ if $\mathfrak{d}(n)$ is even, otherwise $f(n) = \mathfrak{d}(n) - 1$. For convenience, let $T_n = \sum_{k=1}^{n} f(k)$ for $n = 1, 2, \ldots$, and let $T_0 = 0$. Let $X_t$ (resp. $X'_t$) for $t = 0, 1, 2, \ldots$ be a RWoGG according to $\mathcal{D} = (\mathfrak{d}, G, P)$ (resp. $\mathcal{D}' = (f, G, P)$), and let $R(t)$ (resp. $R'$) denote the return probability of $X_t$ (resp. $X'_t$). The hypothesis LHaGG implies $R(t) \geq R'(t)$. Let $Y^n_t$ ($t = 0, 1, \ldots, T_n$) be a time-homogeneous random walk according to $P(n)$, and let $R''_n(t)$ ($t = 1, \ldots, T_n$) denote the return probability of $Y^n_t$. The hypothesis LHaGG and Lemma 4 implies
\[
R'(t) \geq R''_n(t)
\] (8)
for $t \in (T_{n-1}, T_n]$. Then, we can see
\[
\sum_{t=1}^{\infty} R(t) \geq \sum_{t=1}^{\infty} R'(t) \quad \text{(by LHaGG)}
\]
\[
= \sum_{n=1}^{\infty} \sum_{t=T_n}^{T_{n+1}} R'(t)
\]
\[
\geq \sum_{n=1}^{\infty} \sum_{t=T_n}^{T_{n+1}} R''_n(t) \quad \text{(by (8))}
\]
\[
= \sum_{n=1}^{\infty} \sum_{i=1}^{f(n)} R''_n(T_n + i) \quad \text{(recall $T_n = T_n + 1 + f(n)$)}
\]
\[
\geq \sum_{n=1}^{\infty} \sum_{i=1}^{f(n)} R''_n(T_n + 2i) \quad \text{(notice that $R''_n(T_n + 2i - 1) = 0$)}
\]
\[
= \sum_{n=1}^{\infty} \sum_{i=1}^{f(n)} p(n) \quad \text{(by Proposition 3)}
\]
\[
= \frac{1}{2} \sum_{n=1}^{\infty} f(n)p(n)
\]
\[
\geq \frac{1}{2} \sum_{n=1}^{\infty} (\mathfrak{d}(n) - 1)p(n)
\] (9)
hold. If (7) holds then (9) is $\infty$, meaning that $v$ is recurrent by $\mathcal{D}$.

It is not difficult to see that a similar proposition holds for lazy random walks.

3.3 Transient

This section establishes the following lemma, which suggests Lemma 5 is nearly optimal. In fact, we will provide an example of a random walk on a growing $k$-ary tree in Section 4, that shows a tight example of Lemma 5.
Lemma 6. Suppose that a RWoGG $D=(\mathcal{V}, G, P)$ is LHaGG, and that every $P(n)=P_n$ $(n=1, 2, \ldots)$ is irreducible and reversible with period $P_n=2$. Let $p(n)=\hat{\pi}_n(v)$ where $\hat{\pi}_n$ denote the even-time stationary distribution of $P_n$. Let $\hat{\tau}_n(e)$ denote the even mixing-time of $P(n)$, and let

$$\hat{\tau}(n) = \hat{\pi}_n(p(n))$$

for $n=2, 3, \ldots$. If

$$\max\{d(1), \hat{\tau}(1)\} + \sum_{n=2}^{\infty} \max\{d(n), \hat{\tau}(n)\} p(n-1) < \infty$$

holds then $v$ is transient by $D$.

Proof. Let

$$f(n) = \max\{d(n), \hat{\tau}(n)\}$$

for $n=1, 2, 3, \ldots$. Let $R(t)$ and $R'(t)$ respectively denote the return probabilities of $D=(\mathcal{V}, G, P)$ and $D'=(f, G, P)$. Clearly, $f(n) \geq d(n)$ for any $n$, LHaGG implies

$$R(t) \leq R'(t)$$

for any $t=0, 1, 2, \ldots$. For convenience, let

$$T'_n = \sum_{k=1}^{n} f(k)$$

for $n=1, 2, \ldots$.

We carry a tricky argument in the following: roughly speaking we compare $D'$ with $P_{n-1}$ in the $n$-th round, i.e., $[T_{n-1}, T_n]$, for $n=2, 3, \ldots$. Let

$$g_{n-1}(k) = \begin{cases} f(k) & (k \leq n-2) \\ \infty & (k = n-1) \end{cases}$$

for $n=2, 3, \ldots$. Let $Z_{t}^{(n-1)} (t=0, 1, 2, \ldots)$ denote a RWoGG $(g_{n-1}, G, P)$, where $Z_0^{(n-1)} = v$. Let $R_{n-1}''(t)$ denote the return probability of $Z_{t}^{(n-1)}$, Clearly, $\sum_{i=1}^{t} f(i) \leq \sum_{i=1}^{t} g_{n-1}(i)$ holds for any $j$, hence the LHaGG assumption implies

$$R'(t) \leq R''_{n-1}(t)$$

for any $t=0, 1, 2, \ldots$ for any $n=2, 3, \ldots$.

Notice that $Z_{t}^{(n-1)}$ for $t \in [T_{n-2}, T_n]$ is nothing but a time-homogeneous random walk according to $P_{n-1}$ with the “initial state” $Z_{T_{n-2}} = v$ for $n=2, 3, \ldots$. Since

$$T_{n-1}' = T_{n-2}' + f(n-1) \geq T_{n-2}' + \hat{\tau}(n-1) = T_{n-2}' + \hat{\tau}_{n-1}(p(n-1))$$

$Z_{t}^{(n-1)}$ mixes well for $t > T_{n-1}'$, meaning that $|\Pr[Z_{t}^{(n-1)} = v] - \hat{\pi}_{n-1}(v)| \leq p(n-1)$ for any even $t \in [T_{n-1}' - T_{n-1}], T_{n-1}'$. This implies

$$R''_{n-1}(t) = \Pr[Z_{t}^{(n-1)} = v] \leq \hat{\pi}_{n-1}(v) + p(n-1) = 2p(n-1)$$
holds for $t \in (T'_{n-1}, T'_n)$, where we remark that $R''_{n-1}(t) = 0$ for any odd $t$. Then,

$$\sum_{t=1}^{\infty} R(t) \leq \sum_{t=1}^{\infty} R'(t) \quad \text{(by (11))}$$

$$= \sum_{n=1}^{\infty} \sum_{t=T'_{n-1}+1}^{T'_n} R'(t)$$

$$\leq f(1) + \sum_{n=2}^{\infty} \sum_{t=T'_{n-1}+1}^{T'_n} R'(t)$$

$$\leq f(1) + \sum_{n=2}^{\infty} \sum_{t=T'_{n-1}+1}^{T'_n} R''_{n-1}(t) \quad \text{(by (13))}$$

$$\leq f(1) + \sum_{n=2}^{\infty} \sum_{t=T'_{n-1}+1}^{T'_n} 2p(n-1) \quad \text{(by (14))}$$

$$= f(1) + 2 \sum_{n=2}^{\infty} f(n)p(n-1)$$

holds. Now it is easy to see that (10) implies $\sum_{t=1}^{\infty} R(t) < \infty$, meaning that $v$ is transient by $\mathcal{D}$. ▶

It is not difficult to see that a similar proposition holds for lazy random walks.

### 4 Random Walk on a Growing Complete $k$-ary Tree

Lyons gave sufficient conditions that a random walk on an infinite tree gets recurrent or transient at the root (initial point), cf. [28, 29], as a consequence, it is a celebrated fact that a simple random walk on an infinite $k$-ary tree is transient. This section shows that a simple random walk on a moderately growing complete $k$-ary tree is recurrent at the root.

#### 4.1 Result summary

Let $k$ be an integer greater than one, and let $G_n = (V_n, E_n)$ denote a complete $k$-ary tree with height $n$ for $n = 1, 2, \ldots$, i.e., $|V_n| = \sum_{i=0}^{n} k^i = \frac{k^{n+1}-1}{k-1}$, every internal node (including the root) has exactly $k$ children, and every leaf places the same height $n$. Let $r \in V_n$ denote the root, that is the unique vertex of height 0. For convenience, let $h(v)$ denote the height of vertex $v \in V_n$, i.e., $h(r) = 0$, and $h(v) = n$ if and only if $v$ is a leaf of $G_n$. Let

$$U_n = \{v \in V_n \mid h(v) \equiv 0 \pmod{2}\} \quad (15)$$

denote the vertices of even heights, and thus $\overline{U}_n = V_n \setminus U_n$ is the vertices of odd heights. Clearly, $G_n = (U_n, \overline{U}_n; E_n)$ is a bipartite graph. See [10] for a standard terminology about a complete $k$-ary tree, e.g., parent, child, root, internal node, leaf, height.

---

6 We remark this argument requires only point-wise additive error bound, instead of total variation. Clearly, point-wise additive error is upper bounded by total variation. We here use the mixing time for total variation just because it has been better analyzed than the other.
Next, we define a transition probability of a random walk over $G_n$ according to [28, 29]. Let $\lambda$ be a fixed positive real\(^7\), and we define a transition probability on the $k$-ary tree $G_n$ with height $n$ by

$$P_n(u, v) = \begin{cases} \frac{1}{k} & \text{if } u = r \text{ and } v \text{ is a child of } u, \\ \frac{1}{\lambda+\epsilon} & \text{if } u \neq r \text{ and } v \text{ is a child of } u, \\ \frac{\lambda}{\lambda+\epsilon} & \text{if } u \text{ is an internal node and } v \text{ is the parent of } u, \\ 1 & \text{if } u \text{ is a leaf and } v \text{ is the parent of } u, \\ 0 & \text{otherwise}, \end{cases} \quad (16)$$

for $u, v \in V_n$. Notice that (16) denotes a simple random walk over $T_n$ when $\lambda = 1$. We also remark that $\lambda$ and $k$ are constants to $n$. As a consequence of [28], we know the following fact about a random walk on an infinite $k$-ary tree $T_\infty$.

**Proposition 7** ([28, 29]). If $\lambda \geq k$ (resp. $\lambda < k$) then the root $r$ is recurrent (resp. transient) by $P_\infty$.

Then, we are concerned with a RWaGG $D_T = (\emptyset, G, P)$ starting from the root $r$ where $G(n) = G_n$ and $P(n) = P_n$. Our goal of the section is to establish the following theorem.

**Theorem 8.** Let $k \geq 2$ and $\lambda > 0$ be constants to $n$. Then, the root $r$ is recurrent by $D_T$ if

$$\sum_{n=1}^{\infty} \vartheta(n) \left(\frac{\lambda}{k}\right)^n = \infty \quad (17)$$

holds, otherwise, transient.

For instance, Theorem 8 implies the following corollary, about a simple random walk on an infinitely growing $k$-ary tree.

**Corollary 9.** Let $\lambda = 1$, i.e., every $P_n$ denotes a simple random walk on the complete $k$-ary tree $T_n$. If $\vartheta(n) = \Omega(k^n/(n \log n))$ then $r$ is recurrent by $D_T$. If $\vartheta(1) < \infty$ and $\vartheta(n) = O(k^n/(n \log n)^{1+\epsilon})$ for some $\epsilon > 0$ then $r$ is transient by $D_T$.

**Proof.** Suppose $\vartheta(n) \geq ck^n/(n \log n)$ for some constant $c > 0$. Then, $\sum_{n=1}^{\infty} \vartheta(n) \left(\frac{1}{k}\right)^n = c \sum_{n=1}^{\infty} \frac{1}{n \log n} = c f_2^{\infty} \frac{1}{\log n} = c[\log \log n]^2 = \infty$, and Theorem 8 implies that $r$ is recurrent.

Suppose $\vartheta(n) \leq c'k^n/(n \log n)^{1+\epsilon}$ for some constant $c' > 0$. Then, $\sum_{n=1}^{\infty} \vartheta(n) \left(\frac{1}{k}\right)^n \leq \vartheta(1) + \sum_{n=2}^{\infty} c' \left(\frac{k}{n \log x}\right)^{1+\epsilon} \left(\frac{1}{k}\right)^n \leq \vartheta(1) + c' \int_2^{\infty} \frac{1}{x(\log x)^{1+\epsilon}} \, dx = \vartheta(1) + c' \frac{1}{2(\log 2)^{1+\epsilon}} + c'k \left[\frac{1}{2(\log x)^{1+\epsilon}}\right]_{2}^{\infty} \leq \infty$, and Theorem 8 implies that $r$ is transient. \hfill \blacksquare

### 4.2 Proof of Theorem 8

We prove Theorem 8. As a preliminary step, we remark on the following two facts.

**Lemma 10.** (i) Every $P_n$ $(n = 1, 2, \ldots)$ is reversible: precisely, let

$$\phi(v) = \begin{cases} \frac{k}{\lambda+\epsilon} & \text{if } h(v) = 0 \text{ (i.e., } v = r), \\ \lambda^{-h(v)} & \text{if } 0 < h(v) < n, \\ \frac{1}{\lambda+\epsilon} \lambda^{-n} & \text{if } h(v) = n \text{ (i.e., } v \text{ is a leaf)}. \end{cases} \quad (18)$$

\(^7\)For simplicity of notation, Lyons [28] and Lyons and Peres [29] assume $\lambda > 1$, but many arguments are naturally extended to $\lambda > 0$ by modifications with some bothering notations.
Then, the detailed balance equation
\[ \phi(u)P_n(u, v) = \phi(v)P_n(v, u) \]
holds for any \( u, v \in V_n \). (ii) Every \( P_n \) is irreducible and period\( (P_n) = 2 \). Thus the even-time stationary distribution of \( P_n \) is
\[ \hat{\pi}_n(v) = \frac{\phi(v)}{\sum_{u \in U_n} \phi(u)} \quad (19) \]
for any \( v \in U_n \).

Let \( p(n) = \hat{\pi}_n(r) \), then
\[ p(n) = \begin{cases} \frac{k\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} & \text{if } n \text{ is odd,} \\ \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} + \frac{\bar{n}\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} & \text{if } n \text{ is even} \end{cases} \quad (20) \]

by (18) and (19) considering the fact \( |\{ v \in V_n \mid h(v) = i \}| = k^i \) for \( i = 0, 1, \ldots, n \).

**Lemma 11.** If \( \lambda < k \), then
\[ \frac{k - \lambda}{k} \left(\frac{\lambda}{k}\right)^{n+1} \leq p(n) \leq \left(\frac{\lambda}{k}\right)^{n-1} \quad (21) \]

**Proof.** Firstly, we prove the upper bound of (21). When \( n \) is odd,
\[ p(n) = \frac{k\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} \leq \frac{1}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} \leq \left(\frac{\lambda}{k}\right)^{2\bar{r}} = \left(\frac{\lambda}{k}\right)^{n-1} \]
and we obtain the upper bound in the case. When \( n \) is even, similarly,
\[ p(n) = \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} + \frac{\bar{n}\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} \leq \frac{1}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} \leq \left(\frac{\lambda}{k}\right)^{n-1} \]
and we obtain the upper bound. Then, we prove the lower bound of (21). When \( n \) is odd,
\[ p(n) = \frac{k\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} \geq \frac{1}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} = \left(\frac{\lambda}{k}\right)^{n-1} \]
and we obtain the lower bound in the case. When \( n \) is even,
\[ p(n) = \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} + \frac{\bar{n}\hat{\pi}_n}{1 + \sum_{i=1}^{\bar{r}} (\frac{1}{\bar{n}})^{2i}} \geq \frac{1}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} = \left(\frac{\lambda}{k}\right)^{n-1} \]
holds. In both cases,
\[ p(n) \geq \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)}} = \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)} - 1} \]
\[ \geq \frac{k\hat{\pi}_n}{\left(\frac{1}{\bar{n}}\right)^{2(\bar{r}+1)} - 1} \frac{1}{(\frac{\lambda}{k})^{n+2}} = \frac{k - \lambda}{k} \left(\frac{\lambda}{k}\right)^{n+1} \]
holds and we obtain the lower bound.

\[ \blacksquare \]
The following lemma is a key of the proof of Theorem 8.

**Lemma 12.** If \( \lambda < k \) then \( D_T \) is LHaGG.

**Proof.** Let \( f \) and \( g \) satisfy \( \sum_{i=1}^{n} f(i) \leq \sum_{i=1}^{n} g(i) \) for any \( n = 1, 2, \ldots \), and let \( X_t \) and \( Y_t \) \((t = 0, 1, 2, \ldots)\) respectively follow \((f, G, P)\) and \((g, G, P)\), i.e., the tree of \((f, G, P)\) grows faster than \((g, G, P)\). Let \( X_0 = Y_0 = r \), and we prove \( \Pr[X_t = r] \leq \Pr[Y_t = r] \) for any \( t = 1, 2, \ldots \) \(\text{ recall Section 3.1 for } LHaGG\).

We construct a coupling of \( X = \{X_t\}_{t \geq 0} \) and \( Y = \{Y_t\}_{t \geq 0} \) such that \( h(X_t) \geq h(Y_t) \) holds for any \( t = 1, 2, \ldots \). The proof is an induction concerning \( t \). Clearly, \( h(X_0) = h(Y_0) = 0 \). Inductively assuming \( h(X_t) \geq h(Y_t) \), we prove \( h(X_{t+1}) \geq h(Y_{t+1}) \). If \( h(X_t) > h(Y_t) \) then \( h(X_t) \geq h(Y_t) - 2 \) since every \( P_n \) is period(\( P_n \)) = 2 for \( n = 1, 2, \ldots \). It is easy to see that \( h(X_{t+1}) \geq h(X_t) - 1 \geq h(Y_t) + 1 \geq h(Y_{t+1}) \), and we obtain \( h(X_{t+1}) \geq h(Y_{t+1}) \) in the case.

Suppose \( h(X_t) = h(Y_t) \). We consider four cases: (i) \( X_t = Y_t = r \), (ii) both \( X_t \) and \( Y_t \) are internal nodes, (iii) both \( X_t \) and \( Y_t \) are leaves, i.e., both trees of \((f, G, P)\) and \((g, G, P)\) take the same height at time \( t \), (iv) \( X_t \) is not a leaf but \( Y_t \) is a leaf, i.e., the tree of \((f, G, P)\) is higher than that of \((g, G, P)\) at time \( t \). In the case (i),

\[
\Pr[h(X_{t+1}) = h(X_t) + 1] = \Pr[h(Y_{t+1}) = h(Y_t) + 1] = 1
\]

hold, and hence we can couple them to satisfy \( h(X_{t+1}) = h(Y_{t+1}) \). In the case (ii), since both \( X_t \) and \( Y_t \) are internal nodes,

\[
\Pr[h(X_{t+1}) = h(X_t) - 1] = \Pr[h(Y_{t+1}) = h(Y_t) - 1] = \frac{\lambda}{k+\lambda}
\]

and

\[
\Pr[h(X_{t+1}) = h(X_t) + 1] = \Pr[h(Y_{t+1}) = h(Y_t) + 1] = \frac{k}{k+\lambda}
\]

hold, and hence we can couple them to satisfy \( h(X_{t+1}) = h(Y_{t+1}) \). In the case (iii), since both \( X_t \) and \( Y_t \) are leaves,

\[
\Pr[h(X_{t+1}) = h(X_t) - 1] = \Pr[h(Y_{t+1}) = h(Y_t) - 1] = 1
\]

holds, and hence we can couple them to satisfy \( h(X_{t+1}) = h(Y_{t+1}) \). In the case (iv), since \( X_t \) is not a leaf but \( Y_t \) is a leaf,

\[
\Pr[h(X_{t+1}) = h(X_t) - 1] = \frac{\lambda}{k+\lambda} \leq \Pr[h(Y_{t+1}) = h(Y_t) - 1] = 1
\]

holds, and hence we can couple them to satisfy \( h(X_{t+1}) \geq h(Y_{t+1}) \).

Now we obtain a coupling of \( X = \{X_t\}_{t \geq 0} \) and \( Y = \{Y_t\}_{t \geq 0} \) such that \( h(X_t) \geq h(Y_t) \) hold for any \( t = 1, 2, \ldots \), which implies that \( h(Y_t) = 0 \) as long as \( h(X_t) = 0 \). This means that \( \Pr[X_t = r] \leq \Pr[Y_t = r] \) for any \( t = 1, 2, \ldots \). We obtain the claim. \(\blacktriangleleft\)

By Lemma 5 with Lemma 12, we get a sufficient condition for recurrence in Theorem 8. On the other hand, we cannot directly apply Lemma 6 to the sufficient condition for transient in Theorem 8, because the “mixing time” of \( P_n \) is proportional to \( k^n \), see e.g., [27]. Then, we estimate \( R(t) \) by another random walk.
Let $Z_t = h(X_t)$, where $X_t$ is a random walk on a growing $k$-ary tree $\mathcal{D}_T = (\emptyset, G, P)$. Then $Z_t$ is a RWoGG $\mathcal{D}_L = (\emptyset, L, Q)$ where $L(n) = \{(0, 1, \ldots, n), \{i, i+1\} \mid i = 0, 1, 2, \ldots, n-1\}$ is a path graph of length $n$, and the transition probability matrix $Q(n) = Q_n$ is given by

$$Q_n(0, 1) = 1,$$

$$Q_n(i, i+1) = \frac{k}{\lambda^{i+1}} \quad \text{for} \quad i = 1, 2, \ldots, n-1,$$

$$Q_n(i, i-1) = \frac{1}{\lambda^{i}} \quad \text{for} \quad i = 1, 2, \ldots, n-1,$$

$$Q_n(n, n-1) = 1.$$

The following Lemmas 13 and 14 are easy to observe.

**Lemma 13.** Let $X_t$ (resp. $Z_t$) follow $\mathcal{D}_T = (f, G, P)$ (resp. $\mathcal{D}_L = (f, L, Q)$). Let $R(t) = \text{Pr}[X_t = r]$ (resp. $R'(t) = \text{Pr}[Z_t = r]$), and let $\hat{\tau}_n$ (resp. $\hat{\tau}'_n$) denote the even mixing-time of $P_n$ (resp. $Q_n$). Then, $R(t) = R'(t)$ for any $t = 1, 2, \ldots$, as well as $\hat{\tau}_n(r) = \hat{\tau}'_n(r)$.

**Lemma 14.** If $\lambda < k$ then $\mathcal{D}_L$ is LHuGG.

The following lemma about the mixing time of $Q_n$ is easily obtained by a standard coupling argument for the mixing time, and we here omit the proof.

**Lemma 15.** Let $\hat{\tau}'_n(c)$ denote the even mixing-time of $Q_n$ then $\hat{\tau}'_n(c) \leq n^2 \log c^{-1}$.

Then, we can prove the condition for $\mathcal{D}_L$ being transient from Lemma 6.

**Lemma 16.** If $\lambda < k$ and $\sum_{n=1}^{\infty} \varnothing(n)(\frac{1}{k})^n < \infty$ then 0 is transient by $\mathcal{D}_L$.

**Proof.** Let $p(n) = \hat{\tau}'_n(r)$ and $p'(n) = \hat{\tau}'_n(r)$, then $p(n) = p'(n)$ by Lemma 13. By Lemma 15, $t'(n) = \varnothing(n)(p(n-1)) \leq n^2 \log(p(n-1)) \leq n^2 \log\left(\frac{1}{k}\right)^n \leq c'n^3$, and hence $\sum_{n=1}^{\infty} t'(n)p(n-1) \leq \sum_{n=1}^{\infty} n^3c'(\frac{1}{k})^{n-1} < \infty$. If $\sum_{n=1}^{\infty} \varnothing(n)(\frac{1}{k})^n < \infty$, then $\sum_{n=1}^{\infty} \max\{\varnothing(n), t'(n)\}p(n-1) \leq \sum_{n=1}^{\infty} (\varnothing(n) + t'(n))(\frac{1}{k})^{n-1} < \infty$, which implies $\sum_{t=1}^{\infty} R'(t) < \infty$ by Lemma 6 with Lemma 14.

Now, we are ready to prove Theorem 8.

**Proof of Theorem 8.** First, we consider the (interesting) case $\lambda < k$.

(Recurrence) Assuming $\sum_{n=1}^{\infty} \varnothing(n)(\frac{1}{k})^n = \infty$, we prove $\sum_{n=1}^{\infty} (\varnothing(n) - 1)p(n) = \infty$. Notice that $\sum_{n=1}^{\infty} p(n) \leq c\sum_{n=1}^{\infty} (\varnothing(n))^n = \frac{1}{1-\frac{1}{k}} < \infty$. Let $C = \sum_{n=1}^{\infty} \varnothing(n) - 1)p(n)$, then $\sum_{n=1}^{\infty} (\varnothing(n) - 1)p(n) = \sum_{n=1}^{\infty} (\varnothing(n)p(n) - C \geq \sum_{n=1}^{\infty} \varnothing(n)c(\frac{1}{k})^n - C$, which is $\infty$ from the assumption. Thus, $r$ is recurrent by Lemma 5.

(Transience) By Lemma 13, $\sum_{t=1}^{\infty} R(t) = \sum_{t=1}^{\infty} R'(t)$. If $\sum_{n=1}^{\infty} \varnothing(n)(\frac{1}{k})^n < \infty$ then $\sum_{t=1}^{\infty} R'(t) < \infty$ by Lemma 16, meaning that $r$ is transient.

In the case of $\lambda \geq k$, it is always recurrent. The proof follows that of Lemma 5, but here we omit the proof.

# 5 Random Walk on $\{0, 1\}^n$ with Increasing $n$

## 5.1 Main result

This section shows an interesting example. Let $C_n = (V_n, E_n)$ where

$$V_n = \{0, 1\}^n$$

$$E_n = \left\{\{u, v\} \in \binom{V_n}{2} \mid \|u - v\|_1 = 1\right\}$$

(22)
for $n = 1, 2, \ldots$. Let $0 \in V_n$ denote the (common) origin vertex $(0, \ldots, 0)$ for each $n$. Let

$$P_n(u, v) = \begin{cases} \frac{1}{n} & \text{if } \|u - v\|_1 = 1, \\ 0 & \text{otherwise}, \end{cases}$$

(24)

for $u, v \in V_n$. Then, we are concerned with $D_C = (\mathcal{G}, G, P)$ starting from $0$ where $G(n) = C_n$ and $P(n) = P_n$.

**Theorem 17.** If $D_C$ satisfies

$$\sum_{n=1}^{\infty} \frac{\delta(n)}{2^n} = \infty$$

(25)

then $0$ is recurrent, otherwise $0$ is transient.

The following lemma is not very difficult, but nontrivial.

**Lemma 18.** $D_C$ is LHaGG.

**Proof.** Let $f$ and $g$ satisfy $\sum_{i=1}^{n} f(i) \leq \sum_{i=1}^{n} g(i)$ for any $n = 1, 2, \ldots$, and let $X_t$ and $Y_t$ ($t = 0, 1, 2, \ldots$) respectively follow $(f, G, P)$ and $(g, G, P)$, i.e., the box of $(f, G, P)$ grows faster than $(g, G, P)$. Let $n_t$ (resp. $n_t'$) denote the dimension of $(f, G, P)$ (resp. $(g, G, P)$) at time $t$, and then notice that $n_t \geq n_t'$ hold for any $t = 0, 1, \ldots$ by the assumption that $(f, G, P)$ grows faster. Let $X_0 = Y_0 = 0$, and we prove $Pr[X_t = 0] \leq Pr[Y_t = 0]$ for any $t = 1, 2, \ldots, n$.

Let $h(u) = |\{i \in \{1, \ldots, n\} | u_i = 1\}|$ for $u = (u_1, \ldots, u_n) \in V_n$. We construct a coupling of $X = \{X_t\}_{t \geq 0}$ and $Y = \{Y_t\}_{t \geq 0}$ such that $h(X_t) \geq h(Y_t)$ holds for any $t = 1, 2, \ldots$. The proof is an induction concerning $t$. Clearly, $h(X_0) = h(Y_0) = 0$. Inductively assuming $h(X_t) \geq h(Y_t)$, we prove $h(X_{t+1}) \geq h(Y_{t+1})$. If $h(X_t) > h(Y_t)$ then $h(X_{t+1}) \geq h(Y_{t+1}) - 2$ since every $P_n$ is period$(P_n) = 2$ for $n = 1, 2, \ldots$. It is easy to see that $h(X_{t+1}) \geq h(X_t) - 1 \geq h(Y_{t+1})$, and we obtain $h(X_{t+1}) \geq h(Y_{t+1})$ in the case. Suppose $h(X_t) = h(Y_t)$.

Then,

$$Pr[h(X_{t+1}) = h(X_t) - 1] = \frac{h(X_t)}{n_t} \leq \frac{h(Y_t)}{n_t} = Pr[h(Y_{t+1}) = h(Y_t) - 1],$$

and

$$Pr[h(X_{t+1}) = h(X_t) + 1] = 1 - \frac{h(X_t)}{n_t} \geq 1 - \frac{h(Y_t)}{n_t} = Pr[h(Y_{t+1}) = h(Y_t) + 1]$$

hold, which implies that a coupling exists such that $h(X_{t+1}) \geq h(Y_{t+1})$.

Now we obtain a coupling of $X = \{X_t\}_{t \geq 0}$ and $Y = \{Y_t\}_{t \geq 0}$ satisfying $h(X_t) \geq h(Y_t)$ for any $t = 1, 2, \ldots$, which implies that $h(Y_t) = 0$ as long as $h(X_t) = 0$. This means that $Pr[X_t = 0] \leq Pr[Y_t = 0]$ for any $t = 1, 2, \ldots$. We obtain the claim. \(\blacksquare\)

The following two lemmas are well known.

**Lemma 19.** Let $\tau_n(\epsilon)$ denote the mixing time of $P_n$. Then, $\tau_n(\epsilon) = O(n \log(n/\epsilon))$.

**Lemma 20.** $p(n) = \frac{1}{2^n} = 2^{-n+1}$.

**Proof of Theorem 17.** (Recurrence) By Lemma 18, $D_C$ is LHaGG. Since $p(n) = 2^{-n+1}$ by Lemma 20, Lemma 5 implies that if $\sum_{n=1}^{\infty} \frac{\delta(n)}{2^n} = \infty$ then $0$ is recurrent.

(Transience) By Lemma 19, $\tilde{\tau}_n = \tilde{\tau}_n(p(n - 1)) \leq n \log \frac{n}{p(n-1)} \leq n \log(n2^n) \leq c'n^2 \log n$, and hence $\sum_{n=1}^{\infty} \tilde{\tau}_n(p(n-1)) \leq \sum_{n=1}^{\infty} c'n^2 \log n \frac{1}{p(n-1)} < \infty$. If $\sum_{n=1}^{\infty} \frac{\delta(n)}{2^n} < \infty$, then $\sum_{n=1}^{\infty} \max(\tilde{\tau}(n), \tilde{\tau}_n(p(n-1)) \leq \sum_{n=1}^{\infty} (\tilde{\tau}(n) + \tilde{\tau}_n)) \frac{1}{2^n} < \infty$, which implies $\sum_{t=1}^{\infty} R(t) < \infty$ by Lemma 6 with Lemma 18. \(\blacksquare\)
5.2 An Interesting fact: every finite point becomes recurrent

We can easily observe the following fact from Theorem 17.

▶ Corollary 21. If \( d(n) = \Omega(2^{n} / n) \) then 0 is recurrent. If \( d(n) = O(2^{n} / n^{1+\epsilon}) \) then 0 is transient.

Notice that the maximum degree of \( G(n) \) is unbounded asymptotic to \( n \), clearly. Nevertheless, we can see the following interesting fact.

▶ Proposition 22. If \( d(n) = \Omega(n^{2^{n}} / n^{2}) \) then \( D_C \) starting from 0 visits \( v \in V \) infinitely many times for any \( m \leq \infty \).

Proof. Notice that \( \tilde{\tau}_n(2^{-n-1}) = O(n \log(n2^{n+1})) = O(n^{2} \log n) \) by Lemma 19. Thus, in the \( n \)-th phase, i.e., \([T_{n-1}, T_n]\), the random walk \( X \) visits \( v \in V_n \) with probability at least \( 2^{-n-1} \) in every \( O(n^{2} \log n) \) steps (even if \( v \in U_n \), here we omit the proof). Thus the probability that \( X \) never visit \( v \) during the \( n \)-th phase is at most \( (1 - \frac{1}{n \log n}) \). This implies that the probability that \( X \) never visits \( v \in V \) forever is at most \( \prod_{n=m}^{\infty} \exp(-\frac{1}{n \log n}) = \exp(-\int_{m}^{\infty} \frac{1}{x \log x} \, dx) = \exp(-[\log \log x]_{m}^{\infty}) = \exp(-\infty) = 0 \). This means that the RWoGG \( X \) visits \( v \in V \) at least once in finite steps with probability 1.

Once we know that \( X \) visits \( v \) in a finite steps, the claim is trivial thanks to the vertex transitivity of the hypercube skeleton. ◀

We think that the hypothesis of Proposition 22 can be relaxed from \( \Omega(n^{2^{n}}) \) to \( \Omega(2^{n} / n) \), but we are not sure.

6 Concluding Remark

In this paper, we have developed a coupling method to prove the recurrence and transience of a RWoGG, by introducing the notion of LHaGG. Then, we showed the phase transition between the recurrence and transience of random walks on a growing \( k \)-ary tree (Theorem 8) and on a growing hypercube (Theorem 17). We also have other examples of LHaGG, such as growing integer grids and growing level trees (see a full paper version). It is a future work to develop an extended technique to prove the phase transitions for more general growing trees and integer grids.
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