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Abstract

We study the problem of traveling in an unknown dynamic graph, to reach a destination with minimum latency. At each step of the execution, an agent can decide to move to a neighboring node if an edge exists at this time instant, wait at the current node in the hope that other links will appear in the future, or move backward in time using an expensive time travel device. A travel that makes use of backward time travel is called a space-time travel. Our aim is to arrive at the destination with zero delay, which always requires the use of backward time travel if no path exists to the destination during the first time instant.

Finding an optimal space-time travel is polynomial when the agent knows the entire dynamic graph (including the future edges), even with additional constraints. However, we consider in this paper that the agent discovers the dynamic graph while it is exploring it, in an online manner.

In this paper, we propose two models that define how an agent learns new knowledge about the dynamic graph during the execution of its protocol: the T-online model, where the agent reaching time $t$ learns about the entire past of the network until $t$ (even nodes not yet visited), and the S-online model, where the agent learns about the past and future about the current node he is located at. We present an algorithm with an optimal competitive ratio of 2 for the T-online model. In the S-online model, we prove a lower bound of $\frac{2}{3}n - \frac{7}{4}$ and an upper bound of $2n - 3$ on the optimal competitive ratio when the cost function is linear.

1 Introduction

We consider the problem of an agent moving in both space and time in a dynamic graph representing a transportation network. The goal of the agent is to reach a destination node in the aforementioned graph with a delay of zero, thanks to backward time-travels. As the dynamic graph evolves, its edges may appear and disappear over time. The agent can wait at a given node for an adjacent edge to appear (thus moving forward in time). However, conversely to most known models, we consider that the agent can also go back in time, to cross an adjacent edge that previously appeared in the past. However, moving backward in time involves a cost that the agent seeks to minimize.

It has been shown by Bramas et al. [4] that finding optimal-delay optimal-costs travels can be computed with a polynomial offline algorithm, even when assuming an upper constraint on the cost. However, the offline setting considered by Bramas et al. [4] implies that the agent knows the entire dynamic graph. For example, an agent at time $t$ may only be aware of the evolution of the dynamic graph up to time $t$ (e.g., if this dynamic graph represents a transportation network, unforeseen problems may arise in the future, while past availability
periods have been tracked). Also, the dynamic graph itself may be infinite, which may cause storage issues before running the offline algorithm. Thus, it is important to consider settings where the agent that plans its space-time travel only has limited knowledge.

In this paper, we focus on online settings, where agents possess limited initial knowledge of the underlying dynamic graph. We define two settings, referred to as T-Online and S-Online. In the T-online setting, the agent does not know the future of the dynamic graph, but learns everything about the temporal graph up to its current time instant (even the existence of time-edges between nodes that were not yet visited). Thus, the agent has complete spatial knowledge up to its current time instant, but still navigates Time in an online fashion. Conversely, in the S-online settings, the agent knows the entire past and future of the nodes it has visited, but has no knowledge about yet unvisited nodes, and thus navigates Space in an online fashion. The knowledge acquired by the agent in both settings is illustrated in Fig. 3 and 4.

Related Work. Space-Time routing has been studied, mostly assuming forward time travel, i.e., waiting, is available. Many studies (see e.g. Casteigts et al. [7] and references herein) recently revisited popular problems previously studied in static graphs [6, 9, 19] in a dynamic context.

Casteigts et al. [8] studied the possibility of discovering a restless temporal path between two nodes in a dynamic network with a waiting time constraint: at each step, the traveling agent cannot wait more than $c$ time instants, where $c$ is a given constant. It turns out that computing such paths is NP-Hard. Perhaps surprisingly, Villacis-Llobet et al. [20] showed that if one allows going several times through the same node, the obtained restless temporal walk can arrive earlier, and finding it can be done in linear time. As previously mentioned, this line of work only considers forward time travel (a temporal path cannot go back in time), and focuses on offline settings.

Multi-criteria path computation problems have been extensively studied within computer networks [10, 16, 17]. In this context, each edge is characterized by a weight vector, comprising both cost and delay. Path computation algorithms thus have to maintain and explore all non-comparable paths, whose number may grow exponentially with respect to the size of the network, leading to the use of approximation schemes or heuristics. However, these works always focus on static graphs and offline settings.

As aforementioned, Bramas et al. [4] have proposed path computation algorithms on dynamic graphs with both forward and backward time-travel (assuming costly backward time-travel). They demonstrated the polynomial solvability of finding the path with minimum delay, even when constraining (or optimizing) the cost. Note that, conversely to us, such travels may not always allow for a delay of 0, if the constraint on the cost is too stringent. However, their study exclusively focuses on offline settings.

Related online problems in graphs include graph exploration and treasure hunting. Online graph exploration has been extensively studied in the literature in models that are similar to our S-online model, i.e., when visiting a node, the agent learns about the identifiers of the neighboring nodes. Algorithms with optimal competitive ratios were found in various classes of graphs such as cycles, tadpole graphs [5], trees [15], and arbitrary graphs [2], in undirected and directed [14] graphs. The case where more than one agent explores the graph has also been investigated [11, 12].

The treasure-hunting problem is equivalent to the problem of reaching a destination node with minimum latency, if considering the destination as the node where the treasure is located. Previous work on treasure hunting only considers static graph [1, 3], usually
considering a different model where the agent sees outgoing edges, but lacks visibility of the neighboring nodes identifiers. In [18], the authors considered a model similar to ours, where the agent sees the neighboring nodes, and show that the optimal competitive ratio is $\Theta(n)$. This result implies the same asymptotic bounds in our model when assuming a linear cost function, but the exact bound remains unknown. Moreover, an exact bound in their setting cannot be generalized to our setting as an edge with a given cost requires several nodes to be emulated in our model.

To the best of our knowledge, our paper is the first to consider a problem similar to the online graph exploration and treasure-hunting problem in dynamic graphs.

Contributions. In this paper, we provide the following contributions:

- We introduce the problem of online space-time travel in dynamic networks and formally define several settings. In particular (a) in the T-online setting, an agent learns the past of the entire network when reaching a particular moment in time, and (b) in the S-online setting, an agent learns the past and future interactions involving the node where it is currently located.
- We present a T-online algorithm with an optimal competitive ratio able to compute a space-time travel with lowest delay and having a cost of at most two times the optimal cost.
- We present a lower bound of $\frac{2n}{3} - \frac{7}{3}$ for the competitive ratio of S-online algorithms, even if the cost function is the identity. In contrast, we provide a $2n - 3$ competitive S-online algorithm assuming a linear cost function. This algorithm is at most $n^2$ competitive for arbitrary (but feasible) cost functions.

Our work opens several problems, for instance, how to close the gap between our lower and upper bound regarding the competitive ratio of S-online algorithms.

2 Model

In this section, we define the models and notations used throughout this paper, before formalizing the aforementioned problems.

We represent the dynamic graph as an evolving graph, as introduced by Ferreira [13]: a graph-centric view of the network that maps a dynamic graph as a sequence of static graphs. The footprint of the dynamic graph (that includes all nodes and edges that appear at least once during the lifetime of the dynamic graph), is fixed. Furthermore, we assume that the set of nodes is fixed over time, while the set of edges evolves.

More precisely, an evolving graph $G$ is a pair $(V, (E_t)_{t \in \mathbb{N}})$, where $V$ denotes the set of vertices, $\mathbb{N}$ is the set of time instants, and for each $t \in \mathbb{N}$, $E_t$ denotes the set of edges that appears at time $t$. The snapshot of $G$ at time $t$ is the static graph $G(t) = (V, E_t)$, which corresponds to the state, supposedly fixed, of the network in the time interval $t, t + 1$.

The footprint $\mathcal{F}(G)$ of $G$ is the static graph corresponding the union of all its snapshots, $\mathcal{F}(G) = (V, \bigcup_{t \in \mathbb{N}} E_t)$. We say $\{u, v\}, t$ is a temporal edge of graph $G$ if $\{u, v\} \in E_t$. We say that an evolving graph is connected if its footprint is connected.

Space-time Travel. We assume that at each time instant, an agent can travel along any number of adjacent consecutive communication links. However, the graph may not be connected at each time instant, hence it may be that the only way to reach a particular destination node is to travel forward (i.e., wait) or backward in time, to reach a time instant where an adjacent communication link exists. In more detail, an agent travels from a node $s$ to a node $d$ using a space-time travel (or simply travel when it is clear from the context).
Definition 1. A space-time travel of length \(k\) is a sequence \(((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k))\) such that
\[
\begin{align*}
&\forall i \in \{0, \ldots, k\}, \ u_i \in V \ is \ a \ node \ and \ t_i \in \mathbb{N} \ is \ a \ time \ instant, \\
&\forall i \in \{0, \ldots, k-1\}, \ if \ u_i \neq u_{i+1}, \ then \ t_i = t_{i+1} \ and \ \{u_i, u_{i+1}\} \in E_{t_i} i.e., \ there \ is \ a \ temporal \ edge \ between \ u_i \ and \ u_{i+1} \ at \ time \ t_i.
\end{align*}
\]
By extension, the footprint of a travel is the static graph containing all edges (and their adjacent nodes) appearing in the travel. Now, the backward-cost function is simply called the cost function. 

Definition 2. A travel \(((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k))\) is simple if for all \(i \in \{2, \ldots, k\}\) and \(j \in \{0, \ldots, i-2\}\), we have \(u_i \neq u_j\).

Intuitively, a travel is simple if its footprint is a line (i.e., a simple path) and contains at most one time-travel per node (as a consequence, no node appears three times consecutively in a simple travel).

Definition 3. The delay of a travel \(T = ((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k))\), denoted delay(\(T\)) is defined as \(t_k - t_0\).

The Backward cost of a travel.

Definition 4. The backward-cost is the cost of going to the past. The backward-cost function \(\delta : \mathbb{N}^+ \to \mathbb{R}^+\) returns, for each \(\delta \in \mathbb{N}\), the backward-cost \(\delta(\delta)\) of traveling \(\delta\) time instants to the past. As we assume that there is no cost associated to forward time travel (that is, waiting), we extend \(\delta\) to \(\mathbb{Z}\) by setting \(\delta(-\delta)\) is zero for all \(\delta \in \mathbb{N}\). In particular, the backward-cost of traveling 0 time instants in the past is zero. When it is clear from context, the backward-cost function is simply called the cost function.

Definition 5. The backward-cost (or simply cost) of a travel \(T = ((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k))\), denoted cost(\(T\)) is defined as follows:
\[
\text{cost}(T) = \sum_{i=0}^{k-1} \delta(t_i - t_{i+1})
\]

Definition 6. Let \(T_1 = ((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k))\) and \(T_2 = ((u_0', t_0'), (u_1', t_1'), \ldots, (u_k', t_k'))\) be two travels. If \((u_k, t_k) = (u_0', t_0')\), then the concatenated travel \(T_1 \oplus T_2\) is defined as follows:
\[
T_1 \oplus T_2 = ((u_0, t_0), (u_1, t_1), \ldots, (u_k, t_k), (u_1', t_1'), \ldots, (u_k', t_k'))
\]

Remark 7. One can easily prove that \(\text{cost}(T_1 \oplus T_2) = \text{cost}(T_1) + \text{cost}(T_2)\). In the following, we sometimes decompose a travel highlighting an intermediate node: \(T = T_1 \oplus ((u_i, t_i)) \oplus T_2\). Following the definition, this means that \(T_1\) ends with \((u_i, t_i)\), and \(T_2\) starts with \((u_i, t_i)\), so we also have \(T = T_1 \oplus T_2\) and \(\text{cost}(T) = \text{cost}(T_1) + \text{cost}(T_2)\).

Our notion of space-time travel differs from the classical notion of journey found in the literature related to dynamic graphs [13] as we do not assume time instants monotonically increase along a travel. As a consequence, some evolving graphs may not allow a journey from \(A\) to \(B\) yet allow one or several travels from \(A\) to \(B\). We say a travel is cost-optimal, if there does not exist a travel with the same departure and arrival node and times as \(T\) having a smaller cost. One can easily prove the following Property.
Property 1. Let $T$ be a cost-optimal travel from node $u$ to node $v$ arriving at time $t$, and $T'$ a sub-travel of $T$ i.e., a travel such that $T = T_1 \oplus T' \oplus T_2$. Then $T'$ is also cost-optimal.

In the remaining of this paper, we consider a given evolving graph $G = (V, (E_t)_{t \in \mathbb{N}})$, a given cost function $f$, a source nodes $s$ and a destination node $d$ in $V$.

Problem specification. We consider an agent that travels in the evolving graph, starting from a node $s$ at time 0. When at a node $u$ at time $t$, the agent can either wait, go back in time, or traverse an edge to a neighboring node $v$ if the temporal edge $(\{u, v\}, t)$ exists. If it waits, it stays in the same node, but the time is incremented by one. If it goes back in time, the new time can be any $t'$, $0 \leq t' < t$, and the cost of this operation is $f(t - t')$. Note that when traveling in space the agent can traverse several edges during a single time instant. When time-traveling, the agent may travel back or forward in time to any time instant but will remain on the same node.

The goal of the agent is to reach the destination $d$ with minimal delay, i.e., arriving at time 0. Notice that a backward time-travel is always necessary if no path exists to the destination during the first time instant, and that reaching $d$ at time 0 is always possible if the footprint is connected.

This problem is trivial when the agent knows the entire evolving graph [4] (even when the cost is constrained, and when the backward time travels are limited in amplitude). In this paper, we consider that the agent has a limited initial knowledge of the evolving graph, and it can learn more information by moving in the graph (moving in the topological or temporal sense).

Online Algorithms. An online algorithm $A$ is a function that takes as input tuple $(G', t, u)$ where $G'$ is a sub-graph of $G$ representing the partial information of the agent, $t$ the current time, and $u$ a node where the agent is located. The algorithm outputs the action performed by the agent: wait, go back at time $t' < t$ or traverse an edge. For simplicity, we can consider without loss of generality that the output is a space-time travel $T$ that exists in $G'$. By doing so, the agent may learn new information about the traversed nodes or they can wait to learn new information about the future. A single action (wait, go back in time, or traverse an edge) can be seen as an elementary space-time travel.

We consider only deterministic algorithms so that executing an online algorithm on a given evolving graph $G$ makes the agent follow a single space-time travel (maybe of infinite length if the agent loops for infinity). On a given evolving graph $G$, the cost obtained by an online algorithm $A$ is denoted $\text{Cost}(A, G)$ and is the cost of the space-time travel performed by the agent on this graph. For comparison, we denote by $\text{Cost}(\text{opt}, G)$ the optimal cost given by an optimal offline algorithm.

Our goal is to find an algorithm that minimizes the competitive ratio defined as follows.

Definition 8. An online algorithm has competitive ratio $\rho$ if in any evolving graph $G$, we have

$$\frac{\text{Cost}(A, G)}{\text{Cost}(\text{opt}, G)} \leq \rho$$

Acquiring new Knowledge. The way the agent learns about the evolving graph depends on the model. We consider two cases. First, in the T-online model, when an agent reaches time $t$, they learn about all the temporal edges $(\{u, v\}, t') \in E$ with $t' \leq t$, for all $u, v \in V$. In other words, they learn about the entire graph up to this time. Second, in the S-online setting,
when an agent reaches a node $u$, it learns about all the temporal edges $\{(u, v), t'\} \in E$, for all $t' \geq 0$ and for all $v \in V$. In other words, it learns all the information, past and future, concerning the current node.

Observe that the definition of competitive ratio does not depend on the setting, as the offline optimal algorithm gives the same solution regardless of the setting. The setting just impacts the knowledge of the agent, so in practice, different knowledge should give different algorithms, and it might not be possible to obtain the same competitive ratio in two different settings. Hence, we are also interested in finding lower bounds for the competitive ratio in each setting.

**Figure 1** Possible representation of an evolving graph. Possible travels from $x_0$ to $x_7$ are shown in red, green, and blue. Note that the blue and green travels require sending an agent to the past (to a previous time instant).

**Figure 2** Footprint of the evolving graph represented in Figure 1.

**Figure 3** Example of the state of an agent during a T-online travel. The agent at position $u$ does not know about the dashed edges.

**Figure 4** Example of the state of an agent during an S-online travel. The agent at position $u$ does not know about the dashed edges, nor the unknown nodes outside $V_{\text{unexplored}}$.

**Visual representation of online space-time travels.** To help visualize the problem, consider a set of $n + 1$ nodes denoted $x_0, x_1, x_2, \ldots, x_n$. Then, the associated evolving graph can be seen as a vertical sequence of graphs mentioning for each time instant which edges are present. A possible visual representation of an evolving graph can be seen in Fig. 1. One can see the evolution of the topology (consisting of the nodes $x_0$ to $x_7$) over time through eight snapshots performed from time instants 0 to 7. Several possible travels are shown in red,
green, and blue. The red travel only makes use of forward time travel (that is, waiting) but is the earliest arriving travel in this class (arriving at time 7, while it is possible to arrive at time 4). The green and blue travels both make use of backward time travel and arrive at time 0, so they have minimal travel delay. Similarly, the red travel concatenated with \(((x_7, 7), (x_7, 0))\) (i.e., a backward travel to reach \(x_7\) at time 0) also has minimal travel delay. However, if we assume that the cost function is the identity \((f : d \mapsto d)\) then the green travel has a backward cost of 5, the blue travel has a backward cost of 4, and the concatenated red travel has a backward cost of 7.

The main challenge arises when an agent explores the graph in an online manner, i.e., learns about the graph while it is exploring it. Figure 3 and 4 illustrate the current knowledge of the agent after it traversed the red travel and is currently at node \(u\). In Figure 3, the agent is T-online and knows about the entire past of the graph, i.e., it knows about all the edges that occurred at time 4 or before, regardless of the nodes involved. The agent knows about a possible travel to reach destination \(x_7\), but does not know if it is cost-optimal depending on the cost function (with a cost function \(f : x \mapsto x\), it knows that the blue travel is optimal).

In contrast, in Figure 4, the agent is S-online and knows about the past and the future of all the visited nodes \(x_0, \ldots, x_3\). In this case, the agent does not know a travel to the destination yet, but it is challenging to decide what node to explore first to minimize the cost.

3 Backward-cost Function Classes

The cost function \(f\) represents the cost of going back to the past. It has been shown by Bramas et al. [4] that it is necessary for \(f\) to be non-negative and that it attains its minimum (not just converge to it) on every interval that includes infinity, for an optimal-delay optimal cost travel to exist. These conditions were also shown to be sufficient for an offline algorithm to find an optimal solution.

▶ Definition 9. A cost function \(f\) is user optimizable if it is non-negative, and it attains its minimum when restricted to any interval \([C, \infty)\), with \(C > 0\). Let \(UO\) be the set of user optimizable cost functions.

For simplicity, in this paper, we only consider user friendly cost functions as defined by Bramas et al. [4]:

▶ Definition 10. A cost function \(f\) is user friendly if it is user optimizable, non-decreasing, and sub-additive\(^1\). Let \(UF\) be the set of user friendly cost functions.

Indeed, following the methodology by Bramas et al. [4], the optimal output of an algorithm using a user friendly function can be transformed into an optimal solution assuming the cost function is only user optimizable.

4 T-Online Algorithm with Optimal Competitive Ratio

In this section, we consider the T-online setting. In other words, the future of the evolving graph is unknown to the algorithm: at a time \(t\), only the snapshots at time instants \(t' \leq t\) are known. We first prove that there exists no algorithm with a competitive ratio smaller than 2, even if the cost function is the identity. Then we present our T-online Algorithm 1 and we show that it has an optimal competitive ratio.

\(^1\) sub-additive means that for all \(a, b \in \mathbb{N}\), \(f(a + b) \leq f(a) + f(b)\)
Figure 5 Definition of the evolving graphs $G^i$, with 9 nodes ($n = 8$). The blue travel $T_8$ has a backward-cost of 8. The red travel $T_i$ has a backward cost of $i$.

Theorem 11. Assuming $\mathbf{f} : x \mapsto x$, if the future is unknown, there exists no $T$-online algorithm with competitive ratio $2 - \varepsilon$, with $\varepsilon > 0$.

Proof. Assume for the sake of contradiction that algorithm $A$ is a $T$-online algorithm and has a competitive ratio of $2 - \varepsilon$, with $\varepsilon > 0$. Let $n$ be an even integer greater than $5\varepsilon$. For any $i > 3$, let $G^i$ be an evolving graph whose footprint is a line with $n + 1$ nodes $x_0, x_1, \ldots, x_n$ defined in the following way:

$E^i(0) = \{\{x_k, x_{k+1}\} \mid k \in [0, n] \land k \equiv 1 \mod 2\}$.

$E^i(2) = \{\{x_k, x_{k+1}\} \mid k \in [0, n] \land k \equiv 0 \mod 2\}$.

$E^i(i)$ is a line graph: $E^i(i) = \{\{x_k, x_{k+1}\} \mid k \in [0, n - 1]\}$.

for all $j \not\in \{0, 2, i\}$, $G^i(j)$ is a graph with no edge: $E^i(j) = \emptyset$.

It is clear that, in all such graphs $G^i$, there exists a travel from $x_0$ to $x_n$, denoted by $T_n$, with backward-cost $n$, using the edges present at time 0 and 2 (the blue travel in Figure 5). In addition, there exists a travel, denoted $T_i$, of backward-cost $i$ in the evolving graph $G^i$ (the red travel in Figure 5).

If $i > n$, the optimal travel is $T_n$, and if $i < n$ the optimal travel is $T_i$.

Let us now run Algorithm $A$ on the evolving graph $G^{2n}$, with source being $x_0$ and destination $x_n$. Clearly, the algorithm cannot wait until time instant $2n$ otherwise the backward cost would be at least $2n$, which is two times more than the backward cost of the optimal path $T_n$. This implies that Algorithm $A$ cannot distinguish between (hence runs exactly in the same way in) graphs $G^i$, with $i \geq 2n$. Let $t_{\text{max}}$ be the maximum time instant reached by Algorithm $A$ in $G^{2n}$. Then we can even say that $A$ cannot distinguish between graphs $G^i$ with $i > t_{\text{max}}$.

Claim 1: In $G^i$, with $i > t_{\text{max}}$, Algorithm $A$ outputs a travel with a backward-cost of at least $n + t_{\text{max}} - 2$.

Proof of the Claim: The travel $T = A(G^i)$ that $A$ outputs must contain the same temporal edges as $T_n$ because those are the only edges that exist before time $i$ (recall that $t_{\text{max}} < i$). Let $t_j$ be the time instant reached by Algorithm $A$ at node $x_j$, for all $j = 0, \ldots, n$. Since at each node the travel either arrives at time 2 or leaves at time 2, then $\forall j \in [0..n], t_j \geq 2$. 


To move from node \( x_j \) to node \( x_{j+1} \) the travel \( T \) includes a backward trip of cost \( t_j \), if \( j \equiv 1 \mod 2 \), and of cost \( t_j - 2 \), otherwise. Let \( t_{\max} = t_{\max}^1 = \max(t_j) \), we have that

\[
\text{cost}(T) = \sum_{j \in \text{Odd}(n)} t_j + \sum_{j \in \text{Even}(n)} t_j - 2 \geq \begin{cases} 2|\text{Odd}(n)| + t_{\max} - 2 & \text{if } t_{\max} \text{ is odd} \\ 2(|\text{Odd}(n)| - 1) + t_{\max} & \text{if } t_{\max} \text{ is even} \end{cases}
\]

Where \( \text{Even}(n), \text{resp. } \text{Odd}(n) \), denotes the set of even, resp. odd, numbers smaller or equal to \( n \). Since \( |\text{Odd}(n)| = n/2 \), we obtain in both case \( \text{cost}(J) \geq n + t_{\max} - 2 \)

**Claim 2:** \( t_{\max} \leq n - 4 \)

*Proof of the Claim:* Since algorithm \( A \) has a competitive ratio of \( 2 - \varepsilon \), then, if it runs in the evolving graph \( G^{2n} \), it must return a path of backward-cost at most

\[
(2 - \varepsilon)\text{Cost}(\text{opt}, G^{2n}) = (2 - \varepsilon)n < 2n - 5
\]

(recall that \( n \varepsilon > 5 \)), so it cannot reach time instant \( n - 3 \). Indeed, if the algorithm waits until time instant \( t_{\max} \geq n - 3 \), then, using the previous claim, the backward-cost of the travel would be at least \( n + n - 5 \).

Now we run Algorithm \( A \) on graph \( G^{t_{\max}+1} \). Using Claim 1, we know that \( A \) returns a travel of cost at least \( n + t_{\max} - 2 \). However, in \( G^{t_{\max}+1} \), since \( t_{\max} + 4 \leq n \) (Claim 2), the optimal travel is \( T_{\max} + 1 \) having a cost of \( t_{\max} + 1 \). We obtain the following inequality:

\[
\text{cost}(A(G^{t_{\max}+1})) \geq n + t_{\max} - 2 \geq t_{\max} + 4 + t_{\max} - 2 \geq 2(t_{\max} + 1) \geq 2\text{Cost}(\text{opt}, G^{t_{\max}+1})
\]

This contradicts the fact that \( A \) has a competitive ratio of \( 2 - \varepsilon \).

Our Algorithm 1 works as follows: the agent remains in the initial node and waits to learn more about the network until it finds a space-time travel to the destination. Since it does not know whether this is an optimal travel, it waits until it is sure that this is the case, and then goes back in time and enjoys its trip. Computing the best space-time travel given a sub-graph is possible in polynomial time using the existing offline algorithm [4]. Our algorithm assumes that the cost function tends to infinity when the input goes to infinity. It is easy to see that this assumption is necessary to achieve a constant competitive ratio. For instance, with a constant cost function that is equal to 1, one can create two indistinguishable (up to time \( n \)) dynamic graphs where a travel with cost \( n - 2 \) exists before time \( t = n \). Then, the first graph contains no other travel, and the second contains another travel with cost 1 but requires a path available at time \( t \gg n \) arbitrarily large. Not knowing which graph it is put in (at time \( n \), the agent’s knowledge about the two graphs is identical), the agent either waits indefinitely to see if the second travel exists, or follows the first travel with a competitive ratio of \( n - 2 \). A similar argument can be constructed when the cost function is upper bounded by some number \( C \) when its input goes to infinity.

**Theorem 12.** For any \( f \in U F \) that diverges to infinity, Algorithm 1 is a T-online algorithm with a competitive ratio of 2.

*Proof.* Let \( T_{\max} \) be the final value of the variable in our algorithm, so it is the space-time travel used by the agent after the agent returns back at time 0. Let

\[
t_{\max} = \max\{t \mid f(t + 1) < \text{cost}(T_{\max})\}.
\]
Algorithm 1 T-Online Algorithm.

**Input:**
- \(G':\) the known evolving graph
- \(\text{time}:\) the current time
- \(u:\) the current node (here \(u\) is always the starting node \(s\))

Let \(T_{\text{max}}\) be an optimal space-time travel in \(G',\) if it exists, starting at time 0, from node \(s\) to node \(d.\)

**if** \(T_{\text{max}}\) does not exist **or** \(f(\text{time} + 1) < \text{cost}(T_{\text{max}})\) **then**

\[
\text{wait 1 time instant;}
\]

**else**

\[
\text{go back at time 0, then follow the travel } T_{\text{max}};
\]

**Figure 6** Evolving graph \(G\) used to prove that an S-online algorithm has a competitive ratio of at least \(2n/3 - 7/3.\)

First, we prove that \(T_{\text{max}}\) is an optimal offline travel. Indeed, the algorithm reached time \(t_{\text{max}}\) so all the other travels that are not discovered by our algorithm require temporal edges appearing after time \(t_{\text{max}},\) so their backward-costs are at least \(f(t_{\text{max}} + 1),\) which is at least \(\text{cost}(T_{\text{max}})\) by definition. Hence \(\text{cost}(T_{\text{max}})\) is the optimal backward-cost.

When the algorithm terminates, the travel \(T\) that is returned is \(((s, 0),(s, t_{\text{max}}),(s, 0)) \oplus T_{\text{max}}.\) It has a backward-cost of \(f(t_{\text{max}}) + \text{cost}(T_{\text{max}}).\) Since \(f(t_{\text{max}}) \leq \text{cost}(T_{\text{max}}),\) the Lemma is proved.

5 S-Online Algorithm

In this section, we study the S-online setting, where an agent knows only about the nodes they have explored. In this case, we show a lower bound of \(2n/3 - 7/3\) for the competitive ratio, even when the cost function is the identity. We then present an algorithm that has a competitive ratio of \(2n - 3\) when the cost function is linear.

Theorem 13. Assuming a cost function is \(f : x \mapsto x,\) an S-online algorithm cannot have a competitive ratio smaller than \(2n/3 - 7/3,\) where \(n\) denotes the number of nodes in the graph.

Proof. Assume for the purpose of contradiction that there exists an S-online algorithm \(A\) with a competitive ratio \(c.\)

Consider an evolving graph \(G\) consisting of \(k\) paths of length 3 having one node \(s\) in common and append a node \(d\) to one of the paths, as illustrated in Figures 6 and 7. Links connecting nodes at hop-distance 1 from \(s\) and nodes at hop-distance 2 from \(s\) appear at time 1, and all the other links appear at time 0. The number of nodes is \(n = 3k + 2.\)

An agent traveling in this graph initially knows about all the neighbors of \(s\) does not know their neighbors. Since all the edges connected to \(s\) appear at the same time 0, they are indistinguishable. We can consider without loss of generality that the branches are explored from left to right, direction according to Figure 7 (a branch is explored when the node at hop-distance 3 is visited). Visiting a branch costs \(f(1),\) and going back to \(s\) also costs \(f(1),\) so when the agent finally visits the last branch that is connected to \(d,\) they have paid \(2(k - 1) + 1.\)
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In the end the travel costs
\[ 2(k - 1) + 1 = 2k - 1 = \frac{2(n - 2)}{3} - 1 = \frac{2n}{3} - \frac{7}{3} \]
while the optimal travel costs 1. So the competitive ratio is \( \frac{2n}{3} - \frac{7}{3} \).

One important question is whether or not the lower bound is higher when assuming a cost function that is not linear. Interestingly, one can observe that, to create a worst-case using non-linear functions, one must use longer paths because the travel cost of a two-hop travel is the same in one way and the other, so longer travels are required to create travels having higher cost. Moreover, following \( k \) smaller backward travels costs at most \( k \) times the equivalent single but larger backward travel. So we conjecture that the lower bound is the same for any cost function in \( \mathcal{UO} \).

We now present our Algorithm 2. At a given step, the agent is located at a node \( u \) at time \( t \) and knows a subgraph \( G' \) of \( G \). Among the known nodes, some are not yet explored, called \( V_{unexplored} \). For a node \( v \) in \( V_{unexplored} \), the agent does not know its entire neighborhood. In particular, it does not know if it is connected to the destination \( d \). Indeed, \( d \) is either unknown or unexplored (otherwise the agent has already reached the destination). The goal of the agent is to find a travel towards the destination that is not too expensive. A possible travel to \( d \) is not in \( G' \) must go through a node \( v \in V_{unexplored} \), so its cost is at least the cost of a travel towards \( v \) at time 0. So the main idea of the algorithm is to explore nodes one by one starting from the one that could potentially be an optimal travel to the destination \( d \) i.e., the agent visits first a node \( v \in V_{unexplored} \) whose travel from \( s \) to \( v \) at time 0 is minimal.

To illustrate a step of the algorithm, consider Figure 4. The agent at position \( u \) does not know any travel towards \( d \), but it knows that a travel must either go through \( x_4 \) or \( x_5 \). In the best case, if it goes through \( x_4 \), a travel to \( d \) costs at least 3 (it costs 2 to reach \( x_4 \) using the edge \( (x_3, x_4) \)) at time 1 plus at best a backward travel to 0 if \( d \) is directly connected to \( x_4 \). If it goes through \( x_5 \), a travel to \( d \) costs at least 4. So in this situation, the agent travels towards \( x_4 \). When it reaches \( x_4 \), the agent realizes that it is not connected to \( d \) and that a travel to \( d \) passing through \( x_4 \) costs at least 5 (the green travel in Figure 1) so the agent decides to explore next \( x_3 \). Then it explores \( x_6 \) and finally \( d = x_7 \).

\textbf{Theorem 14.} Assuming the cost function is linear, Algorithm 2 is an S-online algorithm with a competitive ratio of \( 2n - 3 \), where \( n \) denotes the number of nodes.

Assuming non-linear \( f \in \mathcal{UF} \), the competitive ratio of Algorithm 2 is at most \( n^2 \).

Proof. Consider first that the cost function is linear. After each iteration of the algorithm, at least one new node \( v \) is explored.
Algorithm 2: S-Online Algorithm.

Input:
- $G'$: the known evolving graph
- $t$: the current time
- $u$: the current node

Let $V_{unexplored}$ be the set of nodes known but unexplored;
Let $H = \{T_v = T_{G'}((s,0),(v,0))|v \in V_{unexplored}\}$;

/* Recall that $T_{G'}((s,0),(v,0))$ is the set of travels from $s$ to $v$ arriving and departing at time $0$ */

Let $T_v$ be a space-time travel in $H$ with minimum cost

Follow an optimal space-time travel towards $(v,0)$ in $G'$, from the current location $u$.

The cost of the travel from $s$ to $v$ arriving at time 0 is at most the cost $Cost(\text{opt},G)$ of the optimal travel from $s$ to $d$ arriving at time 0. Indeed, if $d$ is unknown, all travels go through at least one unexplored node, meaning that the cost to reach $d$ is higher or equal than the cost to reach $v$. If $d$ is known, the travels towards $d$ are included in the set $H$.

Note that when traveling back to $s$ at time 0 from $v$ at time 0, backward time jumps become waiting, and vice-versa. Hence, an outbound trip requiring several, small waits and a large backward-time jump translate in a return trip with a large wait and several small backward-time jumps, which, intuitively, means lead to different costs.

However, because we first assume the cost function to be linear (i.e. $f(a+b) = f(a) + f(b)$), the cost of the outbound trip is the same as the cost of the return trip. Thus, to visit the next unexplored node $v'$, the agent has to, in the worst case, go back to $s$ and then travel to $v'$, incurring a cost of $2Cost(\text{opt},G)$. In the worst case, the destination $d$ is the last visited node. The total cost is at most $2(n-2)Cost(\text{opt},G)$ for the first $n-2$ nodes (all except $s$ and $d$) plus the last travel towards $d$, i.e., at most $2(n-2)Cost(\text{opt},G) + Cost(\text{opt},G)$ and the competitive ratio is $2n-3$.

Now, suppose the cost function $f \in UF$ is non-linear. In this case, the costs of the outbound and return trip may be different.

Let $T$ be a $k$-hop travel from $s$ to a node $v$, arriving and departing at time 0. Let $T_v$ be the associated returned trip. Observe that the sum of the amplitude (denoted $\Delta$ in the following) of all backward-time jumps is the same in both directions (i.e., for $T$ and $T_v$). Also, it is clear that each backward jump performed in $T_v$ has amplitude smaller than $\Delta$ and since $f$ is non-decreasing, each of these jumps costs at most $f(\Delta)$. Since there are at most $k \leq n$ backwards jumps in $T_v$, we know that, $cost(T_v) \leq k \times f(\Delta)$. As $f$ is also sub-additive, we know that $f(\Delta) \leq cost(T)$. Thus, we have $cost(T_v) \leq k \times cost(T)$.

Hence, using the same proof as in the previous case, we obtain in the worst case, a cost of at most $n \times Cost(\text{opt},G)$ to explore the next node $v$, which results in a total cost of at most $n^2 Cost(\text{opt},G)$.

Discussion and Open Problems

One may notice that the strategies used in Algorithm 2 are similar to some works related to online static graph exploration and treasure hunting. These similarities raise interesting questions regarding possible relations between these problems and possible applications of existing works to our novel model.
Studying this question is challenging due to the many different existing models. For instance, many papers about treasure hunting in static graphs assume that the agent located at a node does not learn about the identifier of the neighboring nodes, but only about the outgoing edges [3, 1]. This results in bounds based on the number of edges, while our algorithm performance only depends on the number of nodes.

One paper by Komm et al. [18] considers that an agent learns about the identifier of its neighbors (a model dubbed fixed graph). Interestingly, our models align with theirs under the assumption of a linear cost function. We, however, give a more refined bound about the competitive ratio, implying perhaps a more precise bound for the model given by Komm et al. [18] (which briefly mentions an asymptotically linear competitive ratio before focusing on the impact of advice fed to the agent).

When assuming a non-linear cost function, our problem seems to exhibit similarities with the treasure-hunting problem in directed graphs when agents see the neighboring nodes (a problem that, to our knowledge, is unexplored in the literature).

Our work in the S-online setting can thus be seen as the first generalization of the treasure-hunting problem in dynamic graphs. It is interesting to see that such generalizations bear similarities to their static counterparts. However, these outcomes depend on the agent’s ability to engage in time travel. In the absence of such capabilities, certain assumptions about the graph may be needed to make up for the absence of backward time travel. For instance, one might consider assumptions such as periodicity, or the presence of bounded-recurrent edges, allowing for the traversal of disappearing edges by waiting for their reappearance, instead of traveling back in time. The study of relations between the settings studied in this paper and more general ones, as well as the study of associated complexity results, are open.

7 Conclusion

We presented the first online solutions to the delay-optimal cost-optimal space-time travel problem in dynamic networks.

We first showed that, when the future is unknown, even assuming an identity cost function, no online algorithm can exhibit a competitive ratio of less than two, and we present a very simple online algorithm with a competitive ratio of two, for a larger class of cost functions.

Then, when the graph itself is unknown and has to be explored to gain connectivity knowledge, we showed that there exists a linear (in the size of the graph) lower bound on the competitive ratio, even when the cost function is the identity, and we present an algorithm with a linear (in the size of the graph) competitive ratio assuming any linear cost function. Refining the constants between our lower and upper bound is left for future work.
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