Abstract

Let $X$ be a set of points in $\mathbb{R}^2$ and $\mathcal{O}$ be a set of geometric objects in $\mathbb{R}^2$, where $|X| + |\mathcal{O}| = n$. We study the problem of computing a minimum subset $\mathcal{O}^* \subseteq \mathcal{O}$ that encloses all points in $X$. Here a point $x \in X$ is enclosed by $\mathcal{O}^*$ if it lies in a bounded connected component of $\mathbb{R}^2 \setminus \bigcup_{O \in \mathcal{O}^*} O$. We propose two algorithmic frameworks to design polynomial-time approximation algorithms for the problem. The first framework is based on sparsification and min-cut, which results in $O(1)$-approximation algorithms for unit disks, unit squares, etc. The second framework is based on LP rounding, which results in an $O(\alpha(n) \log n)$-approximation algorithm for segments, where $\alpha(n)$ is the inverse Ackermann function, and an $O(\log n)$-approximation algorithm for disks.
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1 Introduction

Studying problems related to plane obstacles is a popular topic in computational geometry. In the common setting of such problems, we are given a set of geometric objects in the plane as obstacles. An obstacle blocks all paths in the plane it intersects. Various optimization problems have been investigated in this setting. For example, a line of research [3, 10, 13, 14, 20, 28] focused on finding shortest paths between two points amidst the given obstacles. The obstacle-removal problem [7, 17, 18, 19] asks for a minimum subset of obstacles such that after removing these obstacles, two specified points in the plane have a path between them. The point-separation problem [6, 11, 18] aims to select a minimum subset of obstacles that separate a given set $X$ of points, i.e., block all paths between two points in $X$.

In this paper, we study a natural problem related to plane obstacles, which we call Enclosing-All-Points. We say a point $x$ in the plane is enclosed by a set $\mathcal{O}$ of (compact) geometric objects if $x$ lies in a bounded connected component of $\mathbb{R}^2 \setminus \bigcup_{O \in \mathcal{O}} O$; in other words, any curve connecting $x$ with the point $(+\infty, 0)$ at infinity must intersect with at least one object in $\mathcal{O}$. An example is shown in Figure 1. The problem simply aims to compute a minimum subset of obstacles to enclose all input points.

**Enclosing-All-Points**

**Input:** A set $X$ of points and a set $\mathcal{O}$ of geometric objects in $\mathbb{R}^2$.

**Output:** A minimum subset $\mathcal{O}^* \subseteq \mathcal{O}$ that enclose all points in $X$. 
Enclosing-All-Points is closely related to the aforementioned point-separation problem. In fact, it is a special case of the generalized point-separation problem studied in [18], in which we want to use a minimum number of obstacles to separate a set of point-pairs \( \{(s_1, t_1), \ldots, (s_r, t_r)\} \) in the plane, i.e., block all paths between \( s_i \) and \( t_i \) for all \( i \in [r] \). Enclosing a point-set \( X \) is equivalent to separating the point-pairs in \( \{(x, z) : x \in X\} \), where \( z = (+\infty, 0) \) is the point at infinity. Kumar et al. [18] showed that when the number of point-pairs to be separated is fixed, the generalized point-separation problem is polynomial-time solvable for any connected obstacles. However, this does not solve the Enclosing-All-Points problem, since in our problem the set \( X \) is a part of the input. To the best of our knowledge, Enclosing-All-Points has not been studied before.

In this paper, we propose two general algorithmic frameworks to design polynomial-time approximation algorithms for Enclosing-All-Points.

**Approach based on sparsification and min-cut**

Our first framework solves Enclosing-All-Points via two steps. The first step computes a sparse subset \( O' \subseteq O \) of obstacles such that an optimal solution using the obstacles in \( O' \) is an \( O(1) \)-approximation solution of the original problem for \( O \). Roughly speaking, here “sparse” means that any point in the plane stabs \( O(1) \) obstacles in \( O' \). The second step reduces the problem on \( O' \) to a min-cut problem in a graph (which is polynomial-time solvable) by losing a constant factor in cost. This framework results in \( O(1) \)-approximation algorithms for the problem with similarly-sized fat pseudo-disks, e.g., unit-disks, unit squares, etc.

**Approach based on LP rounding**

Our second framework is based on LP rounding. Compared to the first one, this framework applies to more general types of obstacles, while giving worse approximation ratios. Specifically, it results in an \( O(\alpha(n) \log n) \)-approximation algorithm for Enclosing-All-Points with line segments, where \( \alpha(n) \) denotes the inverse Ackermann function, and an \( O(\log n) \)-approximation algorithm for Enclosing-All-Points with (general) disks. The framework also generalizes to the problem with curves that pairwise intersect \( s = O(1) \) times, with an approximation ratio \( \alpha(n)^{O(\alpha(n)^{s-1})} \log n \). Although LP rounding is a common technique widely used for designing approximation algorithms, how to apply it for Enclosing-All-Points is totally non-obvious. In fact, for our problem, new ideas are required in both the LP formulation and the rounding scheme.
1.1 Related work

To the best of our knowledge, ENCLOSING-ALL-POINTS has not been studied before. Here we briefly summarize the literature for two problems that are closely related to ENCLOSING-ALL-POINTS, the point-separation problem and the obstacle-removal problem.

Points-Separation

Given a set $X$ of points and a set $O$ of obstacles in $\mathbb{R}^2$, the point-separation problem asks for a minimum subset $O^* \subseteq O$ that separates all points in $X$. This problem has applications in barrier coverage with wireless sensors. Gibson et al. [11] showed the NP-hardness of the problem for unit disks by reducing from planar multiterminal-cut, and presented an $(9 + \varepsilon)$-approximation algorithm that works for (general) disks. Later, Cabello and Giannopoulos [6] designed the first polynomial-time exact algorithm for point-separation with arbitrary connected curves for the case $|X| = 2$, which runs in $O(n^3)$ time. They also showed NP-hardness of the problem with unit circles or orthogonal segments, via a reduction from planar-3-SAT. Recently, Kumar et al. [18] generalized the algorithm of Cabello and Giannopoulos [6] and showed that point-separation with arbitrary connected curves can be solved in $n^{O(|X|)}$ time.

Obstacle removal

Given two points $s,t$ and a set $O$ of obstacles in $\mathbb{R}^2$, the obstacle problem asks for a minimum subset $O^* \subseteq O$ such that $s$ and $t$ are not separated by $O \setminus O^*$. This problem is also sometimes called computing the barrier resilience [7, 19], where a real-world application is to compute the minimum number of sensors that need to be deactivated, so that there is a path between $s$ and $t$ that does not intersect any of the active sensors. It also has applications in robotics [8, 9]. Obstacle-removal was shown to be NP-hard for arbitrary line segments [2], for unit segments [25, 26], and for certain types of fat regions with bounded ply (such as axis-aligned rectangles of aspect ratio $1 : 1 + \varepsilon$ and $1 + \varepsilon : 1$) [16]. For approximation results, Bereg and Kirkpatrick provided a 3-approximation algorithm for unit disks [5]. Bandyapadhyay et al. [4] presented an $O(\sqrt{n})$-approximation algorithm for pseudodisks and rectilinear polygons. Kumar et al. [17] further designed an $O(1)$-approximation algorithm for any well-behaved objects, such as polygons or splines. Their arguments were later simplified by Kumar et al. [18].

2 Preliminaries

Curves and homotopy

A curve in the plane is a continuous map $\gamma : [0, 1] \to \mathbb{R}^2$. For convenience, sometimes the term “curve” also refers to the image of such a map. If $\gamma(0) = \gamma(1)$, we say $\gamma$ is a closed curve and define its base point as $\gamma(0) = \gamma(1)$. A segment between two points $a$ and $b$ naturally defines two curves, one from $a$ to $b$ and the other from $b$ to $a$. For two curves $\gamma, \gamma' : [0, 1] \to \mathbb{R}^2$ with $\gamma(1) = \gamma'(0)$, we can concatenate them to obtain a curve from $\gamma(0)$ to $\gamma'(1)$.

Two curves $\gamma, \gamma' : [0, 1] \to \mathbb{R}^2$ with $\gamma(0) = \gamma'(0)$ and $\gamma(1) = \gamma'(1)$ are homotopic in a region $R \subseteq \mathbb{R}^2$ if the images of $\gamma, \gamma'$ lie in $R$ and one can deform $\gamma$ continuously to $\gamma'$ inside $R$ without changing the two endpoints $\gamma(0)$ and $\gamma(1)$. A closed curve $\gamma$ is contractible in $R \subseteq \mathbb{R}^2$ if $\gamma$ and the trivial curve $\mu$ are homotopic in $R$, where $\mu(i) = \gamma(0) = \gamma(1)$ for all $i \in [0, 1]$; and non-contractible in $R$ otherwise.
Union complexity of geometric objects

For a type of geometric objects, its union complexity is defined as the combinatorial complexity of the boundary of the union of \( n \) such objects. It is known that disks have linear union complexity [15].

For our applications, it suffices to look at the combinatorial complexity of the outer face in the arrangement of the objects, which is upper-bounded by the union complexity of the objects. So for disks, this complexity is \( O(n) \). Pollack et al. [21] proved that for \( n \) arbitrary line segments in \( \mathbb{R}^2 \), the complexity of the outer face in the arrangement is bounded by \( O(n \alpha(n)) \) (by Davenport-Schinzel sequences), where \( \alpha(n) \) is the inverse Ackermann function.

More generally, for curves that pairwise intersect only at most \( s = O(1) \) times, a similar bound holds: the combinatorial complexity of the outer face in the arrangement is \( O(\lambda_s(n) + 2(n)) \), where \( \lambda_s(n) = \alpha(n)^{s-3} \) is the maximum length of an \((n,s)\) Davenport-Schinzel sequence [12, 1]. For any constant \( s \), \( \lambda_s(n) \) is almost linear in \( n \).

Point-in-polygon check

Given a point \( q \) and a polygon \( P \), the point-in-polygon problem asks whether \( q \) lies inside, outside, or on the boundary of \( P \). A standard method for solving this problem is to use the ray-casting algorithm [24]: cast a ray \( \vec{r} \) starting from \( q \) and going in any fixed direction, if \( \vec{r} \) intersects \( P \) an even number of times, then \( q \) is outside \( P \); otherwise if \( \vec{r} \) intersects \( P \) an odd number of times, then \( q \) is inside \( P \). (For our applications, we consider the points on the boundary of \( P \) as inside \( P \).)

Another method for point-in-polygon check is by computing the winding number of \( q \) with respect to \( P \), denote as \( \text{wind}(q,P) \). The idea is to modify the ray-casting algorithm as follows: first orient the edges of \( P \) in counter-clockwise direction. Initialize a counter \( c_q \) with value 0. Cast a ray \( \vec{r}_q \) starting from \( q \) and going in any fixed direction, for each edge \( \vec{e} \) of \( P \) intersecting \( \vec{r}_q \), if \( \vec{e} \) crosses \( \vec{r}_q \) in counter-clockwise direction, then increase \( c_q \) by 1; otherwise if \( \vec{e} \) crosses \( \vec{r}_q \) in clockwise direction, decrease \( c_q \) by 1. In the end, \( q \) is inside \( P \) iff the counter \( c_q \) is nonzero. In particular, when \( P \) is a simple polygon, \( q \) is inside \( P \) iff \( c_q = 1 \). Intuitively, if \( q \) is outside \( P \), then the weighted crossings between the ray \( \vec{r}_q \) and the polygon \( P \) will cancel each other. An example for this process is shown in Fig. 2.
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\[ \text{Figure 2} \] The winding number of points with respect to a (simple) polygon \( P \). The point \( q_1 \) has winding number \( c_{q_1} = 1 \), and is inside \( P \); the point \( q_2 \) has winding number \( c_{q_2} = 0 \), and is outside \( P \).

3 Approach based on sparsification and min-cut

In this section, we discuss our algorithmic framework based on sparsification and min-cut. We present our algorithm for unit disks. It generalizes to any similarly-sized fat pseudo-disks, e.g., unit squares or more generally translates of a fixed convex body; the details can be found in the full version.
Let $X$ be a set of points in $\mathbb{R}^2$ and $\mathcal{D}$ be a set of unit disks. For a subset $\mathcal{D}' \subseteq \mathcal{D}$, denote by $G[\mathcal{D}']$ the intersection graphs of the unit disks in $\mathcal{D}'$ and by $\text{Int}(\mathcal{D}')$ the edge set of $G[\mathcal{D}']$, i.e., the set of pairs $(D, D')$ of unit disks in $\mathcal{D}'$ that intersect each other. For each unit disk $D \in \mathcal{D}$, let $\text{ctr}(D)$ denote the center of $D$. For every edge $(D, D') \in \text{Int}(\mathcal{D}')$, we have $D \cap D' \neq \emptyset$ and let $\sigma(D, D')$ be the curve from $\text{ctr}(D)$ to $\text{ctr}(D')$ defined by the segment between $\text{ctr}(D)$ and $\text{ctr}(D')$; note that $\sigma(D, D') \subseteq D \cup D'$. With a bit abuse of notation, we also use $\sigma(D, D')$ to denote the segment between $\text{ctr}(D)$ and $\text{ctr}(D')$. For a path $\phi = (D_1, \ldots, D_r)$ in $G[\mathcal{D}]$, we define $\gamma_\phi$ as the curve obtained by concatenating the curves $\sigma(D_1, D_2), \ldots, \sigma(D_{r-1}, D_r)$ in order. If $\phi$ is a cycle, i.e., $D_1 = D_r$, then $\gamma_\phi$ is a closed curve. The following lemma gives a characterization of the subsets of $\mathcal{D}$ enclosing a point.

**Lemma 1.** Let $\mathcal{D}_0 \subseteq \mathcal{D}$ and $x \in \mathbb{R}^2$. The following statements are equivalent.

(i) $\mathcal{D}_0$ encloses $x$.

(ii) $G[\mathcal{D}_0]$ contains a cycle $\gamma_\phi$ such that $\gamma_\phi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$.

(iii) $\{\sigma(D, D') : (D, D') \in \text{Int}(\mathcal{D}_0)\}$ encloses $x$.

**Proof.** Clearly, (iii) implies (i) since $\bigcup_{(D, D') \in \text{Int}(\mathcal{D}_0)} \sigma(D, D') \subseteq \bigcup_{D \in \mathcal{D}_0} D$. We shall show that (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii). To see (i) implies (ii), suppose $\mathcal{D}_0$ encloses $x$. Let $U$ denote the union of all unit disks in $\mathcal{D}_0$. The outer boundary of $U$ consists of several simple curves; one of these curves encloses $x$ and we denote it by $\xi$. Note that $\xi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$ by Jordan curve theorem. Suppose $\xi$ consists of circular arcs $\xi_1, \ldots, \xi_r$ (sorted in the order they appear on $\xi$). Set $\xi_0 = \xi_r$ for convenience. Let $D_0, D_1, \ldots, D_r$ be the unit disks in $\mathcal{D}_0$ contributing the circular arcs $\xi_0, \xi_1, \ldots, \xi_r$, respectively. Then $\phi = (D_0, D_1, \ldots, D_r)$ is a cycle in $G[\mathcal{D}_0]$. It suffices to show that $\gamma_\phi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$. For $i \in [r]$, let $p_i$ be the intersection point of $\xi_{i-1}$ and $\xi_i$, and $\mu_i$ (resp., $\mu'_i$) be the curve from $p_i$ to $\text{ctr}(D_i)$ (resp., from $\text{ctr}(D_i)$ to $p_i$) defined by the segment between $\text{ctr}(D_i)$ and $p_i$. Consider the closed curve $\eta$ obtained by concatenating $\xi_0, \mu_1, \mu'_1, \xi_1, \mu_2, \mu'_2, \xi_2, \ldots, \xi_{r-1}, \mu_r, \mu'_r$ in order. Clearly, $\eta$ is homotopic to $\xi$ in $\mathbb{R}^2 \setminus \{x\}$ (when picking the same point as the base points of $\eta$ and $\xi$), since concatenating $\mu_i$ and $\mu'_i$ results in a contractible closed curve for every $i \in [r]$. Since $\xi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$, so is $\eta$. On the other hand, we observe that $\eta$ is homotopic to $\gamma_\phi$ in $\mathbb{R}^2 \setminus \{x\}$. To see this, let $\eta_i$ be the curve from $\text{ctr}(D_i)$ to $\text{ctr}(D_{i+1})$ obtained by concatenating $\mu'_i, \xi_i, \mu_{i+1}$ in order, for $i \in [r]$. Then $\eta$ is the concatenation of $\eta_1, \ldots, \eta_r$. Now note that $\eta_i$ is homotopic to $\sigma(D_i, D_{i+1})$ in $D_i \cup D_{i+1}$ (and hence in $\mathbb{R}^2 \setminus \{x\}$), as $D_i \cup D_{i+1}$ is simply-connected. Thus, $\eta$ is homotopic to $\gamma_\phi$ in $\mathbb{R}^2 \setminus \{x\}$, which implies that $\gamma_\phi$ is also non-contractible in $\mathbb{R}^2 \setminus \{x\}$.

To see (ii) implies (iii), suppose $G[\mathcal{D}_0]$ contains a cycle $\gamma_\phi$ such that $\gamma_\phi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$. It suffices to show that the image of $\gamma_\phi$ encloses $x$, since the image of $\gamma_\phi$ is contained in $\bigcup_{(D, D') \in \text{Int}(\mathcal{D}_0)} \sigma(D, D')$. Consider a point $o \in S^2$ on the sphere $S^2$. Let $f : \mathbb{R}^2 \to S^2 \setminus \{o\}$ be the natural homeomorphism. Here $o$ is viewed as the point at infinity of the plane. The curve $\gamma_\phi$ corresponds to a curve on $S^2 \setminus \{o\}$ by the homeomorphism $f$, which we denote by $\gamma'_\phi$. Assume $x$ is not enclosed by the image of $\gamma_\phi$. Then on $S^2$ there exists a simple curve $\tau$ connecting $f(x)$ and $o$, which is disjoint from the image of $\gamma'_\phi$. Note that $S^2 \setminus \tau$ is simply-connected. Therefore, $\gamma'_\phi$ is contractible in $S^2 \setminus \tau$ and hence contractible in $S^2 \setminus \{x, o\}$. It follows that $\gamma_\phi$ is contractible in $\mathbb{R}^2 \setminus \{x\}$, contradicting our assumption. ▶

### 3.1 Sparsification step

We construct a grid $\mathcal{I}'$ in the plane with $\frac{1}{2} \times \frac{1}{2}$ square cells. For each cell $\Box \in \mathcal{I}'$, we write $\mathcal{D}_\Box = \{D \in \mathcal{D} : \text{ctr}(D) \in \Box\}$. For $\mathcal{D}' \subseteq \mathcal{D}$, let $\text{opt}(X, \mathcal{D}')$ denote the minimum number of obstacles in $\mathcal{D}'$ needed to enclose $X$. The goal of this section is to prove the following lemma.
Lemma 2. There exists a constant \( c > 0 \) such that one can compute in polynomial time a subset \( D' \subseteq D \) satisying \( |D' \cap D_\square| \leq c \cdot |D_\square| \) for all \( \square \in \Gamma \) and \( \text{opt}(X, D'') \leq c \cdot \text{opt}(X, D) \).

A pair \((\square, \square')\) of grid cells in \( \Gamma \) is relevant if there exist \( D, D' \in D_\square \) such that \( D \cap D' \neq \emptyset \). Note that for each \( \square \in \Gamma \), there are \( O(1) \) cells \( \square' \in \Gamma \) such that \((\square, \square')\) is relevant. To construct the desired \( D' \) in Lemma 2, we consider all relevant pairs. For each relevant pair \((\square, \square')\), we include in \( D' \) some unit disks in \( D_\square \cup D_\square' \) as follows. Let \( Y \subseteq X \) be the set of points enclosed by \( D_\square \cup D_\square' \). Also, let \( \text{Int}^* \subseteq \text{Int}(D_\square \cup D_\square') \) consist of the edges \((D, D')\) where \( D \in D_\square \) and \( D' \in D_\square' \). If \( Y = \emptyset \), we arbitrarily pick \((D, D') \in \text{Int}^* \), and include \( D, D' \) in \( D' \). If \( Y \neq \emptyset \), we shall show the existence of at most four unit disks in \( D_\square \cup D_\square' \) which enclose all points in \( Y \); then we include them in \( D' \).

Consider an edge \((D, D') \in \text{Int}^* \). The line containing the segment \( \sigma(D, D') \) partitions the plane into two halfplanes \( H_L \) and \( H_R \), where \( H_L \) (resp., \( H_R \)) is to the left (resp., right) of the line with respect to the direction from \( \text{ctr}(D) \) to \( \text{ctr}(D') \). Define \( Y_L(D, D') = Y \cap H_L \) and \( Y_R(D, D') = Y \cap H_R \). We have the following key observation.

Observation 3. Let \((D, D'), (E, E') \in \text{Int}^* \).

(i) Either \( Y_L(D, D') \subseteq Y_L(E, E') \) or \( Y_L(E, E') \subseteq Y_L(D, D') \).

(ii) Either \( Y_R(D, D') \subseteq Y_R(E, E') \) or \( Y_R(E, E') \subseteq Y_R(D, D') \).

Proof. Let \( Q \) be the convex hull of \( \square \cup \square' \). We first show that \( Y \subseteq Q \setminus (\square \cup \square') \). Note that \( Y \setminus (\square \cup \square') = \emptyset \), since \( \square \) is contained in any unit disk in \( D_\square \) and \( \square' \) is contained in any unit disk in \( D_\square' \). So it suffices to show \( Y \subseteq Q \). Suppose there exists a point \( a \in Y \setminus Q \). Since \( Q \) is convex, there exists a line \( \ell \) such that \( a \) and \( Q \) lie on different sides of \( \ell \). Consider the ray \( \psi \) shot from \( a \) that is perpendicular to \( \ell \) and does not intersect \( \ell \). For any point \( b \) lying on the other side of \( \ell \) than \( a \), we have \( \text{dist}(a, b) \geq \text{dist}(a', b) \) for all \( a' \in \psi \). Therefore, if a unit disk centered at the other side of \( \ell \) than \( a \) does not contain \( a \), then it does not contain any point on \( \psi \) and is thus disjoint from \( \psi \). Since \( a \) is not contained in any unit disk in \( D_\square \cup D_\square' \) and the centers of the unit disks in \( D_\square \cup D_\square' \) all lie on the other side of \( \ell \) than \( a \), we know that \( \psi \) is disjoint from all unit disks in \( D_\square \cup D_\square' \). This implies that \( a \) is not enclosed by \( D_\square \cup D_\square' \), which contradicts the fact \( a \in Y \). Thus, \( Y \subseteq Q \) and \( Y \subseteq Q \setminus (\square \cup \square') \).

To prove the lemma, notice that (i) and (ii) are symmetric. Thus, it suffices to show (i). The segment \( \sigma(D, D') \) partitions the region \( Q \setminus (\square \cup \square') \) into two parts, the left part \( L_1 \) and the right part \( R_1 \) (with respect to the direction from \( \text{ctr}(D) \) to \( \text{ctr}(D') \)), where \( L_1 \) contains \( Y_L(D, D') \). See the left figure of Figure 3. Similarly, \( \sigma(E, E') \) also partitions \( Q \setminus (\square \cup \square') \) into the left part \( L_2 \) and the right part \( R_2 \), where \( L_2 \) contains \( Y_L(E, E') \). If \( \sigma(D, D') \setminus \square \cup \square' \) and \( \sigma(E, E') \setminus \square \cup \square' \) do not intersect, then either \( L_1 \subseteq L_2 \) and \( L_2 \subseteq L_1 \). See the middle figure of Figure 3. We then have either \( Y_L(D, D') \subseteq Y_L(E, E') \) or \( Y_L(E, E') \subseteq Y_L(D, D') \), which implies (i). Next, suppose \( \sigma(D, D') \setminus \square \cup \square' \) and \( \sigma(E, E') \setminus \square \cup \square' \) intersect at the point \( o \). Let \( \triangle \) be the triangle with vertices \( \text{ctr}(D), \text{ctr}(E), o \) and \( \triangle \prime \) be the triangle with vertices \( \text{ctr}(D'), \text{ctr}(E'), o \). See the right figure of Figure 3. One of \( \triangle \) and \( \triangle \prime \) contains \( L_1 \setminus L_2 \), while the other one contains \( L_2 \setminus L_1 \). Since \( o \in \sigma(D, D') \), we have \( o \in D \) or \( o \in D' \); without loss of generality, assume \( o \in D \). Then we have \( L_1 \subseteq D \), because all the three vertices of \( \triangle \) are contained in \( D \). It follows that \( Y \cap \triangle = \emptyset \), since no point in \( X \) lies in \( D \). Therefore, we have either \( Y \cap (L_1 \setminus L_2) = \emptyset \) (if \( \triangle \) contains \( L_1 \setminus L_2 \)) or \( Y \cap (L_2 \setminus L_1) = \emptyset \) (if \( \triangle \) contains \( L_2 \setminus L_1 \)). The former implies \( Y_L(D, D') \subseteq Y_L(E, E') \) while the latter implies \( Y_L(E, E') \subseteq Y_L(D, D') \). ▶

By (i) of the above observation, there exists \((D_L, D'_L) \in \text{Int}^* \) such that \( Y_L(D, D') \subseteq Y_L(D_L, D'_L) \) for \((D, D') \in \text{Int}^* \). Similarly, by (ii) of the above observation, there exists \((D_R, D'_R) \in \text{Int}^* \) such that \( Y_R(D, D') \subseteq Y_R(D_R, D'_R) \) for all \((D, D') \in \text{Int}^* \). We then include the four unit disks \( D_L, D'_L, D_R, D'_R \) in \( D' \).
Without loss of generality, we only need to show with minimum cost. By condition (i), then we are done. Indeed, in this case, \( \gamma \) for good cycles but not condition (ii). Now define \( G \) satisfying (i) \( L_i \). Clearly, we have \( Y_L(D, D') \subseteq Y_L(D, D'_L) \) for all \( (D, D') \in \text{Int}^* \) \( \text{Int}(D, D') \), for all \( (D, D') \in \text{Int}^* \) such that \( y \in Y_L(D, D') \). Since \( y \) is enclosed by \( D \), it is also enclosed by \( \{ \sigma(D, D') : (D, D') \in \text{Int}(D, D') \} \) by Lemma 1. As observed in the proof of Observation 3, we have \( y \in Q \) \( \square \cup D \cup \square' \) where \( Q \) is the convex hull of \( \square \cup \square' \). The segments \( \sigma(D, D') \) for \( (D, D') \in \text{Int}^* \) decompose the region \( Q \) \( \square \cup \square' \) into small faces, among which there are two faces incident to the boundary of \( Q \) (which we call boundary faces). If \( y \in Y_L(D, D') \) for all \( (D, D') \in \text{Int}^* \), then \( y \) lies in a boundary face. In this case, \( y \) is not enclosed by \( \{ \sigma(D, D') : (D, D') \in \text{Int}^* \} \cup \square \cup \square' \), and thus not enclosed by \( \{ \sigma(D, D') : (D, D') \in \text{Int}(D, D') \} \) because \( \sigma(D, D') \subseteq \square \cup \square' \) for all \( (D, D') \in \text{Int}(D, D') \). But this contradicts the fact that \( y \in Y \). Therefore, \( y \in Y_L(D, D') \) for some \( (D, D') \in \text{Int}^* \) and hence \( y \in Y_L(D, D'_L) \).

To further see that \( y \) is enclosed by \( \{ D_L, D'_L, D_R, D'_R \} \), observe that \( y \) is enclosed by \( \{ D_L, D'_L \}, \sigma(D_R, D'_R), \square, \square' \), since \( y \in Q \) \( \square \cup \square' \) and \( y \in Y_L(D, D'_L) \cap Y_R(D, D'_R) \). We have \( \sigma(D_L, D'_L) \subseteq D_L \cup D'_L \), \( \sigma(D_R, D'_R) \subseteq D_R \cup D'_R \), \( \square \cap D_L \), and \( \square' \subseteq D'_L \). Hence, \( y \) is enclosed by \( \{ D_L, D'_L, D_R, D'_R \} \).

Our construction of \( D' \) satisfies \( |D' \cap D| = O(1) \) for all \( \square \subseteq \Gamma \), simply because every grid cell in \( \Gamma \) is only involved in a constant number of relevant pairs. The following observation further shows that \( \text{opt}(X, D') = O(\text{opt}(X, D)) \), which completes the proof of Lemma 2.

### Observation 5

\( \text{opt}(X, D') \leq c \cdot \text{opt}(X, D) \), where \( c = \max_{\square \subseteq \Gamma} |D' \cap D| \).

**Proof.** Consider a minimum subset \( D_{\text{opt}} \subseteq D \) enclosing \( X \). We construct a subset \( D'_{\text{opt}} \subseteq D' \) as follows. For every \( \square \subseteq \Gamma \) with \( D_{\text{opt}} \cap \square \neq \emptyset \), we include in \( D'_{\text{opt}} \) all unit disks in \( D' \cap \square \). Clearly, we have \( |D'_{\text{opt}}| \leq c \cdot |D_{\text{opt}}| \). It suffices to show that \( D'_{\text{opt}} \) encloses \( X \).

Consider a point \( x \in X \). We say a cycle \( \phi = (D_0, D_1, \ldots, D_r) \) in \( G[D_{\text{opt}} \cup D'_{\text{opt}}] \) is good if it satisfies (i) \( \gamma_\phi \) is non-contractible in \( \mathbb{R}^2 \setminus \{x\} \) and (ii) \( r \) is even and for every \( i \in [r] \) \( D_i \notin D'_{\text{opt}} \). We claim that \( G[G_{\text{opt}} \cup D'_{\text{opt}}] \) contains at least one good cycle. Since \( D_{\text{opt}} \) encloses \( x \), by Lemma 1, there exists a cycle \( \phi = (D_0, D_1, \ldots, D_r) \) in \( G[D_{\text{opt}}] \) (and thus in \( G[D_{\text{opt}} \cup D'_{\text{opt}}] \)) such that \( \gamma_\phi \) is non-contractible in \( \mathbb{R}^2 \setminus \{x\} \). This cycle satisfies condition (ii) for good cycles but not condition (ii). Now define \( \psi = (D_0, D_0, D_1, \ldots, D_r) \), which is a cycle in \( G[D_{\text{opt}} \cup D'_{\text{opt}}] \) satisfying condition (ii). Note that \( \psi \) also satisfies condition (i) since \( \gamma_\psi = \gamma_\phi \). Thus, \( \psi \) is good and \( G[D_{\text{opt}} \cup D'_{\text{opt}}] \) contains at least one good cycle.

To prove that \( D'_{\text{opt}} \) encloses \( x \), let \( \phi = (D_0, D_1, \ldots, D_r) \) be a good cycle in \( G[D_{\text{opt}} \cup D'_{\text{opt}}] \) with minimum cost. By condition (i), \( \gamma_\phi \) is non-contractible in \( \mathbb{R}^2 \setminus \{x\} \). If \( D_1, \ldots, D_r \in D'_{\text{opt}} \), then we are done. Indeed, in this case, \( \phi \) is also a cycle in \( G[D'_{\text{opt}}] \) and Lemma 1 implies...
that $\mathcal{D}_{\text{opt}}$ encloses $x$. So suppose $\mathcal{D}_j \notin \mathcal{D}_{\text{opt}}$ for some $j \in [r]$. We assume $j = 2i - 1$ for some $i \in [\frac{r}{2}]$; the case where $j$ is even can be handled in the same way. Since $\phi$ is good, by condition (ii), there exists $\Box_i \in \Gamma$ (resp., $\Box_{i-1} \in \Gamma$) such that $D_{j}, D_{j+1} \in \mathcal{D}_{\Box_i}$ (resp., $D_{j-2}, D_{j-1} \in \mathcal{D}_{\Box_{i-1}}$). Note that $(\Box_{i-1}, \Box_i)$ is a relevant pair, because $D_{j-1} \cap D_{j} \neq \emptyset$. Recall that when considering $(\Box_{i-1}, \Box_i)$, we included in $\mathcal{D}'$ (at most) four unit disks in $\mathcal{D}_{\Box_{i-1}} \cup \mathcal{D}_{\Box_i}$, and among them there exist two intersecting unit disks $D'_{j-1} \in \mathcal{D}_{\Box_{i-1}}$ and $D'_j \in \mathcal{D}_{\Box_i}$. We have $D'_{j-1}, D'_j \in \mathcal{D}_{\text{opt}}$, since $\mathcal{D}_{\text{opt}} \cap \mathcal{D}_{\Box_{i-1}} \neq \emptyset$ and $\mathcal{D}_{\text{opt}} \cap \mathcal{D}_{\Box_i} \neq \emptyset$. As $D_{j-2}, D'_{j-1} \in \mathcal{D}_{\Box_{i-1}}$ and $D'_j, D_{j+1} \in \mathcal{D}_{\Box_i}$, we have $D_{j-2} \cap D'_{j-1} \neq \emptyset$ and $D'_j \cap D_{j+1} \neq \emptyset$. Therefore, $\phi' = (D_0, D_1, \ldots, D_{j-2}, D'_{j-1}, D'_j, D_{j+1}, \ldots, D_r)$ is also a cycle in $G[\mathcal{D}_{\text{opt}} \cup \mathcal{D}_{\text{opt}}]$. Observe that $\phi'$ cannot be a good cycle. Indeed, if $\phi'$ is good, the cost of $\phi'$ is strictly smaller than the cost of $\phi$ as $D'_{j-1}, D'_j \in \mathcal{D}_{\text{opt}}$ but $D_j \notin \mathcal{D}_{\text{opt}}$, which contradicts the fact that $\phi$ is a good cycle with minimum cost. However, $\phi'$ satisfies condition (ii) for good cycles, because $D_{j-2}, D'_{j-1} \in \mathcal{D} \cap \mathcal{D}_{\Box_{i-1}}$ and $D'_j, D_{j+1} \in \mathcal{D}_{\Box_i}$. Thus, $\phi'$ does not satisfy condition (i), i.e., $\gamma_{\phi'}$ is contractible in $\mathbb{R}^2 \setminus \{x\}$. It follows that $\gamma_\phi$ and $\gamma_{\phi'}$ are not homotopic in $\mathbb{R}^2 \setminus \{x\}$. Now consider the paths $\psi = (D_{j-2}, D_{j-1}, D_j, D_{j+1})$ and $\psi' = (D_{j-2}, D'_{j-1}, D'_j, D_{j+1})$ in $G[\mathcal{D}_{\text{opt}} \cup \mathcal{D}_{\text{opt}}]$. Their corresponding curves $\gamma_\phi$ and $\gamma_{\psi'}$ share the same endpoints. Note that if $\gamma_\phi$ and $\gamma_{\psi'}$ are homotopic in $\mathbb{R}^2 \setminus \{x\}$, then $\gamma_\phi$ and $\gamma_{\psi'}$ are also homotopic in $\mathbb{R}^2 \setminus \{x\}$ (when picking the same point as their base points). Hence, $\gamma_\phi$ and $\gamma_{\psi'}$ are not homotopic in $\mathbb{R}^2 \setminus \{x\}$, further implying $\gamma_\phi$ is non-contractible in $\mathbb{R}^2 \setminus \{x\}$, where $\xi = (D_{j-2}, D_{j-1}, D_j, D'_{j-1}, D'_j, D_{j+1}, D'_{j-2})$ is a cycle in $G[\mathcal{D}_{\text{opt}} \cup \mathcal{D}_{\text{opt}}]$. Since all vertices of $\xi$ are in $\mathcal{D}_{\Box_{i-1}} \cup \mathcal{D}_{\Box_i}$, by Lemma 1, $\mathcal{D}_{\Box_{i-1}} \cup \mathcal{D}_{\Box_i}$, encloses $x$. Observation 4 then implies that the four unit disks we include in $\mathcal{D}'$ for the relevant pair $(\Box_{i-1}, \Box_i)$ also enclose $x$. These unit disks are all in $\mathcal{D}'_{\text{opt}}$ as $\mathcal{D}_{\text{opt}} \cap \mathcal{D}_{\Box_{i-1}} \neq \emptyset$ and $\mathcal{D}_{\text{opt}} \cap \mathcal{D}_{\Box_i} \neq \emptyset$. Thus, $\mathcal{D}'_{\text{opt}}$ encloses $x$. 

3.2 Approximation for the sparse case via min-cut

Thanks to Lemma 2, we can now assume $|\mathcal{D}_{\Box_i}| = O(1)$ for all $\Box_i \in \Gamma$, and design a constant-approximation algorithm under this assumption.

First, we observe that the maximum degree of the graph $G[\mathcal{D}]$ is $O(1)$. Let $D \in \mathcal{D}_{\Box_i}$. For every neighbor $D'$ of $D$ in $G[\mathcal{D}]$, we must have $D' \in \mathcal{D}_{\Box_i}$ for a cell $\Box' \in \Gamma$ with constant distance from $\Box_i$. The number of such cells is $O(1)$ and $|\mathcal{D}_{\Box_i}| = O(1)$ for each such cell $\Box'$. Thus, $D$ has $O(1)$ neighbors and the maximum degree of $G[\mathcal{D}]$ is $O(1)$.

Consider the following drawing of the graph $G[\mathcal{D}]$ in the plane. We draw each vertex $D \in \mathcal{D}$ at the point $\text{ctr}(D)$. Then we draw each edge $(D, D') \in \text{Int}(\mathcal{D})$ as the segment $\sigma(D, D')$. This drawing is not necessarily planar because (the images of) the edges can cross. However, it has a nice and important property: each edge crosses with at most $O(1)$ other edges. Again, this follows from the sparsity of $\mathcal{D}$. Let $(D, D') \in \text{Int}(\mathcal{D})$ where $D \in \mathcal{D}_{\Box_i}$ and $D' \in \mathcal{D}_{\Box_i}$. If $\sigma(D, D')$ crosses with $\sigma(E, E')$ for $(E, E') \in \text{Int}(\mathcal{D})$, then the cells containing $\text{ctr}(E)$ and $\text{ctr}(E')$ must be with constant distance from $\Box_i$ and $\Box'_i$. There are $O(1)$ such cells each of which contains $O(1)$ centers of the unit disks in $\mathcal{D}$. Thus, the number of edges whose images cross with $\sigma(D, D')$ is $O(1)$.

From the drawing of $G[\mathcal{D}]$, we create a planar graph $H$ as follows. Let $C$ be the set of crossing points of the drawing of $G[\mathcal{D}]$. The vertex set of $H$ is $\{\text{ctr}(D) : D \in \mathcal{D}\} \cup C$. The points in $C$ subdivide the image of each edge of $G[\mathcal{D}]$ into $O(1)$ pieces. These pieces, which have endpoints in $\{\text{ctr}(D) : D \in \mathcal{D}\} \cup C$, are the edges of $H$. The drawing of $G[\mathcal{D}]$ induces a planar drawing of $H$. See Figure 4. We have the following important observation.

$\triangleright$ Observation 6. There exists a subset $E \subseteq E(H)$ with $|E| = O(\text{opt}(X, \mathcal{D}))$ which encloses $X$. Furthermore, given a subset $E \subseteq E(H)$ that encloses $X$, one can compute in polynomial time a subset $\mathcal{D}_0 \subseteq \mathcal{D}$ enclosing $X$ such that $|\mathcal{D}_0| \leq 2|E|$. 

Proof. Let \( D_{\text{opt}} \subseteq D \) be a subset of size \( \text{opt}(X, D) \) that encloses \( X \). Since the maximum degree of \( G[D] \) is \( O(1) \), \( |\text{Int}(D_{\text{opt}})| = O(\text{opt}(X, D)) \). Each edge \((D, D') \in \text{Int}(D_{\text{opt}})\) corresponds to \( O(1) \) edges in \( H \) (which form a subdivision of \( \sigma(D, D') \)). Let \( E \subseteq E(H) \) consist of all edges in \( H \) that correspond to the edges in \( \text{Int}(D_{\text{opt}}) \). As \( |\text{Int}(D_{\text{opt}})| = O(\text{opt}(X, D)) \), \( |E| = O(\text{opt}(X, D)) \).

The union of (the images) of the edges in \( E \) is exactly equal to the union of \( \sigma(D, D') \) for \((D, D') \in \text{Int}(D_{\text{opt}}) \), while the latter encloses \( X \) by Lemma 1. Thus, \( E \) encloses \( X \).

Next, suppose we are given \( E \subseteq E(H) \) that encloses \( X \). Each \( e \in E \) is a piece of an edge \( f(e) \in \text{Int}(D) \). We simply define \( D_0 \subseteq D \) as the subset consisting of the endpoints of \( f(e) \) for all \( e \in E \). Clearly, \( |D_0| \leq 2|E| \). The union of \( \sigma(D, D') \) for \((D, D') \in \text{Int}(D_0) \) contains the union of the edges in \( E \), and hence encloses \( X \). By Lemma 1, \( D_0 \) encloses \( X \).

It now suffices to compute a minimum-size \( E_{\text{opt}} \subseteq E(H) \) that encloses \( X \). The above observation then implies that \( |E_{\text{opt}}| = O(\text{opt}(X, D)) \) and one can compute in polynomial time a subset \( D_0 \subseteq D \) enclosing \( X \) such that \( |D_0| \leq 2|E_{\text{opt}}| = O(\text{opt}(X, D)) \). We show that computing \( E_{\text{opt}} \) can be reduced to the following minimum \( S-T \) cut problem.

**Minimum \( S-T \) Cut**

**Input:** A graph \( G \) and two disjoint sets \( S, T \subseteq V(G) \).

**Output:** A minimum subset \( E \subseteq E(G) \) such that \( s \) and \( t \) lie in different connected components of \( G - E \) for every \( s \in S \) and every \( t \in T \).

Before discussing the reduction, we first observe that the above minimum \( S-T \) cut problem is polynomial-time solvable. Indeed, we can add to the input graph \( G \) a source vertex \( s \) connecting to all vertices in \( S \) and a target vertex \( t \) connecting to all vertices in \( T \). Then we give the original edges of \( G \) weights 0 and give the edges incident to \( s \) (resp., \( t \)) weights \( \infty \).

Let \( G^* \) be the resulting edge-weighted graph. Now a minimum \( S-T \) cut in the original \( G \) is equivalent to a minimum-weight \( s-t \) cut in \( G^* \). The latter can be computed in polynomial time by the well-known duality between min-cut and max-flow.

To reduce our problem to minimum \( S-T \) cut, we consider the dual graph \( H^* \) of the planar graph \( H \). Each vertex of \( H^* \) corresponds to a face \( f \) of \( H \), which is called the **dual vertex** of \( f \) and is denoted by \( f^* \). Each edge of \( H^* \) corresponds to an edge \( e \) of \( H \), which is called the **dual edge** of \( e \) and is denoted by \( e^* \); here \( e^* \) connects the dual vertices of the two faces of \( H \) incident to \( e \). Let \( o \) be the outer face of \( H \). We say a face of \( H \) is **nonempty** if it contains at least one point in \( X \). We have the following observation.

**Observation 7.** A subset \( E \subseteq E(H) \) encloses \( X \) iff for every nonempty face \( f \) of \( H \), \( f^* \) and \( o^* \) lie in different connected components of \( H^* - \{e^* : e \in E\} \).
Proof. To see the “if” direction, assume $E$ does not enclose $X$. Let $x \in X$ be a point not enclosed by $E$, and $f$ be the (nonempty) face of $H$ containing $x$. As $E$ does not enclose $x$, there exists a curve $\gamma$ in the plane connecting $x$ and a point $y$ in the outer face $o$ of $H$ that does not intersect any edge in $E$. Without loss of generality, we may assume that $\gamma$ does not intersect any vertex of $H$. Suppose the faces of $H$ visited by $\gamma$ in order are $f_1, \ldots, f_r$ (where $f_1 = f$ and $f_r = o$), and when $\gamma$ enters $f_{i+1}$ from $f_i$ it goes across the edge $e_i$. Now $e_1, \ldots, e_{r-1} \notin E$. Thus, there is a path in $H^* - \{e^* : e \in E\}$ from $f^*$ to $o^*$, which consists of the edges $e_1, \ldots, e_{r-1}$. So $f^*$ and $o^*$ lie in the same connected component of $H^* - \{e^* : e \in E\}$.

To see the “only if” direction, assume that $E$ encloses $X$. Consider a nonempty face $f$ of $H$. To see $f^*$ and $o^*$ lie in different connected components of $H^* - \{e^* : e \in E\}$, let $\pi$ be a path from $f^*$ to $o^*$ in $H^*$. Our goal is to show that at least one edge on $\pi$ is in $\{e^* : e \in E\}$. Suppose the edges on $\pi$ are $e_1^*, \ldots, e_r^*$. Then one can connect $f$ and $o$ by a curve $\gamma$ in the plane that does not intersect any edge of $H$ except $e_1, \ldots, e_r$. Since $E$ encloses $X$ and $f$ contains at least one point in $X$, $\gamma$ must intersect at least one edge in $E$. Thus, $e_i \in E$ for some $i \in [r]$ and $e_i^* \in \{e^* : e \in E\}$.

By the above observation, computing a minimum-size $E_{opt} \subseteq E(H)$ enclosing $X$ is equivalent to computing a minimum-size $E^*_{opt} \subseteq E(H^*)$ such that $f^*$ and $o^*$ lie in different connected components of $H^* - E^*_{opt}$ for any nonempty face $f$ of $H$. Note that the latter is in turn equivalent to the minimum $S$-$T$ cut instance on $H^*$ with $S = \{o^*\}$ and $T = \{f^* : f$ is a nonempty face of $H\}$. Thus, $E^*_{opt}$ can be computed in polynomial time, and we finally obtain our algorithm for unit disks.

\textbf{Theorem 8.} There exists a polynomial-time $O(1)$-approximation algorithm for \textsc{Enclosing-All-Points} with unit disks, where $n$ is the total number of points and unit disks.

\section{Approach based on LP rounding}

In this section, we present our algorithmic framework based on LP rounding. We present our algorithm for line segments. It generalizes to curves pairwise intersecting a constant number of times, and also general disks; the details can be found in the full version.

\textbf{Formulation of the LP relaxation}

Let $X$ be a set of points in $\mathbb{R}^2$ and $S$ be a set of line segments. We first formalize an LP relaxation of \textsc{Enclosing-All-Points}. Intuitively, the idea is as follows: a point $q$ is enclosed by a set $S' \subseteq S$ of segments iff the outer boundary of these segments enclose $q$. So it suffices to specify the outer boundary $B$ of the union of segments that we select in the solution. $B$ is a set of disjoint simple polygons (as shown in Fig. 5), which can also be viewed as a set of cycles in a graph $G$: the vertices of $G$ are intersection points between two segments in $S$, and the edges of $G$ are subsegments between a pair of vertices in $G$ that lie on the same segment in $S$. To get a fractional solution, our goal is to select a set of fractional cycles in $G$ to enclose all points.

We now formally describe our LP. We start with specifying the variables in the LP. The arrangement of $S$ can be viewed as a planar graph $G_{arr}$, which has $O(|S|^2)$ vertices and edges. Each vertex in $G_{arr}$ is an intersection point of two line segments in $S$. We then create a new (directed) graph $G$, which has the same set of vertices as $G_{arr}$. For each line segment $\ell \in S$, let $V(\ell)$ denote the set of all vertices in $G$ that lie on $\ell$. For each pair of points $u, v \in V(\ell)$, we include in $G$ a directed edge $e_{uv}^{(\ell)}$ from $u$ to $v$, and also create a variable $x_{uv}^{(\ell)}$.
The outer boundary $B$ of the union of segments is a set of disjoint simple polygons (shown in red).

where $0 \leq x_{uv}^{(l)} \leq 1$, indicating in what degree the directed subsegment $uv$ of $\ell$ (with direction from $u$ to $v$) is selected in the fractional solution. We call $x_{uv}^{(l)}$ the weight of the directed subsegment $uv$.

We emphasize that we need to create two variables (and respectively, two directed edges in $G$) for each undirected subsegment $uv$, because to ensure all points are enclosed according to the winding number constraints to be defined later, we need to know whether $uv$ appears on the boundary of the solution in clockwise or counter-clockwise order.

We next present the constraints of our LP. There are two types of constraints that need to be handled: flow constraints and winding number constraints.

**Flow constraints**

To ensure that the solution to the LP is a set of fractional cycles, we design the flow constraints as follows. For each vertex $u$ of $G$, we create the constraint

$$\sum_{v, \ell : e_{uv}^{(l)} \in E(G)} x_{uv}^{(l)} = \sum_{v, \ell : e_{vu}^{(l)} \in E(G)} x_{vu}^{(l)}.$$  

This guarantees that a solution to the LP is a circulation on $G$. Using standard techniques, this circulation can be decomposed into $O(n^3)$ fractional cycles in polynomial time: repeatedly select the smallest variable $x_{uv}^{(l)}$ that is strictly positive, find a path $P_{uv}$ from $v$ to $u$ in $G$ using only edges with strictly positive values (such path always exists, and the value of each edge on the path is at least $x_{uv}^{(l)}$), and subtract from the solution the fractionally weighted cycle $C$ formed by concatenating $e_{uv}^{(l)}$ and $P_{vu}$. The fractional cycle $C$ has weight $w_C = x_{uv}^{(l)}$. Each round sets the value of at least one variable $x_{uv}^{(l)}$ to 0, so the process will terminate in $O(n^3)$ steps. Each cycle in $G$ corresponds to a polygon (which is not necessarily simple) in the plane, so the LP solution can be decomposed into $O(n^3)$ fractionally weighted polygons.

**Winding number constraints**

To ensure that each point in $X$ is enclosed by the outer boundary of the union of the chosen subsegments, the idea is to constrain their winding number. After orienting each (unknown) simple polygon on the outer boundary of the optimal solution $S^*$ in counter-clockwise order, the winding number of each point $q \in X$ is exactly 1. So it suffices to ensure a similar inequality when we form the constraints for the fractional solution to the LP.

For each point $q \in X$, let $\vec{r}_q$ be an arbitrary ray starting from $q$. Define $E_q^+ = \{(u, v) : e_{uv}^{(l)} \text{ crosses } \vec{r}_q \text{ in counter-clockwise order}\}$ and $E_q^- = \{(u, v) : e_{uv}^{(l)} \text{ crosses } \vec{r}_q \text{ in clockwise order}\}$. Inspired by the winding-number algorithm, we add the
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The following constraint to ensure the winding number of \( q \) with respect to the LP solution that we selected is at least 1:

\[
\sum_{(u,v) \in E^+} x^{(\ell)}_{uv} - \sum_{(u,v) \in E^-} x^{(\ell)}_{uv} \geq 1, \ \forall q \in X.
\]

In other words, the (weighted) winding number of \( q \) equals to the total weight of the edges that cross the ray \( \vec{r}_q \) in counter-clockwise direction, minus the total weight of the edges that cross the ray \( \vec{r}_q \) in clockwise direction. We remark that we require the winding number of each point to be at least 1 instead of exactly 1, since in the LP solution, each polygon may not be simple, which means the winding numbers can be greater than 1.

The winding number constraints together with the flow constraints ensure that each point is enclosed by the fractional cycles in the LP solution. Namely, for each point \( q \in X \), we have

\[
\sum_{\text{cycle } C} w_C \cdot \text{wind}(q, C) \geq 1.
\]

The objective function to be minimized is just \( \sum_{(u,v) \in E(G)} x^{(\ell)}_{uv} \), the total weight of the (fractionally) selected subsegments.

**Rounding the LP**

After solving the LP to compute the optimal fractional solution in polynomial time, we represent the LP solution as a set \( C \) of \( O(n^2) \) fractionally weighted cycles in the graph \( G \) as discussed above, and use these cycles to guide our rounding procedure.

Our rounding scheme is similar to the randomized rounding used in [23] (which is commonly used for approximating set cover solutions [27]). Basically speaking, for each fractional cycle \( C \in C \) of weight \( w_C \), we randomly and independently select it with probability \( \min\{10w_C \log n, 1\} \). Here “selecting a cycle” means selecting all subsegments corresponding to the edges on the cycle, and if a subsegment \( e^{(\ell)}_{uv} \) of an input line segment \( \ell \) is selected, then the whole segment \( \ell \) is included in our integral solution. Note that a line segment \( \ell \) may be included because of multiple subsegments of it are selected during the rounding process; although it suffices to include \( \ell \) just once, in the analysis below, we treat as if \( \ell \) would be included multiple times. We show this will not affect the approximation factor by much, as the combinatorial complexity of the outer boundary of the objects we consider is near linear.

Our goal is to ensure all points in \( X \) have winding number at least 1 w.h.p. after the rounding process, which implies that they are enclosed by the integral solution. But a technical issue arises for cycles in \( C \) that are not necessarily simple: they may wind around a point multiple times, resulting in a large positive winding number for the point. In this case, even giving a small weight to the cycle can still ensure the (weighted) winding number of that point is at least 1 in the fractional solution to the LP, but that means the cycle will only be selected with a small probability during the rounding process (selecting the cycle with a larger probability would be too costly).

To handle the above issue, the idea is to “unwind” the non-simple cycles in first before the rounding, i.e., decompose them into a set of simple cycles, and then randomly select each simple cycle independently. This ensures that each cycle contributes at most once to the winding number of any point \( q \).

To unwind a non-simple cycle \( C \in C \), we repeatedly choose a self-intersection point of \( C \) and split \( C \) into two cycles at that point. Specifically, if two edges \( u_1v_1 \) and \( u_2v_2 \) of \( C \) cross each other, then we create a new vertex \( v \) at their intersection point, subdividing \( u_1v_1 \) (resp.,
$u_2v_2$ into two edges $u_1v$ and $vv_1$ (resp., $u_2v$ and $vv_2$). In this way, we decompose the cycle $C$ into two cycles $C_1$ and $C_2$ by splitting at $v$ (see Figure 6). The total length of the cycles increases by 2, since the two crossing edges are split into four edges. Recursively subdivide the cycles $C_1$ and $C_2$ if they are not simple.

![Figure 6](image_url)

During the unwinding process, the non-simple cycle $C = u_1v_1w_2u_2v_1$ with length 6 is decomposed into two simple cycles $C_1 = vv_2w_1u_1$ and $C_2 = vv_1w_2u_2$ each with length 4.

To upper bound the approximation ratio, we show that it only loses a constant approximation factor at the step of decomposing non-simple cycles into simple cycles. Let $f(n)$ denote the maximum total number of edges that a non-simple cycle of length $n$ can decompose into, which satisfies the recurrence $f(n) \leq \max_{3 \leq n_1 \leq n-1} (f(n_1) + f(n-n_1 + 2))$, since a simple cycle formed by line segments would have length at least 3. The base case is $f(n) = n$ for $n \leq 3$. Solving the recurrence, we get $f(n) \leq 3n - 6 = O(n)$.

Let $C'$ be the set of fractional simple cycles obtained by unwinding the cycles in $C$. It still holds that for each point $q \in X$,

$$\sum_{C \in C'} w_C \cdot \text{wind}(q, C) = \sum_{C \in C} w_C \cdot \text{wind}(q, C) \geq 1.$$ 

We can ignore the simple cycles in $C'$ that appear in clockwise order, because they only contribute negatively to the winding number constraints. In other words, we can assume without loss of generality that all cycles in $C'$ are counter-clockwise.

Now we analyze the probability of failure. For each $q \in X$, let $C_q \subseteq C'$ consist of the cycles that enclose $q$. We then have

$$\Pr[q \text{ is not enclosed}] = \prod_{C \in C_q} \Pr[C \text{ is not selected}]$$

$$= \prod_{C \in C_q} \left(1 - \min\{10w_C \log n, 1\}\right)$$

$$\leq \lim_{k \to \infty} \left(1 - \frac{10 \log n}{k}\right)^k \leq \frac{e^{-10 \log n}}{n^{10}} \leq \frac{1}{n^{10}}.$$

By union bound, the probability of existing any point $q \in X$ that is not enclosed is at most

$$\Pr[\exists q \in X, \ q \text{ is not enclosed}] \leq n \cdot \frac{1}{n^{10}} \leq \frac{1}{n^7}.$$

Therefore, the rounding process succeeds w.h.p. We remark that the approach can be derandomized, by the standard method of conditional probabilities [22].
Analyzing the approximation ratio

It is easy to see that the optimal solution $S^*$ corresponds to a feasible solution to the LP: if we set the variables corresponding to the directed subsegments on the outer boundary of the arrangement of $S^*$ to be 1, and all other variables to be 0, we will obtain a feasible solution to the LP. From the known combinatorial complexity of the outer face in the arrangement of line segments, the outer boundary of $S^*$ can be decomposed into $O(|S^*| \cdot \alpha(|S^*|))$ subsegments. Therefore, the optimal LP value satisfies $\text{opt} = O(|S^*| \cdot \alpha(|S^*|))$.

As we have shown before, after the unwinding step, the total weight of edges among all cycles only increases by a constant factor, i.e., $\sum_{C \in \mathcal{C}'} w_C \cdot \text{len}(C) = O(\text{opt})$, where $\text{len}(C)$ is the length of $C$. So after performing randomized rounding on the unwound fractional solution, the expected size of the resulting integral solution is at most $\sum_{C \in \mathcal{C}'} 10 w_C \log n \cdot \text{len}(C) = O(\text{opt} \log n) = O(|S^*| \cdot \alpha(|S^*|) \log n)$. So we conclude the following.

$\blacktriangleright$ Theorem 9. There exists a polynomial-time $O(\alpha(n) \log n)$-approximation algorithm for Enclosing-All-Points with segments, where $n$ is the total number of points and segments.
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