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#### Abstract

The Multicut problem asks for a minimum cut separating certain pairs of vertices: formally, given a graph $G$ and a demand graph $H$ on a set $T \subseteq V(G)$ of terminals, the task is to find a minimum-weight set $C$ of edges of $G$ such that whenever two vertices of $T$ are adjacent in $H$, they are in different components of $G \backslash C$. Colin de Verdière [Algorithmica, 2017] showed that Multicut with $t$ terminals on a graph $G$ of genus $g$ can be solved in time $f(t, g) n^{O\left(\sqrt{g^{2}+g t+t}\right)}$. Cohen-Addad et al. [JACM, 2021] proved a matching lower bound showing that the exponent of $n$ is essentially best possible (for every fixed value of $t$ and $g$ ), even in the special case of Multiway Cut, where the demand graph $H$ is a complete graph.

However, this lower bound tells us nothing about other special cases of Multicut such as Group 3-Terminal Cut (where three groups of terminals need to be separated from each other). We show that if the demand pattern is, in some sense, close to being a complete bipartite graph, then Multicut can be solved faster than $f(t, g) n^{O\left(\sqrt{\left.g^{2}+g t+t\right)}\right.}$, and furthermore this is the only property that allows such an improvement. Formally, for a class $\mathcal{H}$ of graphs, $\operatorname{Multicut}(\mathcal{H})$ is the special case where the demand graph $H$ is in $\mathcal{H}$. For every fixed class $\mathcal{H}$ (satisfying some mild closure property), fixed $g$, and fixed $t$, our main result gives tight upper and lower bounds on the exponent of $n$ in algorithms solving Multicut $(\mathcal{H})$.

In addition, we investigate a similar setting where, instead of parameterizing by the genus $g$ of $G$, we parameterize by the minimum number $k$ of edges of $G$ that need to be deleted to obtain a planar graph. Interestingly, in this setting it makes a significant difference whether the graph $G$ is weighted or unweighted: further nontrivial algorithmic techniques give substantial improvements in the unweighted case.
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## 1 Introduction

Computing cuts and flows in graphs is a fundamental problem in theoretical computer science, with algorithms going back to the early years of combinatorial optimization $[8,12]$ and significant new developments appearing even in recent years [35,36]. Given two vertices $s$ and $t$ in a weighted graph $G$, an $s-t$ cut is a set $S$ of edges such that $G \backslash S$ has no path
connecting $s$ and $t$. It is well known that an $s-t$ cut of minimum total weight can be found in polynomial time. However, the problem becomes much harder when generalized to more than two terminals. In the Multiway Cut problem, we are given a graph $G$ and a set $T \subseteq V(G)$ of terminals, and the task is to find a multiway cut $S$ of minimum weight, that is, a set $S \subseteq E(G)$ such that every component of $G \backslash S$ contains at most one terminal. Dahlhaus et al. [7] showed that Multiway Cut is NP-hard even for three terminals.

The study of algorithms on planar graphs is motivated by the fact that planar graphs can be considered a theoretical model of road networks or other physical networks where crossing of edges can be assumed to be unlikely. While most NP-hard problems remain NP-hard on planar graphs, there is often some computational advantage that can be gained by exploiting planarity. In many cases, this advantage takes the form of a square root appearing in the running time of an algorithm soving the problem [3, 5, 6, 11, 21-23, 28-30,32]. Multiway Cut remains NP-hard on planar graphs, but unlike in general graphs, where the problem is hard for three terminals, the problem can be solved in polynomial time on planar graphs for any fixed number of terminals. Dahlhaus et al. [7] gave an algorithm with a running time of the form $f(t) n^{O(t)}$ for $t$ terminals, which was improved to $n^{O(\sqrt{t})}$ by Colin de Verdière [5] and Klein and Marx [21]. The square root in the exponent appears to be best possible: Marx [28] showed that, assuming the Exponential-Time Hypothesis (ETH), there is no algorithm for Multiway Cut on planar graphs with running time $f(t) n^{o(\sqrt{t})}$ for any computable $f$.

Colin de Verdière [5] actually showed a much stronger result than just an $f(t) n^{O(\sqrt{t})}$ algorithm for Multiway Cut on planar graphs with $t$ terminals. First, the algorithm works not only on planar graphs, but on graphs that can be embedded on a surface of genus at most $g$ for some fixed constant $g$. The second notable feature of the algorithm of Colin de Verdière [5] is that it considers the generalization Multicut of Multiway Cut, where instead of requiring that all terminals have to be disconnected from each other, the input contains a demand pattern describing which pairs of terminals have to be disconnected.

```
Multicut
    Input: A weighted graph \(G\) together with a set \(T \subseteq V(G)\) of terminals;
    and a demand graph \(H\) with \(V(H)=T\).
    Output: A minimum-weight set \(S \subseteq E(G)\) such that \(u\) and \(v\) are in distinct components
    of \(G \backslash S\), whenever \(u v\) is an edge of \(H\).
```

Observe that the special case of Multicut when $H$ is a complete graph on $T$ is exactly the same as Multiway Cut. Colin de Verdière [5] showed that the running time achieved for Multiway Cut can be obtained also for Multicut in its full generality with arbitrary demand pattern.

- Theorem 1 (Colin de Verdière [5]). Multicut can be solved in time $f(g, t) n^{O\left(\sqrt{g^{2}+g t+t}\right)}$ for some function $f$, where $g$ is the Euler genus of $G$ and $t$ is the number of terminals.

In the following, we adopt the convention that if an instance $(G, H)$ of Multicut is clear from the context, then we use $t=|T|$ for the number of terminals, $g$ for the Euler genus of $G, \vec{g}$ for the orientable genus of $G$, and $n=|V(G)|$ for the number of vertices of $G$. Furthermore, if not otherwise specified, a function $f$ appearing in the running time means that there exists a computable function $f$ that can serve as the runtime bound.

The exponent $O\left(\sqrt{g^{2}+g t+t}\right)$ in Theorem 1 might look somewhat arbitrary. However, Cohen-Addad et al. [4] showed that this form of the exponent is optimal under ETH.

- Theorem 2 (Cohen-Addad et al. [4]). Assuming the ETH, there exists a universal constant $\alpha \geq 0$ such that for any fixed choice of integers $\vec{g} \geq 0$ and $t \geq 4$, there is no algorithm that decides all unweighted Multiway Cut instances with orientable genus at most $\vec{g}$ and at most terminals, in time $O\left(n^{\alpha \sqrt{\vec{g}^{2}+\vec{g} t+t} / \log (\vec{g}+t)}\right)$.

Note that saying orientable genus in Theorem 2 makes the lower bound statement stronger: if we consider Euler genus instead, then we would consider a parameter that is always at most two times larger than orientable genus, hence we would obtain the same lower bound (with a factor-2 loss in the exponent, which can be accounted for by reducing $\alpha$ by a factor of 2). In similar way, the statement implies an analogous lower bound for nonorientable surfaces. The lower bounds below (for Multiway Cut and Multicut) will be formulated in terms of orientable genus, as this is the strongest form of the lower bound.

### 1.1 Our Contributions

Bounded-genus graphs. While Theorem 2 appears to give a fairly tight lower bound, showing the optimality of Theorem 1 in every parameter range, it has its shortcomings. First, as a minor issue, it works only for $t \geq 4$ (this will be resolved in the current paper). More importantly, while Theorem 1 solves the Multicut problem in its full generality, Theorem 2 gives a lower bound for the special case Multiway Cut (that is, when $H$ is a clique). This is a general issue when interpreting tight bounds: algorithmic results solve all instances of a problem, while lower bounds show the hardness of a specific type of instances. This leaves open the possibility that there exist nontrivial classes of instances ("islands of tractability") that can be solved significantly faster than the known upper bound. In our case, Theorem 2 shows that Theorem 1 is optimal in the case when the demand graph $H$ is a clique. The main goal of this paper is to understand whether Theorem 1 is optimal for other classes of patterns as well.

Are there nontrivial classes of demand pattern graphs where the algorithm of Theorem 1 is not optimal, that is, the exponent can be better than $O\left(\sqrt{g^{2}+g t+t}\right)$ ?

There is a simple, trivial case when Theorem 1 is not optimal: if the demand graph is a biclique (complete bipartite graph), then the Multicut instance can be solved in polynomial time (as then the task reduces to separating two sets $T_{1}$ and $T_{2}$ of terminals from each other). But what happens if we consider, say, demand patterns that are complete tripartite graphs? This special case is also known as Group 3-Terminal Cut: given a graph $G$ with three sets of terminals $T_{1}, T_{2}, T_{3}$, the task is to find a set $S$ of edges of minimum total weight such that $G \backslash S$ has no path between any vertex of $T_{i}$ and any vertex of $T_{j}$ for $i \neq j$. Does the lower bound of Theorem 2 for Multiway Cut hold for Group 3-Terminal Cut as well? Previous work does not give an answer to this question. One can imagine many other classes of demand patterns where we have no answer yet, for example, patterns obtained as the disjoint union of a biclique and a triangle. Our goal is to exhaustively investigate every such pattern class and provide an answer for each of them.

Formally, let $\mathcal{H}$ be a class of graphs. Then we denote by $\operatorname{Multicut}(\mathcal{H})$ the special case of Multicut that contains only instances $(G, H)$ where $H \in \mathcal{H}$. For example, if $\mathcal{H}$ is the class of cliques, then $\operatorname{Multicut}(\mathcal{H})$ is exactly Multiway Cut. The formal question that we are investigating is if, for a given $\mathcal{H}$, Theorem 1 gives an optimal algorithm for Multicut $(\mathcal{H})$.

Let us first ask a simpler qualitative question: in an algorithm for $\operatorname{Multicut}(\mathcal{H})$, do parameters $g$ and/or $t$ have to appear in the exponent of $n$ ? The notion of $\mathrm{W}[1]$-hardness is an appropriate tool to answer this question. A problem is said to be fixed-parameter tractable (FPT) with respect to some parameter $k$ appearing in the input if there is an algorithm with


Figure 1 Reducing a Multicut instance $\left(G^{\prime}, H^{\prime}\right)$ to $(G, H)$ where $H^{\prime}$ is a projection of $H$.
running time $f(k) n^{O(1)}$ for some computable function $f[6]$. If a problem is $\mathrm{W}[1]$-hard, then this is interpreted as strong evidence that it is not FPT, which means that the parameter has to appear in the exponent of $n$.

If $H$ is a biclique, then Multicut corresponds to the problem of separating two sets of terminals, which can be reduced to a minimum $s-t$ cut problem. If $H$ has only two edges, then a similar reduction is known $[16,33]$. Isolated vertices of $H$ clearly do not play any role in the problem. We say that $H$ is a trivial pattern if, after removing isolated vertices, it is either a biclique or has at most two edges. We show that in case of nontrivial patterns, the genus has to appear in the exponent.

- Theorem 4. Let $\mathcal{H}$ be a computable class of graphs.

1. If every graph in $\mathcal{H}$ is a trivial pattern, then $\operatorname{Multicut}(\mathcal{H})$ is polynomial-time solvable.
2. Otherwise, $\operatorname{Multicut}(\mathcal{H})$ is $\mathrm{W}[1]$-hard parameterized by $\vec{g}$, even when restricted to instances for which the number of terminals is bounded by some constant depending on $\mathcal{H}$.

For the parameter $t$, the number of terminals, we find nontrivial cases where it does not have to appear in the exponent of the running time. An extended biclique is a graph that consists of a complete bipartite graph together with a set of isolated vertices. Let $\mu$ be the minimum number of vertices that need to be deleted to make a graph $H$ an extended biclique. Then we say that $H$ has distance $\mu$ to extended bicliques. Moreover, we say that a graph class $\mathcal{H}$ has bounded distance to extended bicliques if there is a constant $\mu$ such that every $H \in \mathcal{H}$ has distance at most $\mu$ to extended bicliques.

- Theorem 5. Let $\mathcal{H}$ be a computable class of graphs.

1. If $\mathcal{H}$ has bounded distance to extended bicliques, then $\operatorname{Multicut}(\mathcal{H})$ can be solved in time $f(t, g) n^{O(g)}$.
2. Otherwise, $\operatorname{Multicut}(\mathcal{H})$ is $\mathrm{W}[1]$-hard parameterized by $t$, even on planar graphs.

The lower bounds in Theorem 4 and Theorem 5 start with the following simple observation. Let $H$ be a graph and let $H^{\prime}$ be obtained by identifying two nonadjacent vertices $u$ and $v$ in $H$ into a new vertex $w$. We observe that an instance $\left(G^{\prime}, H^{\prime}\right)$ of Multicut can be reduced to some instance $(G, H)$ in a very simple way: let us obtain $G$ by replacing the vertex $w$ in $G^{\prime}$ with $u$, and connect to $u$ a new vertex $v$ with an edge of sufficiently large weight.

Intuitively, this means that the demand pattern $H^{\prime}$ is not harder than the pattern $H$, so if $\mathcal{H}$ contains $H$, then we might as well assume that $\mathcal{H}$ contains $H^{\prime}$. More formally, in the case of W[1]-hardness, it can be shown that adding $H^{\prime}$ to $\mathcal{H}$ does not change whether $\operatorname{Multicut}(\mathcal{H})$
is W [1]-hard. We can argue similarly about the graph $H^{\prime}$ obtained by removing a vertex $v$ of $H$ (in this case, the reduction simply extends $G^{\prime}$ with the isolated vertex $v$ ). We say that $H^{\prime}$ is a projection of $H$ if $H^{\prime}$ can be obtained from $H$ by deleting vertices and identifying pairs of independent vertices (see Figure 1). Moreover, a class of graphs $\mathcal{H}$ is projection-closed if, whenever $H \in \mathcal{H}$ and $H^{\prime}$ is a projection of $H$, then $H^{\prime} \in \mathcal{H}$ also holds. Due to the observations above, it is sufficient to show the $\mathrm{W}[1]$-hardness results of Theorem 4 and Theorem 5 for projection-closed classes $\mathcal{H}$. In particular, the proof of Theorem 5 uses Ramsey-theoretic arguments to show that a projection-closed class either has bounded distance to extended bicliques, or contains all cliques, or contains all complete tripartite graphs. Thus, the hardness results essentially boil down to two cases: cliques (i.e., Multiway Cut) and complete tripartite graphs (i.e., Group 3-Terminal Cut).

Let us turn our attention now to quantitative lower bounds of the form of Theorem 2. Unfortunately, the reduction from $\left(G^{\prime}, H^{\prime}\right)$ to $(G, H)$ increases the number $t$ of terminals, hence formally cannot be used to obtain lower bounds on the exact dependence on $t$. Nevertheless, one feels that this reduction should be somehow "free." To obtain a more robust setting, we express this feeling by restricting our attention to projection-closed classes. For such classes $\mathcal{H}$, we obtain tight bounds showing that $\operatorname{Multicut}(\mathcal{H})$ can have two types of behavior, depending on whether $\mathcal{H}$ has bounded distance to extended bicliques.

- Theorem 6. Let $\mathcal{H}$ be a computable projection-closed class of graphs. Then the following holds for Multicut $(\mathcal{H})$.

1. If every graph in $\mathcal{H}$ is a trivial pattern, then there is a polynomial time algorithm.
2. Otherwise, if $\mathcal{H}$ has bounded distance to extended bicliques, then
a. There is an $f(g, t) n^{O(g)}$ time algorithm.
b. Assuming ETH, there is a universal constant $\alpha>0$ such that for any fixed choice of $\vec{g} \geq 0$, there is no $O\left(n^{\alpha(\vec{g}+1) / \log (\vec{g}+2)}\right)$ algorithm, even when restricted to unweighted instances with orientable genus at most $\vec{g}$ and $t=3$ terminals.
3. Otherwise,
a. There is an $f(g, t) n^{O\left(\sqrt{g^{2}+g t+t}\right)}$ time algorithm.
b. Assuming ETH, there is a universal constant $\alpha>0$ such that for any fixed choice of $\vec{g} \geq 0$ and $t \geq 3$, there is no $O\left(n^{\alpha} \sqrt{\vec{g}^{2}+\vec{g} t+t} / \log (\vec{g}+t)\right)$ algorithm, even when restricted to unweighted instances with orientable genus at most $\vec{g}$ and at most terminals.
Statement 3(a) follows from Theorem 1, while statement 2(a) is a new nontrivial algorithmic statement. Observe that in the special case when $\mathcal{H}$ is all cliques, statement $3(\mathrm{~b})$ recovers Theorem 2 on Multiway Cut, with the strengthening that it works also for $t=3$, which was previously left as an open problem by Cohen-Addad et al. [4].

- Corollary 7. Assuming ETH, there exists a universal constant $\alpha>0$ such that for any fixed choice of integers $\vec{g} \geq 0$ and $t \geq 3$, there is no algorithm that decides all unweighted Multiway Cut instances with orientable genus at most $\vec{g}$ and at most $t$ terminals, in time $O\left(n^{\alpha} \sqrt{\vec{g}^{2}+\vec{g} t+t} / \log (\vec{g}+t)\right)$.

Let us remark that, in Theorem 6, one reason to require the condition that $\mathcal{H}$ be projection-closed is to avoid instances where most terminals are artificial and do not play any role. For example, consider the class $\mathcal{H}$ that contains all graphs $H$ that consist of a clique of size $\log (|V(H)|)$ and a collection of isolated vertices. This means that $\operatorname{Multicut}(\mathcal{H})$ is equivalent to solving Multiway Cut on the clique part and ignoring the isolated vertices. Intuitively, this suggests that $\operatorname{Multicut}(\mathcal{H})$ should not be easier than Multiway Cut, but it will turn out, see Theorem 12, that there is an algorithm solving $\operatorname{Multicut}(\mathcal{H})$ whose running time is better than the lower bound in Theorem $63(\mathrm{~b})$.

Planar graphs with extra edges. One can argue that even if a graph has bounded genus, this can mean a fairly significant violation of planarity: arbitrarily many edges can go through a handle, creating many connections between two distant parts of the graph. Let us study a graph parameter that models a much smaller deviation from planarity. Given a graph class $\mathcal{F}$, Cai [2] introduced the class $\mathcal{F}+\pi e$ that contains every graph that can be made a member of $\mathcal{F}$ by the removal of at most $\pi$ edges. If some algorithmic problem is easy or well understood on a graph class $\mathcal{F}$, then we can explore how it gets harder as we move away from this class by considering $\mathcal{F}+\pi e$ for larger and larger $\pi$. This viewpoint of parameterizing by the "distance from triviality" has been studied in the combination of different algorithmic problems, graph classes, and distance measures [1, 10, 13-15, 17, 18, 24, 25, 34].

In the following, we denote by planar $+\pi e$ the class of graphs that can be made planar by the removal of at most $\pi$ edges. As a convention, given an instance $(G, H)$, we will denote by $\pi$ the smallest integer such that the graph is in planar $+\pi e$.

So far, we have mostly ignored the question of whether the graph $G$ is weighted or unweighted. If $G$ has polynomially large integer weights, then it is easy to reduce the problem to unweighted graphs with a transformation that does not change genus. However, it is not clear at all if an edge-weighted problem on a graph in planar $+\pi e$ can be reduced to an unweighted problem without significantly increasing the distance from planarity.

For weighted planar $+\pi e$ graphs, we get similar results as for bounded-genus graphs, but with quantitative bounds of somewhat different form.

- Theorem 8. Let $\mathcal{H}$ be a computable class of graphs.

1. If every graph in $\mathcal{H}$ is a trivial pattern, then edge-weighted $\operatorname{Multicut}(\mathcal{H})$ is polynomialtime solvable.
2. Otherwise, edge-weighted Multicut $(\mathcal{H})$ is $\mathrm{W}[1]$-hard parameterized by $\pi$, even when restricted to instances for which the number of terminals is bounded by some constant depending on $\mathcal{H}$.

We also prove the analog of Theorem 2, where the optimal exponent is now $O(\sqrt{\pi})$ instead of $O(g)$, and $O(\sqrt{\pi+t})$ instead of $O\left(\sqrt{g^{2}+g t+t}\right)$.

- Theorem 9. Let $\mathcal{H}$ be a computable projection-closed class of graphs. Then the following holds for edge-weighted Multicut( $\mathcal{H}$ ).

1. If every graph in $\mathcal{H}$ is a trivial pattern, then there is a polynomial-time algorithm.
2. Otherwise, if $\mathcal{H}$ has bounded distance to extended bicliques, then
a. There is an $f(\pi, t) n^{O(\sqrt{\pi})}$ time algorithm.
b. Assuming ETH, there is a universal constant $\alpha>0$ such that for any fixed choice of $\pi \geq 0$, there is no $O\left(n^{\alpha \sqrt{\pi}}\right)$ algorithm, even when restricted to instances in planar $+\pi e$ with $t=3$ terminals.
3. Otherwise,
a. There is an $f(\pi, t) n^{O(\sqrt{\pi+t})}$ algorithm.
b. Assuming ETH, there is a universal constant $\alpha>0$ such that for any fixed choice of $\pi \geq 0$ and $t \geq 3$, there is no $O\left(n^{\alpha \sqrt{\pi+t}}\right)$ algorithm, even when restricted to planar $+\pi e$ instances with at most terminals.

In unweighted graphs, the situation is different and we can achieve better running times.

- Theorem 10. Unweighted Multicut can be solved in time $f(\pi, t) n^{O(\sqrt{t})}$.


### 1.2 Our Techniques

Our contributions consist of upper bounds, combinatorial results, and lower bounds.


Figure 2 An example of a multicut dual. The yellow squares represent the terminals. The blue dashed curves represent the edges of $H$. The cyan graph represents a multicut dual.

Algorithmic results. Similarly to earlier work [5], we may assume that if the input graph $G$ has Euler genus $g$, then we have an embedding of $G$ into a surface $N$ of Euler genus $g$ : there are algorithms for finding such an embedding whose running time is dominated by the time bound we want to achieve $[20,31]$. We say that an instance $(G, H)$ of Multicut is $N$-embedded if $G$ is given in the form of a graph embedded in a surface $N$ of Euler genus $g$. The main insight behind the algorithmic results for Multicut is a simple consequence of duality: if $S \subseteq E(G)$ is a solution in a connected graph $G$, then in the dual graph $G^{*}$ the edges of $S$ create a graph where the terminals that need to be separated are in different faces (that is, any curve connecting them crosses some edge of $S$ in $G^{*}$ ). This motivates the following definition: a multicut dual for $(G, H)$ is a graph $C$ embedded on $N$ that is in general position with $G$ and, for every $t_{1}, t_{2} \in V(H)$ with $t_{1} t_{2} \in E(H)$, it holds that $t_{1}$ and $t_{2}$ are contained in different faces of $C$ (see Figure 2). Here "general position" means that the drawings of $C$ and $G$ intersect in finitely many points, none of which is a vertex of either graph. We define the weight $w(C)$ of a multicut dual to be the total weight of the edges of $G$ crossed by $C$. The minimum weight of a multicut for $(G, H)$ is the same as the minimum weight of a multicut dual.

The algorithm of Theorem 1 proceeds by guessing the topology of an optimal multicut dual, finding a minimum-weight multicut dual $C$ with this topology, and then arguing that the edges crossed by $C$ form indeed a minimum solution of the Multicut instance ( $G, H$ ). It is argued that the multicut dual $C$ has $O(t+g)$ vertices, which implies that it has pathwidth $O\left(\sqrt{g^{2}+g t+t}\right)$. The exponent of $n$ in the algorithm is determined by this pathwidth bound.

One can observe that if we have some other way of bounding the pathwidth of the multicut dual $C$ (perhaps because of some extra conditions on the instance $(G, H)$ ), then the algorithm can be made to run in time with that pathwidth bound in the exponent. Furthermore, by modifying the algorithm, we can also use a bound on treewidth instead of pathwidth. The following statement can be extracted from the proof of Theorem 1:

- Theorem 11. On $N$-embedded instances $(G, H)$ of Multicut for which every minimumweight inclusionwise minimal multicut dual has treewidth at most $\beta$, Multicut can be solved in time $f(t, g) n^{O(\beta)}$.

We believe that formulating Theorem 11 gives a useful tool: as we will see, it allows more efficient algorithms in certain cases. Let us quickly remark that Theorem 11 can be used to recover Theorem 1. It can be shown that every face of an inclusionwise minimal multicut


Figure 3 An example of an extended biclique partition.
contains a terminal and that a graph with at most $t$ faces drawn on a surface of Euler genus $g$ has treewidth $O\left(\sqrt{g^{2}+g t+t}\right)$. Thus if there are $t$ terminals, then every minimum-weight inclusionwise minimal multicut dual has treewidth $O\left(\sqrt{g^{2}+g t+t}\right)$, and then Theorem 11 gives the required running time.

Our first application of Theorem 11 is to prove Theorem 6 (2a), the algorithm for $\operatorname{Multicut}(\mathcal{H})$ when $\mathcal{H}$ has bounded distance to extended bicliques.

- Theorem 12. Let $\mathcal{H}$ be a class of graphs whose distance to extended bicliques is at most $\mu$. Then $\operatorname{Multicut}(\mathcal{H})$ can be solved in time $f(t, g) n^{O(\mu+g \mu)}$.

An extended biclique partition of a graph $H$ is a partition $\left(B_{1}, B_{2}, I, X\right)$ of its vertices such that $H-X$ is an extended biclique with a complete bipartite graph with bipartition $\left(B_{1}, B_{2}\right)$ and isolated vertices $X$ (see Figure 3). Consider an instance $(G, H)$ and an extended biclique partition $\left(B_{1}, B_{2}, I, X\right)$ of $H$ with $|X|$ being at most some constant $\mu$. Let us consider a minimum-weight inclusionwise minimal multicut dual $C$ (see Figure 4). There are at most $\mu$ faces of $C$ that contain a terminal of $X$. Let us consider a face $F$ that is not adjacent to any of these at most $\mu$ faces. Let $Z$ be the set of terminals in face $F$. If $Z \subseteq I$, then we can remove all the edges of $C$ between $F$ and a neighboring face $F^{\prime}$ : this would create only connections between $I$ and $B_{1} \cup B_{2} \cup I$, which are not forbidden. Thus this would contradict the inclusionwise minimality of $C$. Assume, without loss of generality, that $Z \cap B_{1} \neq \emptyset$. With a similar argument, we can assume that if $Z^{\prime}$ is the set of terminals in the faces adjacent to $F$, then $Z^{\prime} \subseteq B_{2} \cup I$.

The key observation is the following. Let us consider the set $M$ of edges of $C$ on the boundary of $F$. What can go wrong if we omit $M$ from the multicut dual, i.e., consider $C \backslash M$ ? Then $F$ gets merged with the adjacent faces, which creates two kinds of new connections between the terminals: (1) between terminals in $Z$ and $Z^{\prime}$, and (2) between terminals in $Z^{\prime}$. However, as $Z^{\prime} \subseteq B_{2} \cup I$, which is an independent set in $H$, new connections inside $Z^{\prime}$ are not a problem. Furthermore, connections between $Z$ and $Z^{\prime}$ can be resolved by extending the solutions given by $C \backslash M$ with a minimum cut separating $Z$ from the rest of the terminals. As in particular $M$ gives such a cut, the weight of this modified solution is not larger than the original one. That is, the optimal multicut for $(G, H)$ can be decomposed into a solution $S_{1}$ for the problem $(G, H-Z)$ and a minimum cut $S_{2}$ separating $Z$ and $V(H) \backslash Z$.

This suggests the following win/win approach. Let $D$ be the set of at most $\mu$ faces of the optimal multicut dual $C$ that contains terminals from $X$. If there is a face of $C$ that is not adjacent to a face in $D$, then a decomposition is possible. Otherwise, $D$ is a dominating set of size at most $\mu$ in the dual of $C$, which implies, using known results on bounded-genus


Figure 4 An example of a $Z$-reducible instance. The terminals in $B_{1}, B_{2}, I$, and $X$ are represented by yellow, blue, gray, and rotated dark squares, respectively. The rotated dark squares represent the terminals of $X$. Let $F$ be the face whose adjacent faces do not contain a terminal from $X$ and let $Z$ be the terminals of $F$.
graphs, a bound on the treewidth of $C$. Formally, we say that $(G, H)$ is $Z$-reducible if for every minimum-weight $(Z, V(H)-Z)$-cut $S_{1}$ and every minimum-weight multicut $S_{2}$ of $(G, H-Z)$, we have that $S_{1} \cup S_{2}$ is a minimum-weight multicut of $(G, H)$.

- Lemma 13. Let $(G, H)$ be an $N$-embedded instance of Multicut and let ( $\left.B_{1}, B_{2}, I, X\right)$ be an extended biclique partition of $V(H)$ with $|X| \leq \mu$. Then one of the following holds:
(1) there is some $i \in[2]$ and $Z \subseteq B_{i} \cup I$ such that $(G, H)$ is $Z$-reducible,
(2) $\operatorname{tw}(C)=O(\mu+g \mu)$ for every minimum-weight inclusionwise minimal multicut dual $C$ for $(G, H)$.

As a second application of Theorem 11, let us sketch the proof of Theorem 10: an algorithm for unweighted planar $+\pi e$ graphs where the exponent of the running time does not contain $\pi$. Let $(G, H)$ be an instance of Multicut with $t$ terminals and let $E_{\pi}$ be a set of $\pi$ edges such that $G \backslash E_{\pi}$ is planar. Let $G_{0}=G \backslash E_{\pi}$ and let $W$ be the endpoints of $E_{\pi}$. First, we guess how, for some hypothetical optimum solution $S$, the components of $G_{0} \backslash S$ partition $T \cup W$ (there are $O\left(2^{(t+\pi) \log (t+\pi)}\right)$ such partitions). Let $\left(P_{1}, \ldots, P_{\ell}\right)$ be this partition and let $H^{\prime}$ be the corresponding $\ell$-partite graph on $T \cup W$. Let $E_{0} \subseteq E_{\pi}$ contain those edges for which both endpoints are in the same $P_{i}$. Clearly, every solution for $\left(G, H^{\prime}\right)$ should include every edge of $E_{\pi} \backslash E_{0}$ (as they go between two different $P_{i}$ 's) and the edges in $E_{0}$ do not change the solution. Thus we can ignore the edges in $E_{\pi}$ and solve the instance $\left(G_{0}, H^{\prime}\right)$ on the planar graph $G_{0}$. If we try to solve this instance using Theorem 1, then the exponent of the running time would be $O(\sqrt{t+\pi})$ as we now have $|T \cup W|=O(t+\pi)$ terminals. Our goal is to preprocess this instance such that if $S^{\prime}$ is an optimum solution of $\left(G_{0}, H^{\prime}\right)$, then every component of $G_{0} \backslash S^{\prime}$ contains one of the original terminals in $T$. The fact that every face of every minimum-weight inclusionwise minimal multicut dual contains a vertex of $T$ means that the multicut dual has treewidth $O(\sqrt{|T|})=O(\sqrt{t})$, and then Theorem 11 delivers the required running time.

Consider an optimum solution $S^{\prime}$ of the instance $\left(G_{0}, H^{\prime}\right)$ and let $Q$ be a component of $G_{0} \backslash S^{\prime}$ that is disjoint from $T$. We consider two cases. Suppose first that more than $t \pi$ edges of $G_{0}$ leave $Q$. Then we can argue that a solution for $(G, H)$ can be obtained from $S^{\prime}$ by including every edge of $E_{\pi}$ and omitting $\pi+1$ edges leaving $Q$, contradicting the
optimality of $S$ (this is the point where we exploit that the edges are unweighted). Suppose now that at most $t \pi$ edges leave $Q$. Then we can use the technique of important cuts [26], [6, Chapter 8] to precisely locate this set of edges (or something equivalent to it). We can show that removing these edges from $G$ makes it planar $+(\pi-1) e$, thus we are making progress with this step. This way, after branching into $f(t, \pi)$ possible directions, we can arrive at a planar instance $\left(G_{0}, H^{\prime}\right)$ where every multicut dual has treewidth $O(\sqrt{t})$, making it possible to invoke Theorem 11.

Our last application of Theorem 11 is to give a simple way of proving the algorithmic statements in Theorem 9. More concretely, Theorem $92(a)$ and $3(a)$ directly follow from the following result. The main idea is that the extra $\pi$ edges violating planarity can be ignored if the endpoints of these edges are treated as extra terminals. Then the corresponding planar instances can be solved using

Combinatorial results. Theorem 4 considers two cases depending on whether every graph in $\mathcal{H}$ is a trivial pattern or not. It is easy to show that the triangle is a projection of every graph that is not trivial, so part (2) of Theorem 4 can be proved under the assumption that the triangle is the projection of some $H \in \mathcal{H}$.

- Lemma 16. Let $H$ be a graph that is not a trivial pattern. Then the triangle is a projection of $H$.

The statements of Theorems $5,6,9$, and 10 contain case distinctions depending on whether $\mathcal{H}$ has bounded distance to extended bicliques. We prove a combinatorial result showing that either this distance is bounded, or $\mathcal{H}$ contains all cliques, or $\mathcal{H}$ contains all complete tripartite graphs.

- Theorem 17. If $\mathcal{H}$ is a projection-closed class of graphs, then either (i) it contains $K_{t}$ for every $t \geq 1$, or (ii) contains $K_{t, t, t}$ for every $t \geq 1$, or (iii) there is a $\mu \geq 0$ such that every $H \in \mathcal{H}$ has distance at most $\mu$ to extended bicliques.

The proof of Theorem 17 considers two cases, depending on the distance of a graph $H \in \mathcal{H}$ to being a cograph. A graph is cograph if it does not contain the 4 -vertex path $P_{4}$ as an induced subgraph. Suppose that "many" vertices are needed to be deleted to obtain a cograph from $H$. By a standard connection between hitting and packing, this means that there are many vertex disjoint induced copies of $P_{4}$ in $H$. This implies that $H$ has a projection that contains many vertex-disjoint triangles. We analyze the connections between these triangles using a Ramsey-theoretic argument, and conclude that either a large clique or a large complete tripartite graph can be obtained as a projection. Now consider the case when a cograph $H^{\prime}$ can be obtained from $H$ by removing a few vertices. We observe two simple alternative characterizations of a cograph being bipartite: (1) it is triangle free or (2) every component is a biclique. If $H^{\prime}$ contains many vertex disjoint triangles, then we argue as above in the other case. Otherwise, $H^{\prime}$ (and hence $H$ ) can be turned into a bipartite cograph by the deletion of a few vertices. Thus $H$ is a collection of bicliques with a few extra vertices, and then it is easy to argue that one of the conclusions of Theorem 17 holds.

Complexity results. Theorem 17 shows that to obtain our main lower bound, Theorem 6 ( 3 b ), it is sufficient to consider two cases: when $\mathcal{H}$ is the class of all cliques and when $\mathcal{H}$ is the class of all tripartite graphs. For the former problem, Theorem 2 almost provides a lower bound, except that the case $t=3$ needs to be resolved. Then we show how the proof can be adapted to the latter problem.

Let us review the proof of Theorem 2 by Cohen-Addad et al. [4]. This lower bound uses a gadget by Marx [28] for the Multiway Cut problem on planar graphs. Let us briefly recall the properties of this gadget. For some integer $\Delta$, the gadget $G_{\Delta}$ has a planar embedding, where the following distinguished vertices appear on the infinite face (in clockwise order) $U L, u_{1}, \ldots, u_{\Delta+1}, U R, r_{1}, \ldots, r_{\Delta+1}, D R, d_{\Delta+1}, \ldots, d_{1}, D L, \ell_{\Delta+1}, \ldots, \ell_{1}$. Here the four vertices $U L, U R, D R, D L$ are considered terminals. Let $M \subseteq E\left(G_{\Delta}\right)$ be a set of edges such that the removal of these edges disconnects the four terminals from each other. We say that $M$ represents the pair $(x, y) \in[\Delta] \times[\Delta]$ if $G_{\Delta} \backslash M$ has exactly four components and each component contains the terminals in precisely one of the following sets:

- $\left\{U L, u_{1}, \ldots, u_{y}, \ell_{1}, \ldots, \ell_{x}\right\},\left\{U R, u_{y+1}, \ldots, u_{\Delta+1}, r_{1}, \ldots, r_{x}\right\}$,
- $\left\{D L, d_{1}, \ldots, d_{y}, \ell_{x+1}, \ldots, \ell_{\Delta+1}\right\},\left\{D R, d_{y+1}, \ldots, d_{\Delta+1}, r_{x+1}, \ldots, r_{\Delta+1}\right\}$.

That is, there is a cut between $\ell_{x}$ and $\ell_{x+1}$ on the left side and there is a cut at precisely the same location, between $r_{x}$ and $r_{x+1}$, on the right side, etc.

The gadget $G_{\Delta}$ can be constructed in such a way that every minimum set of edges separating the four terminals is a cut representing some pair $(x, y)$. Moreover, given a set $S \subseteq[\Delta] \times[\Delta]$, we can construct a gadget $G_{S}$ where every such cut actually represents a pair $(x, y) \in S$, and conversely, for every pair $(x, y) \in S$ there is a minimum cut representing $(x, y)$. This gadget $G_{S}$ can be used the following way in a hardness proof. Suppose that the solution contains a set of edges that is a minimum cut $M$ separating the four terminals of the gadget; by the properties of the gadget $G_{S}$, the cut $M$ represents a pair $(x, y) \in S$. Then, intuitively, the gadget transmits the information " $x$ " between the left and right sides, transmits the information " $y$ " between the upper and lower sides, and at the same time enforces that the two pieces of information are compatible, that is, $(x, y) \in S$ should hold.

Our first observation is that the construction of this gadget $G_{S}$, as described by Marx [28], has some stronger property that was not exploited before. Namely, the conclusion about the cut $M$ representing some pair $(x, y) \in S$ holds even if we do not require that $M$ separate all four terminals, but we allow that $D L$ and $U R$ are in the same component of $G_{S} \backslash M$. In other words, it turns out that every "cheap" cut that satisfies this weaker separation property separates $D L$ and $U R$ as well. We formalize this observation in the following way. A good cut of $G_{S}$ is a subset $M$ of its edges such that the connected components of $G_{S} \backslash M$ that contain one of $U L$ or $D R$ do not contain any other corners of $G_{S}$. We show that the following statement can be obtained by slightly modifying the proof of correctness.

- Lemma 20. Given a subset $S \subseteq[\Delta]^{2}$, the grid gadget $G_{S}$ can be constructed in time polynomial in $\Delta$, and it has the following properties:

1. For every $(x, y) \in S$, the gadget $G_{S}$ has a cut of weight $W^{*}$ representing $(x, y)$.
2. If a good cut of $G_{S}$ has weight $W^{*}$, then it represents some $(x, y) \in S$.
3. Every good cut of $G_{S}$ has weight at least $W^{*}$.

The proof of Theorem 2 by Cohen-Added et al. [4] considers two regimes: (1) $t=O(g)$ and (2) $t=\Omega(g)$. For the regime $t=O(g)$, they prove the lower bound already for $t=4$ : clearly, this shows the same lower bound for every $t>4$, as the problem cannot get easier with more terminals. The lower bound is proved by a reduction from binary Constraint Satisfaction Problems (CSP). An instance of a binary CSP is a triple ( $V, D, K$ ), where $V$ is a set of variables, $D$ is a domain of values, $K$ is a set of constraints, each of which is a triple $\langle u, v, R\rangle$ with $u, v \in V$ and $R \subseteq D^{2}$. A solution to a CSP instance $(V, D, K)$ is a function $f: V \rightarrow D$ such that $(f(u), f(v)) \in R$ holds for each constraint $\langle u, v, R\rangle$. The primal graph of the instance $(V, D, K)$ is the undirected graph with vertex set $V$ where $u$
and $v$ are adjacent if there is a constraint $\langle u, v, R\rangle$. Cohen-Added et al. [4] proved a lower bound for a special case of binary CSP called 4-Regular Graph Tiling, where the primal graph is a 4-regular bipartite graph and the constraints are of a special form.

Algorithm 1 4-Regular Graph Tiling.
Input: A tuple $\left(k, \Delta, \Gamma,\left\{S_{v}\right\}\right)$, where

- $k$ and $\Delta$ are positive integers,
- $\Gamma$ is a 4-regular graph (parallel edges allowed) on $k$ vertices in which the edges are labeled $U, D, L, R$ in a way that each vertex is adjacent to exactly one of each label,
= for each vertex $v$ of $\Gamma$, we have $S_{v} \subseteq[\Delta] \times[\Delta]$.
Output: For each vertex $v$ of $\Gamma$, a pair $s_{v} \in S_{v}$ such that, if $s_{v}=(i, j)$,
- the first coordinates of $s_{L(v)}$ and $s_{R(v)}$ are both $i$, and
= the second coordinates of $s_{U(v)}$ and $s_{D(v)}$ are both $j$,
where $U(v), D(v), L(v)$, and $R(v)$ denote the vertex of $\Gamma$ that is connected to $v$ via the edge labeled by $U, D, L$, and $R$, respectively.

Lower bounds on general binary CSP $[19,27]$ can be translated to this problem:

- Theorem 21 (Cohen-Addad et al. [4]). Assuming ETH, there exists a universal constant $\alpha$ such that for any fixed integer $k \geq 2$, there is no algorithm that decides all the 4-REGULAR Graph Tiling instances whose underlying graph is bipartite and has at most $k$ vertices, in time $O\left(\Delta^{\alpha \cdot k / \log k}\right)$.

The gadgets $G_{S}$ defined above offer a very convenient reduction from 4-REGULAR GRAPH Tiling. We represent each variable $v$ by a gadget $G_{S_{v}}$ and, for each edge of $\Gamma$, we identify the distinguished vertices on two appropriate sides of two gadgets. By our intuitive interpretation of the gadgets, if we consider a minimum cut, then each gadget $G_{S_{v}}$ represents two pieces of information $(x, y) \in S_{v}$. Furthermore, if two sides are identified, then the fact that the cut happens on these two sides at the same place implies that the corresponding pieces of information in the two gadgets are equal - precisely as required by the definition of 4-Regular Graph Tiling. Thus we obtain a reduction from 4 -Regular Graph Tiling to Multiway Cut with $4|V(\Gamma)|=2|E(\Gamma)|$ terminals. Observe that each gadget is planar and identification of two sides increases genus by at most one: all the identifications can be done in parallel on a single handle. The final step in the proof of Theorem 21 is to identify every copy of $U L$ in every gadget (and similarly for the copies of $U R, D R$, and $D L$ ). One can observe that these identifications do not change the validity of the reduction and increase genus by $O(|E(\Gamma)|)$. Thus we get a reduction from 4-Regular Graph Tiling to Multiway Cut with 4 terminals (4-Terminal Cut). The stronger property of Lemma 20 allows us to further identify $D L$ and $U R$ without changing the validity of the reduction. Thus we can improve the lower bound from 4 terminals to 3 terminals.

- Theorem 22.

1. 3-Terminal Cut on instances with orientable genus $\vec{g}$ is $\mathrm{W}[1]$-hard parameterized by $\vec{g}$.
2. Assuming the ETH, there exists a universal constant $\alpha$ such that for any fixed integer $\vec{g} \geq 0$, there is no algorithm that decides all unweighted 3 -TERMInal CuT instances with orientable genus $\vec{g}$ in time $O\left(n^{\alpha \cdot(\vec{g}+1) / \log (\vec{g}+2)}\right)$.

By Lemma 16, the triangle is a projection of every nontrivial pattern. Thus Theorem 22 proves Theorem $6(2 \mathrm{~b})$ and the $t \leq \vec{g}$ case of Theorem $6(3 \mathrm{~b})$.

For the regime $t=\Omega(\vec{g})$, Cohen-Addad et al. [4] present a reduction from CSP with a 4 -regular constraint graph having orientable genus $\vec{g}$. The first part of their reduction can be expressed as a lower bound for CSP the following way:

- Theorem 23. There is a universal constant $\alpha$ such that for every choice of nonnegative integers $s$ and $\vec{g}$ with $s \geq \vec{g}+1$, there exists a 4-regular multigraph $P$ with $|V(P)| \leq s$ of orientable genus at most $\vec{g}$ and the property that, unless ETH fails, there is no algorithm deciding the CSP instances $(V, D, K)$ of CSP whose primal graph is $P$ and that runs in $O\left(|D|^{\alpha \sqrt{\vec{g} s+s}} / \log (\vec{g}+s)\right.$.

The gadgets of Marx [28] reduce CSP to Multiway Cut by introducing one gadget for each variable and a constant number of gadgets for each constraint. This results in an instance of Multiway Cut with the same genus $\vec{g}$ as the CSP instance and $t=O(s)$ terminals. The $t>\vec{g}$ case of Theorem 2 now follows from Theorem 23 and this reduction.

We observe that essentially the same proof can be used to prove a lower bound for Group 3-Terminal Cut if we use Lemma 20.

- Theorem 24. Assuming ETH, there is a universal constant $\alpha>0$ such that for any $\vec{g} \geq 0$ and $t \geq 3$, there is no $O\left(n^{\alpha \sqrt{\vec{g}^{2}+\vec{g} t+t} / \log (\vec{g}+t)}\right)$ algorithm that solves unweighted Group 3-Terminal Cut, even when restricted to instances with orientable genus at most $\vec{g}$ and at most $t$ terminals.

By Theorem 17, if $\mathcal{H}$ is projection-closed and has unbounded distance to extended bicliques, then $\mathcal{H}$ contains either all cliques or all complete tripartite graphs. Thus in the $t>g$ regime, Theorem $6(3 \mathrm{~b})$ follows from the lower bound for Multiway Cut (Theorem 22) and for Group 3-Terminal Cut (Theorem 24) in the two cases, respectively.
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