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Abstract

The weighted ancestor problem on a rooted node-weighted tree \( T \) is a generalization of the classic predecessor problem: construct a data structure for a set of integers that supports fast predecessor queries. Both problems are known to require \( \Omega(\log \log n) \) time for queries provided \( O(n \text{ polylog} n) \) space is available, where \( n \) is the input size. The weighted ancestor problem has attracted a lot of attention by the combinatorial pattern matching community due to its direct application to suffix trees. In this formulation of the problem, the nodes are weighted by string depth. This research has culminated in a data structure for weighted ancestors in suffix trees with \( O(1) \) query time and an \( O(n) \)-time construction algorithm [Belazzougui et al., CPM 2021].

In this paper, we consider a different version of the weighted ancestor problem, where the nodes are weighted by any function \( \text{weight} \) that maps each node of \( T \) to a positive integer, such that \( \text{weight}(u) \leq \text{size}(u) \) for any node \( u \) and \( \text{weight}(u_1) \leq \text{weight}(u_2) \) if node \( u_1 \) is a descendant of node \( u_2 \), where \( \text{size}(u) \) is the number of nodes in the subtree rooted at \( u \). In the size-constrained weighted ancestor (SWA) problem, for any node \( u \) of \( T \) and any integer \( k \), we are asked to return the lowest ancestor \( w \) of \( u \) with weight at least \( k \). We show that for any rooted tree with \( n \) nodes, we can locate node \( w \) in \( O(1) \) time after \( O(n) \)-time preprocessing. In particular, this implies a data structure for the SWA problem in suffix trees with \( O(1) \) query time and \( O(n) \)-time preprocessing, when the nodes are weighted by \( \text{weight} \). We also show several string-processing applications of this result.
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1 Introduction

In the classic predecessor problem [27, 16, 29, 24, 23], we are given a set \( S \) of keys from a universe \( U \) with a total order. The goal is to preprocess set \( S \) into a compact data structure supporting the following on-line queries: for any element \( q \in U \), return the maximum \( p \in S \) such that \( p \leq q \); \( p \) is called the predecessor of \( q \).

The weighted ancestor problem, introduced by Farach and Muthukrishnan in [15], is a natural generalization of the predecessor problem on rooted node-weighted trees. In particular, given a rooted tree \( T \), whose nodes are weighted by positive integers and such that these weights decrease when ascending from any node to the root, the goal is to preprocess
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The internal nodes are weighted by string depth (in red). Asking a weighted ancestor query for $i = 2$ (node $u$) and $k = 2$ will take us to node $w$. Indeed, $(u,k)$ is the locus of substring $AG$ in the suffix tree of $X$.
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(a) The internal nodes are weighted by string depth (in red). Asking a weighted ancestor query for $i = 2$ (node $u$) and $k = 2$ will take us to node $w$. Indeed, $(u,k)$ is the locus of substring $AG$ in the suffix tree of $X$.

(b) The internal nodes are weighted by frequency (in red). Asking a weighted ancestor query for $i = 2$, $j = 7$ (node $u$) and $k = 3$ will take us to node $w$. Indeed, $A$ is the longest prefix of $AGAGA$ that occurs at least 3 times in $X$.

Both the predecessor and the weighted ancestor problems require $\Omega(n \log \log n)$ time for queries. Indeed, if node $w$ is the root of $T$, then asking a weighted ancestor query for node $u$ and any integer $k > 0$ requires $\Omega(n \log \log n)$ time. Therefore, the space is available, where $n$ is the input size of the problem [17].

Unfortunately, the existing data structures for the weighted ancestor problem [8] due to its direct application to suffix trees, given by Belazzougui, Kosolobov, Puglisi, and Raman [8], supporting $O(1)$-time queries after an $O(n)$-time preprocessing.

However there are other tree weighting schemes that are of interest to string processing. For example, each suffix tree node can be weighted by the number of its leaf descendants; see Figure 1b. Thus the weight of a node $u$ is equal to the frequency of the substring represented by the root-to-$u$ path. If we use this weighting function, then the following basic string problem can be translated into a weighted ancestor query: Given a substring $I = X[i..j]$ of string $X$ and an integer $k > 0$, find the longest prefix of $I$ that occurs at least $k$ times in $X$.

Unfortunately, the existing data structures for the weighted ancestor problem on suffix trees [17, 8] depend strongly on the fact that the suffix tree nodes are weighted by string depth. They thus cannot be applied to solve the aforementioned basic string problem.

Motivated by this fact, we introduce a different version of the weighted ancestor problem on general rooted trees. Let $T$ be a rooted tree on a set $V$ of $n$ nodes. By $\text{size}(u)$, we denote the number of nodes in the subtree rooted at a node $u \in V$. Let $\text{weight} : V \rightarrow \mathbb{N}$ denote any function that maps each node of $T$ to a positive integer, such that $\text{weight}(u) \leq \text{size}(u)$ for any node $u \in V$ and $\text{weight}(u_1) \leq \text{weight}(u_2)$ if node $u_1 \in V$ is a descendant of node $u_2 \in V$. The latter is also known as the max-heap property: the weight of each node is less than or equal to the weight of its parent, with the maximum-weight element at the root. We will
say that a function \( \text{weight} : V \to \mathbb{N} \) satisfying both properties is a \textit{size-constrained max-heap} weight function. For any node \( u \in V \) and any integer \( k > 0 \), a \textit{size-constrained weighted ancestor query}, denoted by \( \text{SWA}(u,k) = w \), asks for the lowest ancestor \( w \in V \) of \( u \) with weight at least \( k \). The \textit{size-constrained weighted ancestor (SWA)} problem, formalized next, is to preprocess \( T \) into a compact data structure supporting fast \( \text{SWA} \) queries:

\[ \begin{array}{|l|} \hline \text{Preprocess:} \quad \text{A rooted tree } T \text{ on a set } V \text{ of } n \text{ nodes weighted by a size-constrained max-heap function } \text{weight} : V \to \mathbb{N}. \\
\text{Query:} \quad \text{Given a node } u \in V \text{ and an integer } k > 0, \text{ return the lowest ancestor } w \text{ of } u \text{ with } \text{weight}(w) \geq k. \\
\hline \end{array} \]

We assume throughout the standard word RAM model of computation with word size \( \Theta(\log n) \); basic arithmetic and bit-wise operations on \( O(\log n) \)-bit integers take \( O(1) \) time. Note that, since function \( \text{weight} \) must satisfy the max-heap property, one can employ the existing data structures for the weighted ancestor problem on general rooted trees \cite{15,4}, to answer \( \text{SWA} \) queries in \( O(\log \log n) \) time after \( O(n) \)-time preprocessing (see also \cite{25}). Our main result in this paper can be formalized as follows (see Section 3 and Section 4).

\begin{itemize}
  \item \textbf{Theorem 1.} For any rooted tree with \( n \) nodes weighted by a size-constrained max-heap function \( \text{weight} \), there exists an \( O(n) \)-space data structure answering \( \text{SWA} \) queries in \( O(1) \) time. The preprocessing algorithm runs in \( O(n) \) time and \( O(n) \) space.
\end{itemize}

As a preliminary step, we design an \( O(n \log n) \)-space solution using an involved combination of \textit{rank-select} data structures \cite{7}, \textit{fusion trees} \cite{16}, and \textit{heavy-path decompositions} \cite{26}. We then design a novel application of \textit{ART decomposition} \cite{2} to arrive to Theorem 1.

\begin{itemize}
  \item \textbf{Applications.} Notably, Theorem 1 presents a data structure for the \( \text{SWA} \) problem in suffix trees with \( O(1) \) query time and \( O(n) \)-time preprocessing, when the nodes are weighted by a size-constrained max-heap weight function \( \text{weight} \). We show several string-processing applications of this result since \( \text{weight}(w) \) can be defined as the number of leaf nodes in the subtree rooted at \( u \). Let us first provide some intuition on the applicability of Theorem 1.

Consider a relatively long query submitted to a search-engine text database. If the database returns no (or not sufficiently many) results, one usually tries to repeatedly truncate some prefix and/or some suffix of the original query until they obtain sufficiently many results. Our Theorem 1 can be applied to solve this problem directly in optimal time.

In particular, Theorem 1 yields \textit{optimal data structures}, with respect to preprocessing and query times, for the following basic string-processing problems (see Section 5):

1. Preprocess a string \( X \) into a linear-space data structure supporting the following on-line queries: for any \( i,j,f \) return the longest prefix of \( X[i \ldots j] \) occurring at least \( f \) times in \( X \).
2. Preprocess a dictionary \( \mathcal{D} \) of documents into a linear-space data structure supporting the following on-line queries: for any string \( P \) and any integer \( f \), return a longest substring of \( P \) occurring in at least \( f \) documents of \( \mathcal{D} \).
3. Preprocess a string \( X \) into a linear-space data structure supporting the following on-line queries: for any string \( P \) and any integer \( f \), return a longest substring of \( P \) occurring at least \( f \) times in \( X \).

Theorem 1 also directly improves on the data structure presented by Pissis et al. \cite{25} for computing the \textit{frequency-constrained substring complexity} of a given string (see Section 5).
2 Preliminaries

For any bit string $B$ of length $m$ and any $\alpha \in \{0, 1\}$, the classic rank and select queries are defined as follows:

- $\text{rank}_\alpha$: for any given $i \in [1, m]$, it returns the number of ones (or zeros) in $B[1 \ldots i]$; more formally, $\text{rank}_\alpha(B, i) = |\{j \in [1, i] : B[j] = \alpha\}|$.
- $\text{select}_\alpha$: for any given rank $i$, it returns the leftmost position where the bit vector contains a (or zero) with rank $i$; more formally, $\text{select}_\alpha(B, i) = \min\{j \in [1, m] : \text{rank}_\alpha(B, j) = i\}$.

The following result is known.

▶ **Lemma 2** (Rank and Select [7]). Let $B$ be a bit string of length $m \leq n$ stored in $O(1 + m/\log n)$ words. We can preprocess $B$ in $O(1 + m/\log n)$ time into a data structure of $m + o(m)$ bits supporting rank and select queries in $O(1)$ time.

Bit strings can also be used as a representation of monotonic integer sequences supporting predecessor queries; see [5], for example. Assume we have a set $S$ of $m$ keys from a universe $U$ with a total order. In the predecessor problem, we are given a query element $q \in U$, and we are to find the maximum $p \in S$ such that $p \leq q$; we denote this query by $\text{predecessor}(q) = p$. The following result is known for a special case of the predecessor problem.

▶ **Lemma 3** (Fusion Tree [16]). We can preprocess a set of $m = \log^O(1) n$ integers in $O(m)$ time and space to support predecessor queries in $O(1)$ time.

3 Constant-time Queries using $O(n \log n)$ Space

We first show how to solve the SWA problem in $O(1)$ time using $O(n \log n)$ space. This solution forms the basis for our linear-time and linear-space solution in Section 4.

3.1 Heavy-path Decomposition

Let $T$ be a rooted tree with $n$ nodes. We compute the heavy-path decomposition of $T$ in $O(n)$ time [26]. Recall that, for any node $u$ in $T$, we define $\text{size}(u)$ to be number of nodes in the subtree of $T$ rooted at $u$. We call an edge $(u, v)$ of $T$ heavy if $\text{size}(v)$ is maximal among every edge originating from $u$ (breaking ties arbitrarily). All other edges are called light. We call a node that is reached from its parent through a heavy edge heavy; otherwise, the node is called light. The heavy path of $T$ is the path that starts at the root of $T$ and at each node on the path descends to the heavy child as defined above. The heavy-path decomposition of $T$ is then defined recursively: it is a union of the heavy path of $T$ and the heavy-path decompositions of the off-path subtrees of the heavy path. A well-known property of this decomposition is that every root-to-node path in $T$ passes through at most $\log n$ light edges. In particular, the following lemma is implied.

▶ **Lemma 4** (Heavy-path Decomposition [26]). Let $T$ be a rooted tree with $n$ nodes. Any root-to-leaf path in $T$ consists of at most $\log n + O(1)$ heavy paths.

3.2 Data Structure

We construct a heavy-path decomposition of $T$. Consider a heavy path $H = v_1 \ldots v_l$. We construct a bit string $B(H)$ that represents the differences between node weights using unary coding. Suppose that nodes $v_1 \ldots v_l$ of $H$ are listed in decreasing order of their depth and let $\delta(v_i) = \text{weight}(v_i) - \text{weight}(v_{i-1})$, for all $i > 1$. We define $B(H)$ as follows:

$$B(H) = \text{enc}(\text{weight}(v_1)) \cdot \text{enc}(\delta(v_2)) \cdot \ldots \cdot \text{enc}(\delta(v_{l-1})) \cdot \ldots \cdot \text{enc}(\delta(v_l)).$$
where \( \text{enc}(i) \) denotes the unary code of \( i \); i.e., \( \text{enc}(i) \) consists of \( i \)'s followed by a single 0. The important property of our encoding is that the total number of 0-bits in \( B(H) \) is \( \ell \) and the total number of 1-bits is \( \text{weight}(v_2) \).

Example 5. Let \( H = u_1 u_2 \ldots u_6 \) be the heavy path of \( T \) from Figure 2. We have \( \ell = 6 \) and \( \text{weight}(u_1) = 1 \), \( \text{weight}(u_2) = 2 \), \( \text{weight}(u_3) = 5 \), \( \text{weight}(u_4) = 6 \), \( \text{weight}(u_5) = 9 \), \( \text{weight}(u_6) = 16 \). We have \( B(H) = 1010111010111111110 \). For instance, the second 1 denotes \( \delta(u_2) = \text{weight}(u_2) - \text{weight}(u_1) = 1 \). The leftmost occurrence of 111 denotes \( \delta(u_3) = \text{weight}(u_3) - \text{weight}(u_2) = 3 \)'s.

For any heavy path \( H \), we can construct \( B(H) \) in \( \mathcal{O}(\ell) \) time using standard word RAM bit manipulations to construct the unary codes and concatenate the underlying bit strings. By Lemma 4, every leaf node of \( T \) has \( \mathcal{O}(\log n) \) ancestors \( v_i \), such that \( v_i \) is the topmost node of some heavy path \( H \). Since any node in \( T \) is counted in the weight of \( \mathcal{O}(\log n) \) topmost nodes, the total weight of all topmost nodes, summed over all heavy paths \( H \), is \( \mathcal{O}(n \log n) \). Thus, the total length of all bit strings \( B(H) \) is \( \mathcal{O}(n \log n) \) and we can construct them all in \( \mathcal{O}(n) \) time since the total length of the heavy paths is \( \mathcal{O}(n) \). We store each such bit string according to Lemma 2 to support \( \mathcal{O}(1) \)-time rank and select queries using \( \mathcal{O}(n) \) preprocessing time and words of space. Furthermore, for each leaf node \( v \) in \( T \) we store the weights of the top nodes of each heavy path on the path from the root to \( v \). By Lemma 4, there are \( \mathcal{O}(\log n) \) such top nodes for each leaf. For every leaf node we store the weights of its top node ancestors in a fusion tree data structure according to Lemma 3. The total space used by all such fusion trees is \( \mathcal{O}(n \log n) \) words and the preprocessing time is \( \mathcal{O}(n \log n) \). Finally, we construct a lowest common ancestor (LCA) data structure over \( T \). Such a data structure answers LCA queries in \( \mathcal{O}(1) \) time after \( \mathcal{O}(n) \)-time and \( \mathcal{O}(n) \)-space preprocessing [9].
We now improve the above solution to the SWA problem (Lemma 7) to linear-time and linear-space preprocessing. We will reuse the previous section’s linear-time heavy-path decomposition and the corresponding bit string encoding. The key challenge is identifying the top nodes of heavy paths in \( O(1) \) time using linear space.

**4 Constant-time Queries using \( O(n) \) Space**

We now improve the above solution to the SWA problem (Lemma 7) to linear-time and linear-space preprocessing. We will reuse the previous section’s linear-time heavy-path decomposition and the corresponding bit string encoding. The key challenge is identifying the top nodes of heavy paths in \( O(1) \) time using linear space.
4.1 ART Decomposition

The ART decomposition, proposed by Alstrup, Husfeldt, and Rauhe [2], partitions a rooted tree into a top tree and several bottom trees with respect to an input parameter $\chi$. Each node $v$ of minimal depth, with no more than $\chi$ leaf nodes below it, is the root of a bottom tree consisting of $v$ and all its descendants. The top tree consists of all nodes that are not in any bottom tree. The ART decomposition satisfies the following important property:

Lemma 8 (ART Decomposition [2]). Let $T$ be a rooted tree with $\ell$ leaf nodes. Further let $\chi$ be a positive integer. The ART decomposition of $T$ with parameter $\chi$ produces a top tree with at most $O(\ell/\chi)$ leaves. Such a decomposition of $T$ can be computed in linear time.

4.2 Data Structure

Recall that $T$ consists of $n$ nodes. As discussed in Section 3.2, we compute the heavy-path decomposition of $T$, construct bit strings for each heavy path, and preprocess the bit strings to support rank and select queries in $O(1)$ time. This takes $O(n)$ preprocessing time and space, allowing us to answer queries on a heavy path in $O(1)$ time. Thus what remains is a linear-space and $O(1)$-time solution to locate the top nodes of heavy paths.

Let us first consider the top tree. As in Section 3.2, we store a fusion tree for each leaf node in the top tree. By Lemma 8, the top tree has $O(|C_T|/\chi)$ leaves and hence, by Lemmas 3 and 4, this uses $O(|C_T|/\chi \cdot \log n) = O(n^{(\log \log n)^2}) = o(n)$ space and preprocessing time.
For the middle or bottom trees, we tabulate the answers to all possible queries in a global table. The index in the table is given by a tree encoding and the node $u$ along with integer $k$ for the SWA query. The corresponding value in the table is the output node of the SWA($u,k$) query. We encode the input to a query as follows. We represent each middle and bottom tree compactly as a bit string encoding the tree structure and the weights of all nodes. Since each internal node in $C_T$ is branching, the number of nodes in a middle or bottom tree is bounded by $O(\chi)$. Thus, we can encode the tree structure using $O(\chi)$ bits. The weight of a node in a middle or bottom tree is bounded by $O(\chi^2)$ or $O(\chi)$, respectively, and can thus be encoded in $O(\log \chi)$ bits. Hence, we can encode the tree structure and all weights using $O(\chi \log \chi)$ bits. We encode the query node $u$ using $O(\log \chi)$ bits. Since the maximum weight is $O(\chi^2)$ we can also encode the query integer $k$ using $O(\log \chi)$ bits. Hence, the full encoding uses $O(\chi \log \chi) + O(\log \chi) = O(\chi \log \chi)$ bits. To encode the output node stored in the global table we use $O(\log \chi)$ bits. Thus, the table uses $2^{O(\chi \log \chi)} \log \chi = 2^{O(\epsilon \log n)} = o(n)$ bits for a sufficiently small constant $\epsilon > 0$. The table can be constructed in $o(n)$ time.

4.3 Queries

Suppose we are given a node $u$ and an integer $k$ as an SWA($u,k$) query. Let $u_t$ denote the top node on the heavy path of $u$ in $T$ and let $u_H$ denote the corresponding node in the contracted tree $C_T$. We find the lowest ancestor $w_H$ of $u_H$ with weight at least $k$ in $C_T$. If $u_H$ is in the top tree we find $w_H$ as described in Section 3.2. If $u_H$ is in a middle or bottom tree, we use the global table to find $w_H$. If the result is not in the middle or bottom tree (the weight of the top node in such a tree is smaller than $k$), we move up a level and query the middle or top tree, respectively. Each of these at most three queries takes $O(1)$ time. Thus $w_H$ is found in $O(1)$ time. Suppose that $w_H$ corresponds to a node $w'$ in the initial tree and let $H'$ denote the heavy path such that $w'$ is its top node. As explained in Section 3.2, we can find the lowest ancestor of $u$ with weight at least $k$ on $H'$ in $O(1)$ time using rank and select queries on $B(H')$. In total the SWA($u,k$) query takes $O(1)$ time.

In summary, we have obtained the following result.

▶ Theorem 1. For any rooted tree with $n$ nodes weighted by a size-constrained max-heap function weight, there exists an $O(n)$-space data structure answering SWA queries in $O(1)$ time. The preprocessing algorithm runs in $O(n)$ time and $O(n)$ space.
5 String-processing Applications

In this section, we show several applications of Theorem 1 on suffix trees. Recall that the number of leaf nodes in the subtree rooted at node \( u \) in a suffix tree is the number of occurrences (i.e., the frequency) of the substring represented by the root-to-\( u \) path.

5.1 Internal Longest Frequent Prefix

Internal pattern matching is an active topic [20, 3, 12, 11, 13, 1, 5] in the combinatorial pattern matching community. We introduce the following basic string problem. The internal longest frequent prefix problem asks to preprocess a string \( X \) of length \( n \) over an integer alphabet \( \Sigma = [1, n^{O(1)}] \) into a compact data structure supporting the following on-line queries:

- \( \text{ILFP}_X(i, j, f) \): return the longest prefix of \( X[i..j] \) occurring at least \( f \) times in \( X \).

Our solution to this problem will form the basic tool for solving the problems in Sections 5.2 and 5.3. We first construct the suffix tree \( T \) of \( X \) in \( O(n) \) time [14], and preprocess it in \( O(n) \) time for classic weighted ancestor queries [8] as well as for SWA queries using Theorem 1. For SWA queries, as \( \text{weight}(u) \), we use the number of leaf nodes in the subtree rooted at node \( u \) in \( T \). Such an assignment satisfies the requested properties of \( \text{weight}(\cdot) \) and can be done in linear time using a standard DFS traversal on \( T \). Any ILFP\(_X(i, j, f) \) query can be answered by first finding the locus \( (u, j - i + 1) \) of \( X[i..j] \) in \( T \) in \( O(1) \) time using a classic weighted ancestor query on \( T \), and, then, answering SWA\((u, f) \) in \( T \) in \( O(1) \) time using Theorem 1. We obtain the following result.

\[ \text{Theorem 9.} \] For any string \( X \) of length \( n \) over alphabet \( \Sigma = [1, n^{O(1)}] \), there exists an \( O(n) \)-space data structure that answers ILFP\(_X \) queries in \( O(1) \) time. The preprocessing algorithm runs in \( O(n) \) time and \( O(n) \) space.

5.2 Longest Frequent Substring

The longest frequent substring problem is the following: preprocess a dictionary \( D \) of \( d \) strings (documents) of total length \( n \) over an integer alphabet \( \Sigma = [1, n^{O(1)}] \) into a compact data structure supporting the following on-line queries:

- \( \text{LFS}_D(P, f) \): return a longest substring of \( P \) that occurs in at least \( f \) documents of \( D \).

This longest substring of \( P \) represents a most relevant part of the query with respect to \( D \). The length of \( \text{LFS}_D(P, f) \) can also be used as a measure of similarity between \( P \) and the strings in \( D \), for some \( f \) chosen appropriately based on the underlying application.

We start by constructing the generalized suffix tree \( T \) of \( D \) in \( O(n) \) time [14] and preprocess it in \( O(n) \) time for SWA queries using Theorem 1. For SWA queries, \( \text{weight}(u) \) is equal to the number of dictionary strings having at least one leaf node in the subtree rooted at node \( u \) in \( T \). This assignment satisfies the requested properties of \( \text{weight}(\cdot) \) and can be done in linear time [19]. Let us denote by \( (v_i, \ell_i) \) the locus in \( T \) of the longest prefix of \( P[i..|P|] \) that occurs in any string in \( D \). In fact, we can compute \( (v_i, \ell_i) \), for all \( i \in [1, |P|] \), in \( O(|P|) \) time using the matching statistics algorithm of \( P \) over \( T \) [10, 18]. For each locus \( (v_i, \ell_i) \), we trigger a SWA\((v_i, f) \) query using Theorem 1 (this is essentially an instance of the internal longest frequent prefix problem). In total this takes \( O(|P|) \) time. We obtain the following result.

\[ \text{Theorem 10.} \] For any dictionary \( D \) of total length \( n \) over alphabet \( \Sigma = [1, n^{O(1)}] \), there exists an \( O(n) \)-space data structure that answers LFS\(_D(P, f) \) queries in \( O(|P|) \) time. The preprocessing algorithm runs in \( O(n) \) time and \( O(n) \) space.
An analogous result can be achieved for the following version of the longest frequent substring problem: preprocess a string $X$ of length $n$ over an integer alphabet $\Sigma = [1, n^{O(1)}]$ into a compact data structure supporting the following on-line queries:

- $\text{LFS}_X(P, f)$: return a longest substring of $P$ that occurs at least $f$ times in $X$.

In particular, instead of a generalized suffix tree, we now construct the suffix tree $T$ of $X$ and follow the same querying algorithm as above. For SWA queries, $\text{weight}(u)$ is equal to the number of leaf nodes in the subtree rooted at node $u$ in $T$. Such an assignment satisfies the requested properties of $\text{weight}(\cdot)$ and can be done in linear time using a standard DFS traversal on $T$. We obtain the following result.

▶ Theorem 11. For any string $X$ of length $n$ over alphabet $\Sigma = [1, n^{O(1)}]$, there exists an $O(n)$-space data structure that answers $\text{LFS}_X(P, f)$ queries in $O(|P|)$ time. The preprocessing algorithm runs in $O(n)$ time and $O(n)$ space.

5.3 Frequency-constrained Substring Complexity

For a string $X$, a dictionary $D$ of $d$ strings (documents) and a partition of $[d]$ in $\tau$ intervals $I = \{I_1, \ldots, I_\tau\}$, the function $f_{X,D,I}(i,j)$ maps $i,j$ to the number of distinct substrings of length $i$ of $X$ occurring in at least $\alpha_j$ and at most $\beta_j$ documents in $D$, where $I_t = [\alpha_j, \beta_j]$. Function $f$ is known as the frequency-constrained substring complexity of $X$ [25].

▶ Example 12. Let $D = \{a, ananan, baba, ban, banna, nana\}$. For $X = \text{banana}$ and $I_1 = [1, 2], I_2 = [3, 4], I_3 = [5, 6]$, we have $f_{X,D,I}(2, 2) = 3$: $ba$ occurs in $3 \in I_2$ documents; an occurs in $4 \in I_2$ documents; and na occurs in $3 \in I_2$ documents.

The function $f_{X,D,I}$ is very informative about $X$: it provides fine-grained information about the contents (the substrings) of $X$. It can thus facilitate the tuning of string-processing algorithms by setting bounds on the length or on frequency of substrings; see [25].

Let $S$ be a 2D array such that $S[i, j] = f_{X,D,I}(i, j)$. Pissis et al. [25] showed that after an $O(n)$-time preprocessing of a dictionary $D$ of $d$ strings of total length $n$ over an integer alphabet $\Sigma = [1, n^{O(1)}]$, for any $X$ and any partition $I$ of $[d]$ in $\tau$ intervals given on-line, $S$ can be computed in near-optimal $O(|X|\tau \log \log d)$ time.

The solution in [25] can be summarized as follows. In the preprocessing step, we construct the generalized suffix tree $T$ of $D$. In querying, the first step is to construct the suffix tree of $X$ and compute the document frequency of its nodes in $O(|X|)$ time. In the second step, we enhance the suffix tree of $X$ with $O(|X|\tau)$ nodes with document frequencies by answering SWA queries on $T$ in $O(\log \log d)$ time per query [4]. The whole step thus takes $O(|X|\tau \log \log d)$ time. In the third step, we infer a collection of length intervals, one per node of the enhanced suffix tree and sort them in $O(|X|\tau)$ time using radix sort. In the last step, we sweep through the intervals from left to right to compute array $S$ in $O(|X|\tau)$ total time. This concludes the summary of the solution in [25]. We amend the solution as follows.

We plug in Theorem 1 for preprocessing $T$ and for the second step (SWA queries). For SWA queries, as $\text{weight}(u)$, we use the number of dictionary strings having at least one leaf node in the subtree rooted at node $u$ in $T$. Such an assignment satisfies the requested properties of $\text{weight}(\cdot)$ and can be done in linear time [19]. We obtain the following result.

▶ Theorem 13. For any dictionary $D$ of $d$ strings of total length $n$ over alphabet $\Sigma = [1, n^{O(1)}]$, there exists an $O(n)$-space data structure that answers $S = f_{X,D,I}$ queries in $O(|X|\tau)$ time. The preprocessing algorithm runs in $O(n)$ time and $O(n)$ space.

Since $S$ is of size $|X| \cdot \tau$ (it consists of $|X| \cdot \tau$ integers), the complexity bounds are optimal with respect to the preprocessing and query times.
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