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#### Abstract

We study the following Independent Stable Set problem. Let $G$ be an undirected graph and $\mathcal{M}=(V(G), \mathcal{I})$ be a matroid whose elements are the vertices of $G$. For an integer $k \geq 1$, the task is to decide whether $G$ contains a set $S \subseteq V(G)$ of size at least $k$ which is independent (stable) in $G$ and independent in $\mathcal{M}$. This problem generalizes several well-studied algorithmic problems, including Rainbow Independent Set, Rainbow Matching, and Bipartite Matching with Separation. We show that


- When the matroid $\mathcal{M}$ is represented by the independence oracle, then for any computable function $f$, no algorithm can solve Independent Stable Set using $f(k) \cdot n^{o(k)}$ calls to the oracle.
- On the other hand, when the graph $G$ is of degeneracy $d$, then the problem is solvable in time $\mathcal{O}\left((d+1)^{k} \cdot n\right)$, and hence is FPT parameterized by $d+k$. Moreover, when the degeneracy $d$ is a constant (which is not a part of the input), the problem admits a kernel polynomial in $k$. More precisely, we prove that for every integer $d \geq 0$, the problem admits a kernelization algorithm that in time $n^{\mathcal{O}(d)}$ outputs an equivalent framework with a graph on $d k^{\mathcal{O}(d)}$ vertices. A lower bound complements this when $d$ is part of the input: Independent Stable Set does not admit a polynomial kernel when parameterized by $k+d$ unless NP $\subseteq$ coNP /poly. This lower bound holds even when $\mathcal{M}$ is a partition matroid.
- Another set of results concerns the scenario when the graph $G$ is chordal. In this case, our computational lower bound excludes an FPT algorithm when the input matroid is given by its independence oracle. However, we demonstrate that Independent Stable Set can be solved in $2^{\mathcal{O}(k)} \cdot\|\mathcal{M}\|^{\mathcal{O}(1)}$ time when $\mathcal{M}$ is a linear matroid given by its representation. In the same setting, Independent Stable Set does not have a polynomial kernel when parameterized by $k$ unless NP $\subseteq$ coNP /poly.
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## 1 Introduction

We initiate the algorithmic study of computing stable (independent) sets in frameworks. The term framework, also known as pregeometric graph $[28,29]$, refers to a pair $(G, \mathcal{M})$, where $G$ is a graph and $\mathcal{M}=(V(G), \mathcal{I})$ is a matroid on the vertex set of $G$. We remind the reader that pairwise nonadjacent vertices of a graph form a stable or independent set. To avoid confusion with independence in matroids, we consistently use the term "stable set" throughout the paper. Whenever we mention independence, it is in reference to independence with respect to a matroid. We consider the following problem.

Independent Stable Set
Input: $\quad \mathrm{A}$ framework $(G, \mathcal{M})$ and an integer $k \geq 0$.
Task: $\quad$ Decide whether $G$ has vertex set $S \subseteq V(G)$ of size at least $k$ that is stable in $G$ and independent in $\mathcal{M}$.

The Independent Stable Set problem encompasses several well-studied problems related to stable sets.

When $\mathcal{M}$ is a uniform matroid with every $k$-element subset of $V(G)$ forming a basis, the Independent Stable Set problem seeks to determine whether a graph $G$ contains a stable set of size at least $k$. This is the classic Stable Set problem.

For a partition matroid $\mathcal{M}$ whose elements are partitioned into $k$ blocks and independent sets containing at most one element from each block, Independent Stable Set transforms into the rainbow-independence (or Rainbow-Stable Set) problem. To express this problem in graph terminology, consider a graph $G$ with a vertex set $V(G)$ colored in $k$ colors. A set of vertices $S$ is termed rainbow-independent if it is stable in $G$ and no color occurs in $S$ more than once [3, 25]. This concept is also known in the literature as an independent transversal [19, 18, 23] and an independent system of representatives [2].

Rainbow-independence generalizes the well-studied combinatorial concept of rainbow matchings [1, 13]. (Note that a matching in a graph is a stable set in its line graph.) It also has a long history of algorithmic studies. In the Rainbow Matching problem, we are given a graph $G$, whose edges are colored in $q$ colors, and a positive integer $k$. The task is to decide whether a matching of size at least $k$ exists whose edges are colored in distinct colors. Itai, Rodeh, and Tanimoto in [24] established that Rainbow Matching is NP-complete on bipartite graphs. Le and Pfender [26] strongly enhanced this result by showing that Rainbow Matching is NP-complete even on paths and complete graphs. Gupta et al. [21] considered the parameterized complexity of Rainbow Matching. They gave an FPT algorithm of running time $2^{k} \cdot n^{\mathcal{O}(1)}$. They also provided a kernel with $\mathcal{O}\left(k^{2} \Delta\right)$ vertices, where $\Delta$ is the maximum degree of a graph. Later, in [22], the same set of authors obtained a kernel with $\mathcal{O}\left(k^{2}\right)$ vertices for Rainbow Matching on general graphs.

When $\mathcal{M}$ is a transversal matroid, Independent Stable Set transforms into the Bipartite Matching with Separation problem [30]. In this variant of the maximum matching problem, the goal is to determine whether a bipartite graph $H$ contains a matching of size $k$ with a separation constraint: the vertices on one side lie on a path (or a grid), and two adjacent vertices on a path (or a grid) are not allowed to be matched simultaneously. This problem corresponds to Independent Stable Set on a framework $(G, \mathcal{M})$, where $G$ is a path (or a grid) on vertices $U$, and $\mathcal{M}$ is a transversal matroid of the bipartite graph $H=\left(U, W, E_{H}\right)$ whose elements are $U$, and the independent subsets are sets of endpoints of matchings of $H$. Manurangsi, Segal-Halevi, and Suksompong in [30] proved that Bipartite Matching with Separation is NP-complete and provided approximation algorithms.

Stable Set is a notoriously difficult computational problem. It is well-known to be NP-complete and W[1]-complete when parameterized by $k[9]$. On the other hand, Stable SET is solvable in polynomial time on perfect graphs [20]. When it comes to parameterized algorithms and kernelization, Stable Set is known to be FPT and to admit polynomial (in $k$ ) kernel on classes of sparse graphs, like graphs of bounded degree or degeneracy [10]. The natural question is which algorithmic results about the stable set problem could be extended to Independent Stable Set.

- We commence with a lower bound on Independent Stable Set. Theorem 2 establishes that when the matroid in a framework is represented by the independence oracle, for any computable function $f$, no algorithm can solve Independent Stable Set using $f(k) \cdot n^{o(k)}$ calls to the oracle. Moreover, we show that the lower bound holds for frameworks with bipartite, chordal, claw-free graphs, and AT-free graphs for which the classical Stable Set problem can be solved in polynomial time. While the usual bounds in parameterized complexity are based on the assumption FPT $\neq \mathrm{W}[1]$, Theorem 2 rules out the existence of an FPT algorithm for Independent Stable Set parameterized by $k$ unconditionally.
- In Section 4, we delve into the parameterized complexity of Independent Stable Set when dealing with frameworks on $d$-degenerate graphs. The first result of this section, Theorem 3, demonstrates that the problem is FPT when parameterized by $d+k$, by providing an algorithm of running time $\mathcal{O}\left((d+1)^{k} \cdot n\right)$. Addressing the kernelization aspect, Theorem 5 reveals that when $d$ is a constant, Independent Stable Set on frameworks with graphs of degeneracy at most $d$, admits a kernel polynomial in $k$. More precisely, we prove that for every integer $d \geq 0$, the problem admits a kernelization algorithm that in time $n^{\mathcal{O}(d)}$ outputs an equivalent framework with a graph on $d k^{\mathcal{O}(d)}$ vertices. This is complemented by Theorem 6, establishing that Independent Stable SET on frameworks with $d$-degenerate graphs and partition matroids lacks a polynomial kernel when parameterized by $k+d$ unless NP $\subseteq$ coNP /poly.
Shifting the focus to the stronger maximum vertex degree $\Delta$ parameterization, Theorem 4 establishes improved kernelization bounds. Specifically, Independent Stable Set admits a polynomial kernel on frameworks that outputs an equivalent framework with a graph on at most $k^{2} \Delta$ vertices.
- When it comes to perfect graphs, there is no hope of polynomial or even parameterized algorithms with parameter $k$ : Rainbow-Stable Set is already known to be NP-complete and $\mathrm{W}[1]$-complete when parameterized by $k$ on bipartite graphs by the straightforward reduction from the dual Mulitcolored Biclique problem [9]. Also, the unconditional lower bound from Theorem 2 holds for bipartite and chordal graphs if the input matroids are given by the independence oracles.
Interestingly, it is still possible to design FPT algorithms for frameworks with chordal graphs when the input matroids are given by their representations. In Theorem 8, we show that Independent Stable Set can be solved in $2^{\mathcal{O}(k)} \cdot\|A\|^{\mathcal{O}(1)}$ time by a one-sided error Monte Carlo algorithm with false negatives on frameworks with chordal graphs and linear matroids given by their representations $A$. When it concerns kernelization, Theorem 9 shows that Independent Stable Set on frameworks with chordal graphs and partition matroids does not admit a polynomial kernel when parameterized by $k$ unless NP $\subseteq$ coNP / poly.


## 2 Preliminaries

In this section, we introduce the basic notation used throughout the paper and provide some auxiliary results.

Graphs. We use standard graph-theoretic terminology and refer to the textbook of Diestel [11] for missing notions. We consider only finite undirected graphs. For a graph $G, V(G)$ and $E(G)$ are used to denote its vertex and edge sets, respectively. Throughout the paper, we use $n$ to denote the number of vertices if it does not create confusion. For a graph $G$ and a subset $X \subseteq V(G)$ of vertices, we write $G[X]$ to denote the subgraph of $G$ induced by $X$. We denote by $G-X$ the graph obtained from $G$ by the deletion of every vertex of $X$ (together with incident edges). For $v \in V(G)$, we use $N_{G}(v)$ to denote the (open) neighborhood of $v$, that is, the set of vertices of $G$ that are adjacent to $v ; N_{G}[v]=N_{G}(v) \cup\{v\}$ is the closed neighborhood of $v$. For a set of vertices $X, N_{G}(X)=\left(\bigcup_{v \in X} N_{G}(v)\right) \backslash X$ and $N_{G}[X]=\bigcup_{v \in X} N_{G}[v]$. We use $d_{G}(v)=\left|N_{G}(v)\right|$ to denote the degree of $v ; \delta(G)$ and $\Delta(G)$ denote the minimum and maximum degree of a vertex in $G$, respectively. For a nonnegative integer $d, G$ is $d$-degenerate if for every subgraph $H$ of $G, \delta(H) \leq d$. Equivalently, a graph $G$ is $d$-degenerate if there is an ordering $v_{1}, \ldots, v_{n}$ of the vertices of $G$, called elimination ordering, such that $d_{G_{i}}\left(v_{i}\right) \leq d$ for every $i \in\{1, \ldots, n\}$ where $G_{i}=G\left[\left\{v_{i}, \ldots, v_{n}\right\}\right]$. Given a $d$-degenerate graph $G$, the elimination ordering can be computed in linear time [32]. The degeneracy of $G$ is the minimum $d$ such that $G$ is $d$-degenerate. We remind that a graph $G$ is bipartite if its vertex set can be partitioned into two sets $V_{1}$ and $V_{2}$ in such a way that each edge has one endpoint in $V_{1}$ and one endpoint in $V_{2}$. A graph $G$ is chordal if it has no induced cycles on at least four vertices. A graph $G$ is said to be claw-free if it does not contain the claw graph $K_{1,3}$ as an induced subgraph. An independent set of three vertices such that each pair can be joined by a path avoiding the neighborhood of the third is called an asteroidal triple (AT). A graph is AT-free if it does not contain asteroidal triples.

Matroids. We refer to the textbook of Oxley [34] for the introduction to Matroid Theory. Here we only briefly introduce the most important notions.

- Definition 1. A pair $\mathcal{M}=(V, \mathcal{I})$, where $V$ is a ground set and $\mathcal{I}$ is a family of subsets, called independent sets of $\mathcal{M}$, is a matroid if it satisfies the following conditions, called independence axioms:
(I1) $\emptyset \in \mathcal{I}$,
(I2) if $X \subseteq Y$ and $Y \in \mathcal{I}$ then $X \in \mathcal{I}$,
(I3) if $X, Y \in \mathcal{I}$ and $|X|<|Y|$, then there is $v \in Y \backslash X$ such that $X \cup\{v\} \in \mathcal{I}$.
We use $V(\mathcal{M})$ and $\mathcal{I}(\mathcal{M})$ to denote the ground set and the family of independent sets of $\mathcal{M}$, respectively, unless $\mathcal{M}$ is clear from the context. An inclusion-maximal set of $\mathcal{I}$ is called a base; it is well-known that all bases of $\mathcal{M}$ have the same cardinality. A function $r: 2^{V} \rightarrow \mathbb{Z}_{\geq 0}$ such that for every $X \subseteq V$,

$$
r(X)=\max \{|Y|: Y \subseteq X \text { and } Y \in \mathcal{I}\}
$$

is called the rank function of $\mathcal{M}$. The rank of $\mathcal{M}$, denoted $r(\mathcal{M})$, is $r(V)$; equivalently, the rank of $\mathcal{M}$ is the size of any base of $\mathcal{M}$. Let us remind that a set $X \subseteq V$ is independent if and only if $r(X)=|X|$. The closure of a set $X$ is the set $\mathrm{cl}(X)=\{v \in V: r(X \cup\{v\})=r(X)\}$. The matroid $\mathcal{M}^{\prime}=\left(V \backslash X, \mathcal{I}^{\prime}\right)$, where $\mathcal{I}^{\prime}=\{Y \in \mathcal{I}: Y \subseteq V \backslash X\}$, is said to be obtained from $\mathcal{M}$ by the deletion of $X$. The restriction of $\mathcal{M}$ to $X \subseteq V$ is the matroid obtained from $\mathcal{M}$ by the deletion of $V \backslash X$. If $X$ is an independent set then the matroid $\mathcal{M}^{\prime \prime}=\left(V \backslash X, \mathcal{I}^{\prime \prime}\right)$, where $\mathcal{I}^{\prime \prime}=\{Y \subseteq V \backslash X: Y \cup X \in \mathcal{I}\}$, is the contraction of $\mathcal{M}$ by $X$. For a positive integer $k$, the $k$-truncation of $\mathcal{M}=(V, \mathcal{I})$ is the matroid $\mathcal{M}^{\prime}$ with the same ground set $V$ such that $X \subseteq V$ is independent in $\mathcal{M}^{\prime}$ if and only if $X \in \mathcal{I}$ and $|X| \leq k$. Because in Independent Stable SET, we are interested only in independent sets of size at most $k$, we assume throughout our paper that the rank of the input matroids is upper bounded by $k$. Otherwise, we replace $\mathcal{M}$ by its $k$-truncation.

In our paper, we assume in the majority of our algorithmic results that the input matroids in instances of Independent Stable Set are given by independence oracles. An independence oracle for $\mathcal{M}$ takes as its input a set $X \subseteq V$ and correctly returns either yes or no in unit time depending on whether $X$ is independent or not. We assume that the memory used to store oracles does not contribute to the input size; this is important for our kernelization results. Notice that given an independence oracle, we can greedily construct an inclusion-maximal independent subset of $X$ and this can be done in $\mathcal{O}(|X|)$ time. Note also that the oracle for $\mathcal{M}$ can be trivially transformed to an oracle for the $k$-truncation of $\mathcal{M}$.

Our computational lower bounds, except the unconditional bound in Theorem 2, are established for partition matroids. The partition matroid for a given partition $\left\{V_{1}, \ldots, V_{\ell}\right\}$ of $V$ is the matroid with the ground set $V$ such that a set $X \subseteq V$ is independent if and only if $\left|X \cap V_{i}\right| \leq 1$ for each $i \in\{1, \ldots, \ell\}$ (in a more general setting, it is required that $\left|V \cap X_{i}\right| \leq d_{i}$ where $d_{1}, \ldots, d_{\ell}$ are some constant but we only consider the case $d_{1}=\cdots=d_{\ell}=1$ ).

Matroids also could be given by their representations. Let $\mathcal{M}=(V, \mathcal{I})$ be a matroid and let $\mathbb{F}$ be a field. An $r \times n$-matrix $A$ is a representation of $\mathcal{M}$ over $\mathbb{F}$ if there is a bijective correspondence $f$ between $V$ and the set of columns of $A$ such that for every $X \subseteq V$, $X \in \mathcal{I}$ if and only if the set of columns $f(X)$ consists of linearly independent vectors of $\mathbb{F}^{r}$. Equivalently, $A$ is a representation of $M$ if $M$ is isomorphic to the column matroid of $A$, that is, the matroid whose ground set is the set of columns of the matrix and the independence of a set of columns is defined as the linear independence. If $\mathcal{M}$ has a such a representation, then $\mathcal{M}$ is representable over $\mathbb{F}$ and it is also said $M$ is a linear (or $\mathbb{F}$-linear) matroid.

Parameterized Complexity. We refer to the books of Cygan et al. [9] and Fomin et al. [16] for an introduction to the area. Here we only briefly mention the notions that are most important to state our results. A parameterized problem is a language $L \subseteq \Sigma^{*} \times \mathbb{N}$ where $\Sigma^{*}$ is a set of strings over a finite alphabet $\Sigma$. An input of a parameterized problem is a pair ( $x, k$ ) where $x$ is a string over $\Sigma$ and $k \in \mathbb{N}$ is a parameter. A parameterized problem is fixed-parameter tractable (or FPT) if it can be solved in time $f(k) \cdot|x|^{\mathcal{O}(1)}$ for some computable function $f$. The complexity class FPT contains all fixed-parameter tractable parameterized problems. A kernelization algorithm or kernel for a parameterized problem $L$ is a polynomial-time algorithm that takes as its input an instance $(x, k)$ of $L$ and returns an instance $\left(x^{\prime}, k^{\prime}\right)$ of the same problem such that (i) $(x, k) \in L$ if and only if $\left(x^{\prime}, k^{\prime}\right) \in L$ and (ii) $\left|x^{\prime}\right|+k^{\prime} \leq f(k)$ for some computable function $f: \mathbb{N} \rightarrow \mathbb{N}$. The function $f$ is the size of the kernel; a kernel is polynomial if $f$ is a polynomial. While every decidable parameterized problem is FPT if and only if the problem admits a kernel, it is unlikely that all FPT problems have polynomial kernels. In particular, the cross-composition technique proposed by Bodlaender, Jansen, and Kratsch [5] could be used to prove that a certain parameterized problem does not admit a polynomial kernel unless NP $\subseteq$ coNP /poly.

We conclude the section by defining Rainbow-Stable Set.
Rainbow-Stable Set
Input: $\quad$ A graph $G$ and a partition $\left\{V_{1}, \ldots, V_{k}\right\}$ of $V(G)$ into $k$ sets, called color classes.
Task: $\quad$ Decide whether $G$ has a stable set $S$ of size $k$ such that $\left|S \cap V_{i}\right|=1$ for each $i \in\{1, \ldots, k\}$.

As mentioned, Rainbow-Stable Set is a special case of Independent Stable Set for partition matroids where $k$ is the number of subsets in the partition defining the input matroid.

## 3 Unconditional computational lower bound

Because Independent Stable Set generalizes the classical Stable Set problem, Independent Stable Set is NP-complete [17] and W[1]-complete [12]. However, when the input matroids are given by their independence oracles, we obtain an unconditional computational lower bound. Moreover, we show that the lower bound holds for several graph classes for which the classical Stable Set problem can be solved in polynomial time. For this, we remind that Stable Set is polynomial on claw-free and AT-free graphs by the results of Minty [33] and Broersma et al. [8], respectively.

- Theorem 2. There is no algorithm solving Independent Stable Set for frameworks with matroids represented by the independence oracles using $f(k) \cdot n^{o(k)}$ oracle calls for any computable function $f$. Furthermore, the bound holds for bipartite, chordal, claw-free, and AT-free graphs.

Proof. First, we show the bound for claw-free and AT-free and then explain how to modify the proof for other graph classes.

Let $p$ and $q$ be positive integers. We define the graph $G_{p, q}$ as the disjoint union of $G_{i}$ constructed as follows for each $i \in\{1, \ldots, p\}$.

- For each $j \in\{1, \ldots, q\}$, construct two vertices $a_{i, j}$ and $b_{i, j}$; set $A_{i}=\left\{a_{i, 1}, \ldots, a_{i, q}\right\}$ and $B_{i}=\left\{b_{i, 1}, \ldots, b_{i, q}\right\}$.
- Make $A_{i}$ and $B_{i}$ cliques.
- For each $j \in\{1, \ldots, q\}$ and for all distinct $h, j \in\{1, \ldots, q\}$, make $a_{i, h}$ and $b_{i, j}$ adjacent. Equivalently, each $G_{i}$ is obtained by deleting a perfect matching from the complete graph $K_{2 q}$. By the construction, $G_{p, q}$ is both claw-free and AT-free and has $2 p q$ vertices. Consider a family of indices $j_{1}, \ldots, j_{p} \in\{1, \ldots, q\}$ and set $W=\bigcup_{i=1}^{p}\left\{a_{i, j_{i}}, b_{i, j_{i}}\right\}$. We define the matroid $\mathcal{M}_{W}$ with the ground set $V\left(G_{p, q}\right)$ as follows for $k=2 p$ :
- Each set $X \subseteq V\left(G_{p, q}\right)$ of size at most $k-1$ is independent and any set of size at least $k+1$ is not independent.
- A set $X \subseteq V\left(G_{p, q}\right)$ of size $k$ is independent if and only if either $X=W$ or there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap X\right| \geq 2$ or $\left|B_{i} \cap X\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in X$.
Denote by $\mathcal{I}_{W}$ the constructed family of independent sets. We will now show that $\mathcal{M}_{W}$ is indeed a matroid.
- Claim 2.1. $\mathcal{M}_{W}=\left(V\left(G_{p, q}\right), \mathcal{I}_{W}\right)$ is a matroid.

Proof of Claim 2.1. We have to verify that $\mathcal{I}_{W}$ satisfies the independence axioms (I1)-(I3). The axioms (I1) and (I2) for $\mathcal{I}_{W}$ follow directly from the definition of $\mathcal{I}_{W}$. To establish (I3), consider arbitrary $X, Y \in \mathcal{I}_{W}$ such that $|X|<|Y|$. If $|X|<k-1$ then for any $v \in Y \backslash X$, $Z=X \cup\{v\} \in \mathcal{I}_{W}$ because $|Z| \leq k-1$.

Suppose $|X|=k-1$ and $|Y|=k$. If there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap X\right| \geq 2$ or $\left|B_{i} \cap X\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in X$ then for any $v \in Y \backslash X$, the set $Z=X \cup\{v\}$ has the same property and, therefore, $Z \in \mathcal{I}_{W}$. Assume that this is not the case. By the construction of $G_{p, q}$, we have that for each $i \in\{1, \ldots, p\},\left|X \cap A_{i}\right| \leq 1$ and $\left|X \cap B_{i}\right| \leq 1$, and, furthermore, there is $j \in\{1, \ldots, q\}$ such that $X \cap\left(A_{i} \cup B_{i}\right) \subseteq\left\{a_{i, j}, b_{i, j}\right\}$. Because $|X|=k-1$, we can assume without loss of generality that there are indices $h_{1}, \ldots, h_{p} \in\{1, \ldots, q\}$ such that $X \cap\left(A_{i} \cup B_{i}\right)=\left\{a_{i, h_{i}}, b_{i, h_{i}}\right\}$ for $i \in\{1, \ldots, p-1\}$ and $X \cap\left(A_{p} \cup B_{p}\right)=\left\{a_{p, h_{p}}\right\}$. Recall that $W=\bigcup_{i=1}^{p}\left\{a_{i, j_{i}}, b_{i, j_{i}}\right\}$ for $j_{1}, \ldots, j_{p} \in\{1, \ldots, q\}$. If there is $v \in Y \backslash X$ such that $v \neq b_{p, j_{p}}$ then consider $Z=X \cup\{v\}$.

We have that there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap Z\right| \geq 2$ or $\left|B_{i} \cap Z\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in Z$, that is, $Z \in \mathcal{I}_{W}$. Now we assume that $Y \backslash X=\left\{b_{p, j_{p}}\right\}$. Then $Y=W$ and we can take $v=b_{p, j_{p}}$. We obtain that $X \cup\{v\}=Y \in \mathcal{I}_{W}$. This concludes the proof.

We show the following lower bound for the number of oracle queries for frameworks $\left(G_{p, q}, \mathcal{M}_{W}\right)$.

- Claim 2.2. Solving Independent Stable Set for instances $\left(G_{p, q}, \mathcal{M}_{W}, k\right)$ with the matroids $\mathcal{M}_{W}$ defined by the independence oracle for an (unknown) stable set $W$ of $G_{p, q}$ of size $k$ demands at least $q^{p}-1$ oracle queries.

Proof of Claim 2.2. Notice that every stable set of $X$ of size $k$ contains exactly two vertices of each $G_{i}$ and, moreover, there is $j \in\{1, \ldots, q\}$ such that $X \cap V\left(G_{i}\right)=\left\{a_{i, j}, b_{i, j}\right\}$. Because the only stable set of this structure that is independent with respect to $\mathcal{M}_{W}$ is $W$, the task of Independent Stable Set boils down to finding an unknown stable set $W$ of $G_{p, q}$ of size $k$ using oracle queries. Querying the oracle for sets $X$ of size at most $k-1$ or at least $k+1$ does not provide any information about $W$. Also, querying the oracle for $X$ of size $k$ with the property that there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap X\right| \geq 2$ or $\left|B_{i} \cap X\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in X$ also does not give any information because all these are independent. Hence, we can assume that the oracle is queried only for sets $X$ of size $k$ with the property that for each $i \in\{1, \ldots, p\}$, there is $j \in\{1, \ldots, q\}$ such that $X \cap V\left(G_{i}\right)=\left\{a_{i, j}, b_{i, j}\right\}$, that, is the oracle is queried for stable sets of size $k$. The graph $G_{p, q}$ has $q^{p}$ such sets. Suppose that the oracle is queried for at most $q^{p}-2$ stable sets of size $k$ with the answer no. Then there are two distinct stable sets $W$ and $W^{\prime}$ of size $k$ such that the oracle was queried neither for $W$ nor $W^{\prime}$. The previous queries do not help to distinguish between $W$ and $W^{\prime}$. Hence, at least one more query is needed. This proves the claim.

Now, we are ready to prove the claim of the theorem. Suppose that there is an algorithm $\mathcal{A}$ solving Independent Stable Set with at most $f(k) \cdot n^{g(k)}$ oracle calls for computable functions $f$ and $g$ such that $g(k)=o(k)$. Without loss of generality, we assume that $f$ and $g$ are monotone non-decreasing functions. Because $g(k)=o(k)$, there is a positive integer $K$ such that $g(k)<k / 2$ for all $k \geq K$. Then for each $k \geq K$, there is a positive integer $N_{k}$ such that for every $n \geq N_{k},\left(f(k) \cdot n^{g(k)}+1\right) k^{k / 2}<n^{k / 2}$.

Consider instances $\left(G_{p, q}, \mathcal{M}_{W}, k\right)$ for even $k \geq K$ where $p=k / 2$ and $q \geq N_{k} / k$. We have that $k=2 p$ and $n=2 p q$. Then $\mathcal{A}$ applied to such instances would use at most $f(k) \cdot n^{g(k)}<\left(\frac{n}{k}\right)^{k / 2}-1=q^{p}-1$ oracle queries contradicting Claim 2.2. This completes the proof for claw and AT-free graphs.

Now we sketch the proof of Theorem 2 for bipartite graphs. For positive integers $p$ and $q$, we define $H_{p, q}$ as the disjoint union of the graphs $H_{i}$ for $i \in\{1, \ldots, p\}$ constructed as follows.

- For each $j \in\{1, \ldots, q\}$, construct three vertices $a_{i, j}, b_{i, j}$, and $c_{i, j}$; set $A_{i}=\left\{a_{i, 1}, \ldots, a_{i, q}\right\}$, $B_{i}=\left\{b_{i, 1}, \ldots, b_{i, q}\right\}$, and $C_{i}=\left\{c_{i, 1}, \ldots, c_{i, q}\right\}$.
- For each $j \in\{1, \ldots, q\}$, make $a_{i, j}$ and $b_{i, j}$ adjacent to every $c_{i, h}$ for $h \in\{1, \ldots, q\}$ such that $h \neq j$.
Notice that $H_{p, q}$ is a bipartite graph with $3 p q$ vertices. We define $R=\bigcup_{i=1}^{p}\left(A_{i} \cup B_{i}\right)$. Consider a family of indices $j_{1}, \ldots, j_{p} \in\{1, \ldots, q\}$ and set $W=\bigcup_{i=1}^{p}\left\{a_{i, j_{i}}, b_{i, j_{i}}\right\}$. Note that $W$ is a stable set of $H_{p, q}$ of size $2 p$. We define the matroid $\mathcal{M}_{W}$ with the ground set $V\left(H_{p, q}\right)$ by setting a set $X \subseteq V\left(H_{p, q}\right)$ to be independent if and only if
- for each $i \in\{1, \ldots, p\},\left|C_{i} \cap X\right| \leq 1$ and
- it holds that
- either $X \cap R=W$,
- or $|X \cap R|<2 p$,
= or $|X \cap R|=2 p$ and there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap X\right| \geq 2$ or $\left|B_{i} \cap X\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in X$.
We denote by $\mathcal{I}_{W}$ the constructed family of independent sets and prove that $\mathcal{M}_{W}$ is a matroid.
- Claim 2.3. $\mathcal{M}_{W}=\left(V\left(H_{p, q}\right), \mathcal{I}_{W}\right)$ is a matroid.

Proof of Claim 2.3. Let $S=\bigcup_{i=1}^{p} C_{i}$ and consider $\mathcal{M}_{1}=\left(S, \mathcal{I}_{1}\right)$ where $\mathcal{I}_{1}$ is the set of all $X \subseteq S$ such that $\left|X \cap C_{i}\right| \leq 1$ for $i \in\{1, \ldots, p\}$. Clearly, $\mathcal{M}_{1}$ is a partition matroid. Now consider $\mathcal{M}_{2}=\left(R, \mathcal{I}_{2}\right)$ where $\mathcal{I}_{2}$ consists of sets $X \subseteq D$ such that either $X=W$, or $|X|<2 p$, or $|X|=2 p$ and there is $i \in\{1, \ldots, p\}$ such that $\left|A_{i} \cap X\right| \geq 2$ or $\left|B_{i} \cap X\right| \geq 2$ or there are distinct $h, j \in\{1, \ldots, q\}$ such that $a_{i, h}, b_{i, j} \in X$. We observe that $\mathcal{M}_{2}$ is a matroid and the proof of this claim is identical to the proof of Claim 2.1. To complete the proof, it remains to note that $\mathcal{M}_{W}=\mathcal{M}_{1} \cup \mathcal{M}_{2}$, that is, a set $X \in \mathcal{I}_{W}$ if and only if $X=Y \cup Z$ for $Y \in \mathcal{I}_{1}$ and $Z \in \mathcal{I}_{2}$. This implies that $\mathcal{M}_{W}$ is a matroid [34].

We consider instances $\left(H_{p, q}, \mathcal{M}_{W}, k\right)$ of Independent Stable Set with the matroid $\mathcal{M}_{W}$ defined by the independence oracle for an (unknown) $W$ and $k=3 p$. By the definition of $\mathcal{M}_{W}$, any stable set $X$ of $H_{p, q}$ of size $k$ that is independent with respect to $\mathcal{M}_{W}$ has the property that $\left|X \cap C_{i}\right|=1$ for every $i \in\{1, \ldots, p\}$. The construction of $H_{p, q}$ implies that if $c_{i, j} \in X \cap C_{i}$ then $X \cap\left(A_{i} \cup B_{i}\right) \subseteq\left\{a_{i, j}, b_{i, j}\right\}$. Because $|X|=k=3 p$, we obtain that $X \cap\left(A_{i} \cup B_{i}\right)=\left\{a_{i, j}, b_{i, j}\right\}$. Then by the construction of $\mathcal{M}_{W}$, we obtain that $X=\bigcup_{i=1}^{p}\left\{a_{i, j_{i}}, b_{i, j_{i}}, c_{i, j_{i}}\right\}$ where $W=\bigcup_{i=1}^{p}\left\{a_{i, j_{i}}, b_{i, j_{i}}\right\}$, that is, $X$ is uniquely defined by $W$. In the same way as in Claim 2.2 we obtain that solving Independent Stable Set for instances $\left(H_{p, q}, \mathcal{M}_{W}, k\right)$ with the matroids $\mathcal{M}_{W}$ defined by the independence oracle for an (unknown) $W$ demands at least $q^{p}-1$ oracle queries. Similarly to the case of claw and AT-free graphs, we conclude that the existence of an algorithm for Independent Stable SET using $f(k) \cdot n^{o(k)}$ oracle calls would lead to a contradiction. This finishes the proof for bipartite graphs.

For chordal graphs, we modify the construction of $H_{p, q}$ by making each $C_{i}$ a clique. Then $H_{p, q}$ becomes chordal but we can apply the same arguments to show that solving Independent Stable Set for instances $\left(H_{p, q}, \mathcal{M}_{W}, k\right)$ with the matroids $\mathcal{M}_{W}$ defined by the independence oracle for an (unknown) $W$ demands at least $q^{p}-1$ oracle queries. This completes the proof.

## 4 Independent Stable Set on sparse frameworks

In this section, we consider Independent Stable Set for graphs of bounded maximum degree and graphs of bounded degeneracy. First, we observe that the problem is FPT when parameterized by the solution size and the degeneracy by giving a recursive branching algorithm.

- Theorem 3. Independent Stable Set can be solved in $\mathcal{O}\left((d+1)^{k} \cdot n\right)$ time on frameworks with $d$-degenerate input graphs.

Proof. The algorithm is based on the following observation. Let $(G, \mathcal{M})$ be a framework such that for every $v \in V(G),\{v\} \in \mathcal{I}$. Then there is a stable set $X$ of $G$ that is independent with respect to $\mathcal{M}$ whose size is maximum such that $X \cap N_{G}[v] \neq \emptyset$. To see this, let $X$ be a stable set that is also independent in $\mathcal{M}$ and such that $X \cap N_{G}[v]=\emptyset$. Because $\{v\}$ and
$X$ are independent, there is $Y \subseteq X$ of size $|X|-1$ such that $Z=Y \cup\{v\}$ is independent. Because $N_{G}(v) \cap Z=\emptyset$ and $Y$ is a stable set, $Z$ is a stable set. Thus, set $Z$ of size $|X|$ is stable in $G$ and is independent in $\mathcal{M}$. This proves the observation.

Consider an instance $(G, \mathcal{M}, k)$ of Independent Stable Set. Because $G$ is a $d$ degenerate graph, there is an elimination ordering $v_{1}, \ldots, v_{n}$ of the vertices of $G$, that is, $d_{G_{i}}\left(v_{i}\right) \leq d$ for every $i \in\{1, \ldots, n\}$ where $G_{i}=G\left[\left\{v_{i}, \ldots, v_{n}\right\}\right]$. Recall that such an ordering can be computed in linear time [32].

If there is $v \in V(G)$ such that $\{v\} \notin \mathcal{I}$, then we delete $v$ from the framework as such vertices are trivially irrelevant. From now on, we assume that $\{v\} \in \mathcal{I}$ for any $v \in V(G)$. If $k=0$, then $\emptyset$ is a solution, and we return yes and stop. If $k \geq 1$ but $V(G)=\emptyset$, then we conclude that the answer is no and stop. We can assume that $V(G) \neq \emptyset$ and $k \geq 1$.

Let $u$ be the first vertex in the elimination ordering. Clearly, $d_{G}(u) \leq d$. We branch on at most $d+1$ instances $(G-v, \mathcal{M} / v, k-1)$ for $v \in N_{G}[u]$, where $\mathcal{M} / v$ is the contraction of $\mathcal{M}$ by $\{v\}$. By our observation, $(G, \mathcal{M}, k)$ is a yes-instance of Independent Stable Set if and only if at least one of the instances $(G-v, \mathcal{M} / v, k-1)$ is a yes-instance.

In each step, we have at most $d+1$ branches and the depth of the search tree is at most $k$. Note that we do not need to recompute the elimination ordering when a vertex is deleted; instead, we just delete the vertex from the already constructed ordering. This means we can use the ordering constructed for the original input instance. Thus, the total running time is $\mathcal{O}\left((d+1)^{k} \cdot n\right)$. This concludes the proof.

For bounded degree graphs, we prove that Independent Stable Set has a polynomial kernel when parameterized by $k$ and the maximum degree.

- Theorem 4. Independent Stable Set admits a polynomial kernel on frameworks with graphs of maximum degree at most $\Delta$ such that the output instance contains a graph with at most $k^{2} \Delta$ vertices.

Proof. Let $(G, \mathcal{M}, k)$ be an instance of Independent Stable Set with $\Delta(G) \leq \Delta$. Recall that by our assumption, $r(\mathcal{M}) \leq k$. If $r(\mathcal{M})<k$ then $(G, \mathcal{M}, k)$ is a no-instance. In this case, our kernelization algorithm returns a trivial no-instance of constant size and stops. Now we can assume that $r(\mathcal{M})=k$. If $k=0$ then we return a trivial yes-instance as $\emptyset$ is a solution. If $\Delta=0$, then any base of $\mathcal{M}$ is a solution, and we return a trivial yes-instance. Now we can assume that $k \geq 1$ and $\Delta \geq 1$.

We set $W_{0}=\emptyset$. Then for $i=1, \ldots, \ell$ where $\ell=k \Delta$, we greedily select a maximumsize independent set $W_{i} \subseteq V(G) \backslash\left(\bigcup_{j=0}^{i-1} W_{j}\right)$. Our kernelization algorithms returns the instance $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ where $G^{\prime}=G\left[\bigcup_{i=1}^{\ell} W_{i}\right]$ and $\mathcal{M}^{\prime}$ is the restriction of $\mathcal{M}$ to $V\left(G^{\prime}\right)$. It is straightforward to see that $\left|V\left(G^{\prime}\right)\right| \leq k^{2} \Delta$ as $\left|W_{i}\right| \leq r(\mathcal{M})=k$ and the new instance can be constructed in polynomial time. We claim that $(G, \mathcal{M}, k)$ is a yes-instance of Independent Stable Set if and only if $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance.

Because $G^{\prime}$ is an induced subgraph of $G$, any stable set of $G^{\prime}$ is a stable set of $G$. This immediately implies that if $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance then any solution to $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a solution to $(G, \mathcal{M}, k)$ and, thus, $(G, \mathcal{M}, k)$ is a yes-instance. Suppose that $(G, \mathcal{M}, k)$ is a yes-instance. It means that $G$ contains a stable set of size $k$ independent in $\mathcal{M}$. We show that there is a stable set $X \subseteq V\left(G^{\prime}\right)$ of $G$ of size $k$ that is independent with respect to $\mathcal{M}$.

To show this, let $X$ be a stable set of size $k$ that is independent in $\mathcal{M}$ with the maximum number of vertices in $V\left(G^{\prime}\right)$. For the sake of contradiction, assume that there is $u \in X \backslash V\left(G^{\prime}\right)$. We define $Y=X \backslash\{u\}$. Consider the set $W_{i}$ for some $i \in\{1, \ldots, \ell\}$. By the construction of the set, we have that $u \in \mathrm{cl}\left(W_{i}\right)$. Then it holds that $r\left(Y \cup W_{i}\right) \geq r(X)$. This implies that there is $w_{i} \in W_{i}$ such that $r\left(Y \cup\left\{w_{i}\right\}\right)=r(X)=k$. Because this property holds for
arbitrary $i \in\{1, \ldots, \ell\}$, we obtains that there are $\ell=k \Delta$ vertices $w_{1}, \ldots, w_{\ell} \in V\left(G^{\prime}\right)$ such that for any $i \in\{1, \ldots, \ell\}, r\left(Y \cup\left\{w_{i}\right\}\right)=k$. Notice that $w_{i} \notin Y$ for $i \in\{1, \ldots, \ell\}$ and $\left|N_{G}(Y)\right| \leq(k-1) \Delta$. Therefore, there is $i \in\{1, \ldots, \ell\}$ such that $w_{i}$ is not adjacent to any vertex of $Y$. Then $Z=Y \cup\left\{w_{i}\right\}$ is a stable set of $G$. However, $\left|Z \cap V\left(G^{\prime}\right)\right|>\left|X \cup V\left(G^{\prime}\right)\right|$ contradicting the choice of $X$. This proves that there is a stable set $X \subseteq V\left(G^{\prime}\right)$ of $G$ of size $k$ that is independent in $\mathcal{M}$. Then $X$ is a solution to $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$, that is, $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance. This concludes the proof.

Theorem 4 is handy for kernelization with parameter $k$ when the degeneracy of the graph in a framework is a constant.

- Theorem 5. For every integer $d \geq 0$, Independent Stable Set admits a polynomial kernel with running time $n^{\mathcal{O}(d)}$ on frameworks with graphs of degeneracy at most $d$ such that the output instance contains a graph with $d k^{\mathcal{O}(d)}$ vertices.

Proof. Let $(G, \mathcal{M}, k)$ be an instance of Independent Stable Set where the degeneracy of $G$ is at most $d$. We assume without loss of generality that $r(\mathcal{M})=k$. Otherwise, if $r(\mathcal{M})<k$, then $(G, \mathcal{M}, k)$ is a no-instance, and we can return a trivial no-instance of constant size and stops. If $d=0$, then $G$ is an edgeless graph, and any set of vertices forming a base of $\mathcal{M}$ is a stable set of size $k$ that is independent with respect to $\mathcal{M}$, that is, $(G, \mathcal{M}, k)$ is a yes-instance. Then we return a trivial yes-instance and stop. From now on, we assume that $d \geq 1$. Also, we assume that $k \geq 2$. Otherwise, if $k=0$, the empty set is a trivial solution. If $k=1$ then because $r(\mathcal{M})=k \geq 1$, there is a vertex $v$ such that $\{v\} \in \mathcal{I}(\mathcal{M})$ and $\{v\}$ is an independent set of size $k$. In both cases, we return a trivial yes-instance and stop.

Since $G$ is a $d$-degenerate graph, it admits an elimination ordering $v_{1}, \ldots, v_{n}$ of the vertices of $G$, that is, $d_{G_{i}}\left(v_{i}\right) \leq d$ for every $i \in\{1, \ldots, n\}$ where $G_{i}=G\left[\left\{v_{i}, \ldots, v_{n}\right\}\right]$. Recall that such an ordering can be computed in linear time [32]. For a set of vertices $X \subseteq V(G)$, we use $F(X)$ to denote the set of common neighbors of the vertices of $X$ that occur before the vertices of $X$ in the elimination ordering. Note that because $G$ is a $d$-degenerate graph, $F(X)=\emptyset$ if $|X|>d$. For an integer $i \geq 1, f_{i}(G)=\max \{|F(X)|: X \subseteq V(G)$ and $|X|=i\}$. Clearly, $f_{i}(G)=0$ if $i>d$.

For each $h=d, \ldots, 1$, we apply the following reduction rule starting with $h=d$. Whenever the rule deletes some vertices, we do not recompute the elimination ordering; instead, we use the induced ordering obtained from the original one by vertex deletions.

Reduction Rule 5.1. Set $d_{h}=d+f_{h+1}(G)$. For each $X \subseteq V(G)$ such that $|X|=h$, do the following:
(i) set $W_{0}=\emptyset$,
(ii) for $i=1, \ldots, \ell$ where $\ell=k d_{h}$, greedily select a maximum-size independent set $W_{i} \subseteq$ $F(X) \backslash\left(\bigcup_{j=0}^{i-1} W_{j}\right)$,
(iii) delete the vertices of $D=F(X) \backslash\left(\bigcup_{i=1}^{\ell} W_{i}\right)$ and restrict $\mathcal{M}$ to $V(G) \backslash D$.

It is easy to see that the rule can be applied in $n^{\mathcal{O}(d)}$ time. We show that the rule is safe, that is, it returns an equivalent instance of the problem.

- Claim 5.1. Reduction Rule 5.1 is safe.

Proof of Claim 5.1. Let $X \subseteq V(G)$ be of size $h$. Denote by $G^{\prime}$ the graph obtained from $G$ by applying steps (i)-(iii) for $X$ and let $\mathcal{M}$ be the restriction of $\mathcal{M}$ to $V(G) \backslash D$. We prove that $(G, \mathcal{M}, k)$ is a yes-instance of Independent Stable Set if and only if $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance. Clearly, this is sufficient for the proof of the claim. Since $G^{\prime}$ is an induced
subgraph of $G$, any solution to $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a solution to $(G, \mathcal{M}, k)$. Thus, if $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance then the same holds for $(G, \mathcal{M}, k)$. Hence, it remains to show that if $(G, \mathcal{M}, k)$ is a yes-instance then $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance as well.

We use the following axillary observation: for every $v \in V(G) \backslash X,\left|N_{G}(v) \cap F(X)\right| \leq$ $d_{h}$. To see this, consider $v \in V(G) \backslash X$, and denote by $L$ and $R$ the sets of vertices of $F(X)$ that are prior and after $v$, respectively, in the elimination ordering. By the definition of an elimination ordering, $\left|N_{G}(v) \cap R\right| \leq d$. For $N_{G}(v) \cap L$, we have that $N_{G}(v) \cap L \subseteq F(X \cup\{v\})$. Then $\left|N_{G}(v) \cap L\right| \leq|F(X \cup\{v\})| \leq f_{h+1}$. We conclude that $\left|N_{G}(v) \cap F(X)\right|=\left|N_{G}(v) \cap L\right|+\left|N_{G}(v) \cap R\right| \leq d+f_{h+1}=d_{h}$. This proves the observation.

Suppose that $G$ has a stable set $Y$ of size $k$ that is independent with respect to $\mathcal{M}$. Among all these sets, we select $Y$ such that $Y \cap D$ has the minimum size. We claim that $Y \cap D=\emptyset$. The proof is by contradiction and is similar to the proof of Theorem 4. Assume that there is $u \in Y \cap D$ and let $Z=Y \backslash\{u\}$. For each $i \in\{1, \ldots, \ell\}, u \in \mathrm{cl}\left(W_{i}\right)$ by the construction of $W_{i}$. Thus, $r\left(Z \cup W_{i}\right) \geq r(Y)$ and for each $i \in\{1, \ldots, \ell\}$, there is $w_{i} \in W_{i}$ such that $r\left(Z \cup\left\{w_{i}\right\}\right)=r(Y)=k$. Therefore, there are $\ell$ vertices $w_{1}, \ldots, w_{\ell} \in F(X) \backslash D$ such that for any $i \in\{1, \ldots, \ell\}, r\left(Z \cup\left\{w_{i}\right\}\right)=k$. Notice that $w_{i} \notin Z$ for all $i \in\{1, \ldots, \ell\}$ and $Y \cap X=\emptyset$ because $u$ is adjacent to every vertex of $X$. By the above observation, we have that $\left|N_{G}(Z) \cap F(X)\right| \leq(k-1) d_{h}$. Since $\ell=k d_{h}>(k-1) d_{h}$, there is $i \in\{1, \ldots, \ell\}$ such that $w_{i} \notin N_{G}(Z)$. Then $Y^{\prime}=Z \cup\left\{w_{i}\right\}$ is a stable set of $G$. Because $Y^{\prime}$ is independent with respect to $\mathcal{M}$ and $u \notin D$, this leads to a contradiction with the choice of $Y$. We conclude that there is a stable set $Y$ of $G$ of size $k$ that is independent with respect to $\mathcal{M}$ such that $Y \cap D=\emptyset$. This means that $Y$ is a solution to $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$, that is, $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ is a yes-instance of Independent Stable Set. This concludes the proof.

Denote by $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$ the instance of Independent Stable Set obtained after applying Reduction Rule 5.1. We prove that the maximum degree of $G^{\prime}$ is bounded.

- Claim 5.2. $\Delta\left(G^{\prime}\right) \leq d k^{2 d+1}$.

Proof of Claim 5.2. For $i \in\{1, \ldots, d\}$, denote by $G_{i}$ the graph obtained from $G$ by applying Reduction Rule 5.1 for $h=d, \ldots, i$. Note that $G^{\prime}=G_{1}$. Because $r(\mathcal{M})=k$, for each set $W_{j}$ selected in step (ii) of Reduction Rule 5.1, $\left|W_{j}\right| \leq k$. Therefore, $\left|\bigcup_{j=1}^{\ell} W_{j}\right| \leq k \ell=$ $k^{2} d_{h}$. Notice that for $h=d, f_{h+1}(G)=0$ and, therefore, $d_{h}=d$. This implies that $f_{d}\left(G_{d}\right) \leq k^{2} d$. For $i<d$, we have that $f_{i}\left(G_{i}\right) \leq k^{2} d_{i}=k^{2}\left(d+f_{i+1}\left(G_{i+1}\right)\right)$. Therefore, $f_{i}\left(G_{i}\right) \leq d \sum_{j=i}^{d} k^{2(j-i+1)}$ and, as $k \geq 2$,

$$
f_{1}\left(G^{\prime}\right) \leq f_{1}\left(G_{1}\right) \leq d \sum_{j=1}^{d} k^{2 j}=d \sum_{j=0}^{d} k^{2 j}-d=d \frac{k^{2(d+1)}-1}{k^{2}-1}-d \leq d k^{2 d+1}-d
$$

Therefore, each vertex $v$ of $G^{\prime}$ has at most $d k^{2 d+1}-d$ neighbors in $G^{\prime}$ that are prior $v$ in the elimination ordering. Because $v$ has at most $d$ neighbors that are after $v$ in the ordering, $d_{G^{\prime}}(v) \leq d k^{2 d+1}$. This concludes the proof.

Because the maximum degree of $G^{\prime}$ is bounded, we can apply Theorem 4. Applying the kernelization algorithm from this theorem to $\left(G^{\prime}, \mathcal{M}^{\prime}, k\right)$, we obtain a kernel with at most $d k^{2 d+3}$ vertices. This concludes the proof of the theorem.

In Theorem 5, we proved that Independent Stable Set admits a polynomial kernel on $d$-degenerate graphs when $d$ is a fixed constant. We complement this result by showing that it is unlikely that the problem has a polynomial kernel when parameterized by both $k$ and $d$.

- Theorem 6. Independent Stable Set on frameworks with d-degenerate graphs and partition matroids does not admit a polynomial kernel when parameterized by $k+d$ unless $\mathrm{NP} \subseteq$ coNP / poly .

Proof. We use the fact that Rainbow-Stable Set is a special case of Independent Stable Set and show that Rainbow-Stable Set does not admit a polynomial kernel when parameterized by $k+d$ unless NP $\subseteq$ coNP / poly where $k$ is the number of color classes.

We use cross-composition from Rainbow-Stable Set. We say that two instances $\left(G,\left\{V_{1}, \ldots, V_{k}\right\}\right)$ and $\left(G^{\prime},\left\{V_{1}^{\prime}, \ldots, V_{k^{\prime}}^{\prime}\right\}\right)$ are equivalent if $|V(G)|=\left|V\left(G^{\prime}\right)\right|$ and $k=k^{\prime}$. Consider $t$ equivalent instances $\left(G_{i},\left\{V_{1}^{i}, \ldots, V_{k}^{i}\right\}\right)$ of Rainbow-Stable Set for $i \in\{1, \ldots, t\}$ where each graph has $n$ vertices. We assume that $t=2^{p}$ for some $p \geq 1$. Otherwise, we add $2^{\lceil\log t\rceil}-t$ copies of $\left(G_{1},\left\{V_{1}^{1}, \ldots, V_{k}^{1}\right\}\right)$ to achieve the property for $p=\lceil\log t\rceil$; note that by this operation, we may add at most $t$ instances. Then we construct the instance ( $G,\left\{V_{1}, \ldots, V_{k+p}\right\}$ ) of Rainbow-Stable Set as follows.

- Construct the disjoint union of copies of $G_{1}, \ldots, G_{t}$.
- For each $i \in\{1, \ldots, p\}$,
- construct two adjacent vertices $u_{i}$ and $v_{i}$,
= for each $j \in\{1, \ldots, t\}$, consider the binary encoding of $j-1$ as a string $s$ with $p$ symbols and make all the vertices of $G_{j}$ adjacent to $u_{i}$ if $s[i]=0$ and make them adjacent to $v_{i}$, otherwise, for $i \in\{1, \ldots, p\}$.
- Define $k+p$ color classes $V_{i}=\bigcup_{j=1}^{t} V_{i}^{j}$ for $i \in\{1, \ldots, k\}$ and $V_{k+i}=\left\{u_{i}, v_{i}\right\}$ for $i \in\{1, \ldots, p\}$.

It is straightforward to see that the instance ( $G,\left\{V_{1}, \ldots, V_{k+p}\right\}$ ) of Rainbow-Stable Set can be constructed in polynomial time. We claim that ( $G,\left\{V_{1}, \ldots, V_{k+p}\right\}$ ) is a yes-instance of Rainbow-Stable Set if and only if there is $j \in\{1, \ldots, t\}$ such that $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

Suppose that $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance for some $j \in\{1, \ldots, t\}$. Then there is a stable set $X \subseteq V\left(G_{j}\right)$ of size $k$ such that $\left|X \cap V_{i}^{j}\right|=1$ for $i \in\{1, \ldots, k\}$. Let $s$ be the string with $p$ symbols that is the binary encoding of $j-1$. Consider the set $Y \subseteq \bigcup_{i=1}^{p}\left\{u_{i}, v_{i}\right\}$ such that for each $i \in\{1, \ldots, p\}, Y$ contains either $u_{i}$ or $v_{i}$, and $u_{i}$ is in $Y$ whenever $s[i]=1$. Observe that $Z=X \cup Y$ is a stable set of $G$ and it holds that $\left|Z \cap V_{h}\right|=1$ for each $h \in\{1, \ldots, p+k\}$. This means that $\left(G,\left\{V_{1}, \ldots, V_{k+p}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

For the opposite direction, assume that $\left(G,\left\{V_{1}, \ldots, V_{k+p}\right\}\right)$ is a yes-instance of RAInBowStable Set. Then there is a stable set $Z$ of $G$ of size $k^{\prime}=k+p$ such that $\left|Z \cap V_{h}\right|=1$ for each $h \in\{1, \ldots, p+k\}$. Let $Y=Z \cap\left(\bigcup_{i=1}^{p}\left\{u_{i}, v_{i}\right\}\right)$ and $X=Z \backslash Y$. By the construction of color classes and because $Y$ is a stable set, for each $i \in\{1, \ldots, p\}, Y$ contains either $u_{i}$ or $v_{i}$. Also, we have that $X \subseteq \bigcup_{j=1}^{t} V\left(G_{j}\right)$. Consider the binary string $s$ of length $p$ such that $s[i]=1$ if $u_{i} \in Y$ and $s[i]=0$, otherwise, for all $i \in\{1, \ldots, p\}$. Notice that the vertices of $G_{j}$ such that $s$ is the binary encoding of $j-1$ are not adjacent to the vertices of $Y$ and for every $j^{\prime} \in\{1, \ldots, t\}$ distinct from $j$, all the vertices of $G_{j^{\prime}}$ are adjacent to at least one vertex of $Y$. This implies that $X \subseteq V\left(G_{j}\right)$. Therefore, $X$ is a stable set of $G_{j}$ of size $k$ and $\left|X \cap V_{i}^{j}\right|=1$ for $i \in\{1, \ldots, k\}$, that is, $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

Notice that each vertex $v \in V\left(G_{j}\right)$ for $j \in\{1, \ldots, t\}$ is adjacent in $G$ to at most $n-1$ vertices of $G_{j}$ and $p$ vertices of $\bigcup_{i=1}^{p}\left\{u_{i}, v_{i}\right\}$. Therefore, the degeneracy of $G$ is at most $n+\log t$. Also, we have the number of color classes $k^{\prime}=k+p \leq n+\log t$. Then because RainbowStable Set is NP-complete and ( $G,\left\{V_{1}, \ldots, V_{k+p}\right\}$ ) is a yes-instance of Rainbow-Stable SET if and only if there is $j \in\{1, \ldots, t\}$ such that $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance of

Rainbow-Stable Set, the result of Bodlaender, Jansen, and Kratsch [5] implies that Rainbow-Stable Set does not admit a polynomial kernel unless NP $\subseteq$ coNP /poly when parameterized by the number of color classes $k$ and the degeneracy of the input graph. This concludes the proof.

## 5 Independent Stable Set on chordal graphs

For chordal graphs, we show that Independent Stable Set is FPT in the case of linear matroids when parameterized by $k$ by demonstrating a dynamic programming algorithm over tree decompositions exploiting representative sets $[28,31,15,27]$.

Let $\mathcal{M}=(V, \mathcal{I})$ be a matroid and let $\mathcal{S}$ be a family of subsets of $V$. For a positive integer $q$, a subfamily $\widehat{\mathcal{S}}$ is $q$-representative for $\mathcal{S}$ if the following holds: for every set $Y \subseteq V$ of size at most $q$, if there is a set $X \in \mathcal{S}$ disjoint from $Y$ with $X \cup Y \in \mathcal{I}$ then there is $\widehat{X} \in \widehat{\mathcal{S}}$ disjoint from $Y$ with $\widehat{X} \cup Y \in \mathcal{I}$. We write $\widehat{\mathcal{S}} \subseteq_{\text {rep }}^{q} \mathcal{S}$ to denote that $\widehat{\mathcal{S}} \subseteq \mathcal{S}$ is $q$-representative for $S$. We use the results of of Fomin et al. [15] to compute representative families for linear matroids. A family of sets $\mathcal{S}$ is said to be a $p$-family for an integer $p \geq 0$ if $|S|=p$ for every $S \in \mathcal{S}$, and we use $\|A\|$ to denote the bit-length of the encoding of a matrix $A$.

- Proposition 7 ([15, Theorem 3.8]). Let $M=(V, \mathcal{I})$ be a linear matroid and let $\mathcal{S}=$ $\left\{S_{1}, \ldots, S_{t}\right\}$ be a p-family of independent sets. Then there exists $\widehat{\mathcal{S}} \subseteq_{\text {rep }}^{q} \mathcal{S}$ of size at most $\binom{p+q}{p}$. Furthermore, given a representation $A$ of $M$ over a field $\mathbb{F}$, there is a randomized Monte Carlo algorithm computing $\widehat{\mathcal{S}} \subseteq_{r e p}^{q} \mathcal{S}$ of size at most $\binom{p+q}{p}$ in $\mathcal{O}\left(\binom{p+q}{p} t p^{\omega}+t\binom{p+q}{q}^{\omega-1}\right)+$ $\|A\|^{\mathcal{O}(1)}$ operations over $\mathbb{F}$, where $\omega$ is the exponent of matrix multiplication. ${ }^{1}$

The following theorem is proved by the bottom-up dynamic programming over a nice tree decomposition where representative sets are used to store partial solutions. Due to space constraints, the proof is omitted in this extended abstract and can be found in the full version [14].

- Theorem 8. Independent Stable Set can be solved in $2^{\mathcal{O}(k)} \cdot\|A\|^{\mathcal{O}(1)}$ time by a onesided error Monte Carlo algorithm with false negatives on frameworks with chordal graphs and linear matroids given by their representations $A$.

The algorithm in Theorem 8 is randomized because it uses the algorithm from Proposition 7 to compute representative sets. For some linear matroids, the algorithm can be derandomized using the deterministic construction of representative sets given by Lokshtanov et al. [27]. In particular, this can be done for linear matroids over any finite field and the field of rational numbers.

We complement Theorem 8 by proving that it is unlikely that Independent Stable SET admits a polynomial kernel when parameterized by $k$ in the case of chordal graphs.

- Theorem 9. Independent Stable Set on frameworks with chordal graphs and partition matroids does not admit a polynomial kernel when parameterized by $k$ unless NP $\subseteq$ coNP / poly.

Proof. In the same way as in the proof of Theorem 6, we prove that Rainbow-Stable SET does not admit a polynomial kernel when parameterized by $k$ on chordal graphs unless $\mathrm{NP} \subseteq$ coNP / poly where $k$ is the number of color classes.

[^0]We construct a cross-composition from Rainbow-Stable Set. Again, we say that two instances $\left(G,\left\{V_{1}, \ldots, V_{k}\right\}\right)$ and $\left(G^{\prime},\left\{V_{1}^{\prime}, \ldots, V_{k^{\prime}}^{\prime}\right\}\right)$ are equivalent if $|V(G)|=\left|V\left(G^{\prime}\right)\right|$ and $k=k^{\prime}$. Consider $t$ equivalent instances $\left(G_{i},\left\{V_{1}^{i}, \ldots, V_{k}^{i}\right\}\right)$ of Rainbow-Stable Set for $i \in\{1, \ldots, t\}$ where each graph is chordal and has $n$ vertices. Then we construct the instance ( $G,\left\{V_{0}, V_{1}, \ldots, V_{k}\right\}$ ) of Rainbow-Stable Set as follows.

- Construct the disjoint union of copies of $G_{1}, \ldots, G_{t}$.
- Construct a clique $K$ with $t$ vertices $v_{1}, \ldots, v_{t}$.
- For each $j \in\{1, \ldots, t\}$, make $v_{j}$ adjacent to all the vertices of every $G_{i}$ for $i \in\{1, \ldots, t\}$ that is distinct from $j$.
- Define $k+1$ color classes $V_{0}=K$ and $V_{i}=\bigcup_{j=1}^{t} V_{i}^{j}$ for $i \in\{1, \ldots, k\}$.

It is straightforward to see that $G$ is chordal and the instance $\left(G,\left\{V_{0}, V_{1}, \ldots, V_{k}\right\}\right)$ of Rainbow-Stable Set can be constructed in polynomial time. We claim that $\left(G,\left\{V_{0}, V_{1}, \ldots, V_{k}\right\}\right)$ is a yes-instance of Rainbow-Stable SEt if and only if there is $j \in\{1, \ldots, t\}$ such that $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

Suppose that $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance for some $j \in\{1, \ldots, t\}$. Then there is a stable set $X \subseteq V\left(G_{j}\right)$ of size $k$ such that $\left|X \cap V_{i}^{j}\right|=1$ for $i \in\{1, \ldots, k\}$. By the construction of $G$, the vertex $v_{j} \in K$ is not adjacent to any vertex of $G_{j}$. Thus, $Y=X \cup\left\{v_{j}\right\}$ is stable set of $G$ such that $\left|Y \cap V_{i}\right|=1$ for each $i \in\{0, \ldots, k\}$. Therefore, $\left(G,\left\{V_{0}, V_{1}, \ldots, V_{k}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

For the opposite direction, assume that $\left(G,\left\{V_{0}, V_{1}, \ldots, V_{k}\right\}\right)$ is a yes-instance of RAinbowStable Set. Then there is a stable set $Y$ of $G$ of size $k+1$ such that $\left|Y \cap V_{i}\right|=1$ for each $i \in\{0, \ldots, k\}$. In particular, $\left|Y \cap V_{0}\right|=1$. Then there is $j \in\{1, \ldots, t\}$ such that $v_{j} \in Y$. By the construction of $G$, we have that $X=Y \backslash\left\{v_{j}\right\} \subseteq V\left(G_{j}\right)$. Then $\left|X \cap V_{i}^{j}\right|=1$ for each $i \in\{1, \ldots, k\}$, that is, $\left(G_{j},\left\{V_{1}^{j}, \ldots, V_{k}^{j}\right\}\right)$ is a yes-instance of Rainbow-Stable Set.

Le and Pfender in [26] proved that Rainbow Matching remains NP-complete on paths. This implies that Rainbow-Stable Set is also NP-complete on paths, and hence on chordal graphs. Because the number of color classes is $k+1 \leq n+1$ and Rainbow-Stable Set is NP-complete on chordal graphs, we can apply the result of Bodlaender, Jansen, and Kratsch [5]. This concludes the proof.

## 6 Conclusion

In this paper, we investigated the parameterized complexity of the Independent Stable Set problem for various classes of graphs where the classical Stable Set problem is tractable. We derived kernelization results and FPT algorithms, complemented by complexity lower bounds. We believe exploring Independent Stable Set on other natural graph classes with similar properties would be interesting. For instance, Stable Set is solvable in polynomial time on claw-free graphs [33] and AT-free graphs [8]. While our unconditional lower bound from Theorem 2 applies to these classes, it does not rule out the possibility of FPT algorithms for frameworks with linear matroids. A similar question arises regarding graphs with a polynomial number of minimal separators $[6,7]$.
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[^0]:    1 The currently best value is $\omega \approx 2.3728596$ [4].

