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—— Abstract

A filter is a widely used data structure for storing an approximation of a given set S of elements
from some universe U (a countable set). It represents a superset S’ D S that is “close to S” in the
sense that for x € S, the probability that € S’ is bounded by some £ > 0. The advantage of using
a Bloom filter, when some false positives are acceptable, is that the space usage becomes smaller
than what is required to store S exactly.

Though filters are well-understood from a worst-case perspective, it is clear that state-of-the-art
constructions may not be close to optimal for particular distributions of data and queries. Suppose,
for instance, that some elements are in S with probability close to 1. Then it would make sense
to always include them in S’, saving space by not having to represent these elements in the filter.
Questions like this have been raised in the context of Weighted Bloom filters (Bruck, Gao and Jiang,
ISIT 2006) and Bloom filter implementations that make use of access to learned components (Vaidya,
Knorr, Mitzenmacher, and Krask, ICLR 2021).

In this paper, we present a lower bound for the expected space that such a filter requires. We
also show that the lower bound is asymptotically tight by exhibiting a filter construction that
executes queries and insertions in worst-case constant time, and has a false positive rate at most ¢
with high probability over input sets drawn from a product distribution. We also present a Bloom
filter alternative, which we call the Daisy Bloom filter, that executes operations faster and uses
significantly less space than the standard Bloom filter.
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1 Introduction

This paper shows asymptotically matching upper and lower bounds for the space of an
optimal (Bloom) filter when the input and queries come from specific distributions. For a
set S of keys (the input set), a filter on S with parameter € € (0, 1) is a data structure that
answers membership queries of the form “is x in S?” with a one-sided error: if x € .S, then the
filter always answers YES, otherwise it makes a mistake (i.e., a false positive) with probability
at most €. The Bloom filter [9] is the most widely known such filter, although more efficient
constructions are known [2,3,5,6,20,25,34,41,42,45]. Filters are also intimately related to
dictionaries (or hash tables), the latter of which always answer membership queries exactly.

When errors can be tolerated, (Bloom) filters are much better than dictionaries at
encoding the input set: they require ©(nlog(1/¢)) bits to represent a set of size n, versus
the > nlog(u/n) bits that a dictionary would require (here, u is the size of the universe). As
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such, filters are often used in conjunction with dictionaries to speed up negative queries. In
particular, filters are often stored in a fast but small memory and are used to “filter out” a
majority of negative queries to a dictionary (which might reside in big but slow memory).
Because of this, they have proved to be extremely popular in practice and research on them
continues to this day, both in the direction of practical implementations [19,24,44] and on
the theoretical front [4,5,34]. For instance, recent advances in filter design have included
making them dynamic, resizeable and lowering the overall space that they require.

The filter encoding. In this paper, we ask ourselves what should optimal filters look like
when they encode sets that come from a specific distribution. While this question has been
resolved for exact encodings (i.e., entropy), no similar concepts are known for filter encodings.
Indeed, considering input distributions raises several technical questions. For instance, it is
not even clear how to define the concept of approximate membership with respect to a set
drawn from a distribution. Should we assume that the input set is given to us in full before
we build our filter and allocate memory? Moreover, we would like to obtain designs that are
never worse than filters with no knowledge of the input distribution, both in space allocated
and time required to perform every operation. Should we then require that the false positive
guarantee hold for every possible input set or just on average over the input distribution?

We also study optimality when additionally, we have access to a distribution over queries.
This is especially important for applications in which the performance of the filter is measured
over a sequence of queries, rather than for each query separately [11,26]. At the extreme end
of this one can consider adversarial settings, in which an adversary forces the filter to incur
many false positives (which can cause a delay in the system by forcing the filter to repeatedly
access the slow dictionary). In these settings, defining what it means for the filter to behave
efficiently can be a challenge and several definitions have been considered [2,38-40]. For us,
the challenge is to use the query distribution to obtain gains, while making sure that the
filter does not on average exhibit more false positives than usual. This is natural when each
false positive has the same cost, independent of the query element.

To this end, we consider a natural generative model of input sets and queries. Specifically,
we let P and Q denote two distributions over the universe U of keys and let p, (and g,
respectively) denote the probability that a specific key « € U is sampled from P (and Q,
respectively). The input set S is generated by n independent draws (with replacement) from
P and we let P,, denote this product distribution.!

We then define approximate membership for a fixed set S to mean that the average
false positive probability over Q is at most €. Specifically, let F denote the filter and let
F(S,z) € {YES,NO} denote the answer that F returns when queried on an element = € U,
after having been given S C U as input. Then we propose the following definition:

» Definition 1. For any € with 0 < & < 1, we say that F is a (Q,e)-filter for S if it satisfies
the following conditions:

1. No false negatives: For all z € S, we have that Pr [F(S,z) = YES| = 1.

2. Bounded false positive rate:
> ¢ Pr[F(S,z)=YES <¢

zelU\S

1 We do not consider multiplicities although our design can be made to handle them by using techniques
from counting filters [6,10,41,43].
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We note a detail in the above definition that has important technical consequences and
that is, the false positive rate is not computed with respect to the input distribution (i.e.,
the probability of a false positive only depends on the internal randomness of the filter and
not the random process of drawing the input set). As a consequence, we can argue about

filter designs that work over all input sets except some that occur very rarely under P,.

This is stronger than saying that F works only on average over P,. Moreover, we also want
designs that do not require knowing the specific realization of the input set in advance. Our
dependency on P,, shows up in the space requirements of the filter.

Access to P and Q. For simplicity, we consider filter designs that have oracle access to
P and Q: upon seeing a key z, we also get p, and g,. We assume that this is done in
constant time and do not account for the size of the oracle when we bound the size of the
filter. Critics of this model have argued that assuming oracle access to a distribution over
the universe is too strong of an assumption. Indeed, this is a valid concern, since we are
talking about a data structure that is meant to save space over a dictionary. We try to

alleviate this concern in several ways. On one hand, our construction can tolerate mistakes.

In particular, our designs are robust even if we have a constant factor approximation for p,.
and ¢, in the sense in which the space increases only by O(n) bits and the time to perform
each operation by an added constant. The assumption of access to such approximate oracles
is standard [13,23] and can be based on samples of historical information, on frequency
estimators such as Count-Min [17] or Count-Sketch [16], or on machine learning models (see
for instance, the neural-net based frequency predictor of Hsu et al. [32]). This view is indeed
part of an emerging body of work on algorithms with predictions, to which the data structure
perspective is just beginning to contribute [14,18,27-30, 36,37, 48].

On the other hand, empirical studies have shown that significant gains are possible even

when using off-the-shelf, “simplistic” learned components such as random forest classifiers.

In particular, the Partitioned Learned Bloom Filter [48] and the Adaptive Learned Bloom
Filter [18] consider settings in which the size of the learned component is comparable to the
size of the filter itself (rather than proportional to the size of the universe), and compare the
traditional Bloom filter design [9] with a learned design whose space includes the random
forest classifier. In one experiment with a universe of ~ 138,000 keys and a classifier of
136Kb, [18] show that, within the range 150-300Kb, there is a 98% decrease in false positive
rate compared to the original Bloom filter. This continues to hold for larger universe (=
450, 000 keys) with total allocated space between 200Kb and 1000Kb. A discussion of how our

current (theoretical) design compares to the ones in [18] and [48] can be found in Section 1.2.

Finally, strictly speaking, our designs do not necessarily rely on knowing p, and ¢, for
every element inserted or queried. As we will see in the next section, our designs depend
rather on knowing which subset of the universe a key x belongs to. This corresponds to
a partitioning of the universe that mainly depends on the ratio ¢,/p,, rather than the
individual values of p, and ¢, (with the exception of values of p, and ¢, that are very small,
e.g., smaller than 1/n). This can conceivably lead to even smaller oracles that just output
the partition to which an element belongs. We also do not need to query the entire universe
in order to set the internal parameters of the filter, in contrast to [18,48].

Weighted Bloom filters. The design that we propose starts by gathering information about
the input and query distributions, using polylog(n) samples.? This information is used to
estimate the internal parameters of the filter which are then used to allocate space for the
filter and implement the query and insert operations. Thus, the most important aspect of
our design is in setting the aforementioned internal parameters.

2 Elements that are inserted in the set during that time can be stored in a small dictionary that only
requires polylog(n) bits, see Section 4.3.
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As a baseline for comparison, we can consider the classic Bloom filter design which
allocates an array of & 1.44 - nlog(1/e) bits and hashes every key to log(1/e) locations in the
array. Upon insertion, the corresponding bits are set to 1 and a query returns a YES if and
only if all locations are set to 1. The more locations we hash into, the lower the probability
that we make a mistake. Thus, a natural approach for our problem would be to vary the
number of hashed locations of x based on p, and ¢,. Indeed, this is the question investigated
by Bruck, Gao and Jiang [12] in their Weighted Bloom filter design. More precisely, let k.
denote the number of locations that key z is hashed to. Then [12] investigates the optimal
choice of the parameters k, that limits the false positive rate in expectation over both the
input and the query distribution. Their approach follows the original Bloom filter analysis
and casts the problem as an unconstrained optimization problem in which &, is allowed to
be any real number (including negative). For more details, we refer the reader to Section 1.2
This formulation and the fact that their false positive rate is taken as an average over P,
leads to situations in which k, can be made arbitrarily large and, with high probability, the
filter is filled with 1s and has a high false positive probability (for instance, when a key is
queried very rarely). To avoid such situations, as we shall see next, optimal choices for k,
exhibit some rather counter-intuitive trade-offs between p, and ¢,.

1.1 Our Contributions

We start by discussing near-optimal choices for k, for a Weighted Bloom filter that is a
(Q, e)-filter for sets drawn from P,,. While this filter is not the most efficient of the filters we
construct, reasoning through it helps us present our parametrizations and addresses the fact
that Bloom filters remain well-liked in practice [35]. Specifically, we define k, as follows:?

0 ifor p, >1/nor g, <ep, ,
s )log(l/e - qu/pe) if epe < qp < min{p,,e/n},
ko 2
log(l/e) if qz > Px and Pz < 5/” 5

log(1/(nps)) if g >e/nand e/n <p, <1/n.

The first case covers the situation in which z is very likely to be included in the set or
is queried very rarely (relative to p,). Intuitively, it makes sense in these cases to always
say YES when queried. Thus, we set k, = 0 and store no information about these keys.
Conversely, the third case considers the case in which x is queried so often (relative to p,)
that we need to explicitly keep the false positive probability below e, which is achieved by
setting k, = log(1/e). This is the largest number of hash functions we employ for any key, so
in this sense, we are never worse than the classical Bloom filter. The second case interpolates
smoothly between the first and third cases for elements that are rarely (but not very rarely)
queried (compared to how likely they are to be inserted). Finally, the fourth case interpolates
between the first and third case for elements that are not too rarely queried, in which case the
precise query probability does not matter. See Figure 1 for a visualization of these regimes.

To further make sense of these regimes, we consider the case of uniform queries, i.e.,
¢z = 1/u, and assume that € > n/u, a standard assumption in filter design (otherwise,
the filter would essentially have to answer correctly on all queries and the lower bound of
nlogy(1/e) —O(1) would not hold [15,20]). Then in the two extremes, we would set k, = 0 for
elements with p, > 1/(ue) (first case) and k, = log(1/e) when p, < 1/u (third case). Keys

3 Throughout the paper, we employ logz to denote log, « and Inx to denote log, x.
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Figure 1 A schematic visualization of the different regimes for k.

with p, between the two cases would exhibit the smooth interpolation k, = log(1/(ue)-1/ps),
corresponding to the intuition that the more likely an element is to be inserted, the less
information we should store about it (i.e., smaller k).

The lower bound. Given the above parameters, we then define the quantity

LB(Pn. Q.6) £ > poka

zeU

and show that, perhaps surprisingly, it gives a lower bound for the expected space that any
(Q, e)-filter requires when the input set is drawn from P,,:

» Theorem 2 (Lower bound - simplified). Let A be an algorithm and assume that for any
input set S CU with |S| < n, A(S) is a (Q,e)-filter for S. Then the expected size of A(S)
must satisfy

Ep, a[lA(S)|] > LB(Py, Q,e) — 1 —6n,
where S is sampled with respect to P,, and the queries are sampled with respect to Q.

Previous approaches for filter lower bounds show that there exists a set S C U of size n
for which the filter needs to use nlogy(1/¢) — O(1) bits [15,20]. This type of lower bound is
still true in our model but it does not necessarily say anything meaningful, since the bad
set S could be sampled in P, with a negligible probability. Indeed, if we were to ignore the
input distribution, then we would not be able to beat the worst input distribution and, in
particular, we would need to use at least supp LB(P,,, Q,¢) = LB(Q,,, Q,¢) = nlog(1/e) bits
in expectation, where Q,, denotes a distribution over n independent draws from Q.

In our model, it is therefore more natural to lower bound the expected size of the filter
over the randomness of the input set. Finally, we remark that the full lower bound we prove is
slightly stronger in that it holds for all but an unlikely collection of possible input sets, i.e. we
only require that A(S) is a (Q, e)-filter for S € T where 7 C P(U) and Prp, [S ¢ T| < loéu
(see Theorem 6).

9:5
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The space-efficient filter. We also show a filter design that asymptotically matches our
space lower bound and executes operations in constant time in the worst case:

» Theorem 3 (Space-efficient filter — simplified). Given 0 < e < 1, there is a (Q, €)-filter with
the following guarantees:
it is a (Q,¢)-filter with high probability over sets drawn from Py, if Y, 1y P2z < /1,
queries and insertions take constant time in the worst case,
the space it requires is (1 4 0, (1)) - LB(Pp, Q,€) + O(n) bits.

The construction uses the &, values from above in conjunction with the fingerprinting
technique of Carter et al. [15] to obtain results that are comparable to state-of-the-art
(classic) filter implementations that execute all operations (queries and insertions) in worst
case constant time, and are space efficient, in the sense in which they require (1 + 0,(1)) -
nlog(1/e) + O(n) bits [1,4-6]. The condition that > _, p.q. < €/n can be seen as a
generalization of the standard filter assumption that € > n/u.

The Daisy Bloom filter. For completeness, we also present our variant of the Weighted
Bloom filter, which we call the Daisy Bloom filter:*

» Theorem 4 (Daisy Bloom filter — simplified). Given 0 < e < 1, the Daisy Bloom filter has
the following guarantees:
it is a (Q,¢)-filter with high probability over sets drawn from P, if Y, c1y PGz < /M,
queries and insertions take at most [logy(1/€)] time in the worst case,
the space it requires is log(e) - LB(Py, Q,€) + O(n) bits.

In contrast to the weighted Bloom filters of Bruck et al. [12], the Daisy Bloom filter
executes operations in time that is at most [log,(1/¢)] in the worst case (versus arbitrarily
large) and achieves a false positive rate of at most e with high probability over the input
set (and not just on average). We also depart in our analysis from their unconstrained
optimization approach (to setting k, ) and instead use Bernstein’s inequality to argue that,
if the length of the array is set to log(e) - LB(P,, Q, ) + O(n) bits, then whp, at most half of
the entries in the array will be set to 1 (see Section 5 for more details).

1.2 Related Work

Filters have been studied extensively in the literature [2, 5,6, 15, 20, 34, 41, 42, 45], with
Bloom filters perhaps the most widely employed variants in practice [35]. Learning-based
approaches to classic algorithm design have recently attracted a great deal of attention, see
e.g. [21,31-33,46]. For a comprehensive survey on learned data structures, we refer the
reader to Ferragina and Vinciguerra [29].

Weighted Bloom Filters

Given information about the probability of inserting and querying each element, Bruck, Gao
and Jiang [12] set out to find an optimal choice of the parameters k, that limit the false
positive rate (in expectation over both the input and the query distribution). The approach

4 The daisy is one of our favorite flowers, especially when in full bloom, and is also a subsequence of
“dynamic strechy” which describes the key properties of our data structure. It is also the nickname
of the Danish queen, whose residence is not far from the place where this work was conceived. Daisy
Bloom filters are not related to any celebrities.
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is to solve an unconstrained optimization problem where the variables k, can be any real
number. In a post-processing step each k, is rounded to the nearest non-negative integer.
Unfortunately, this process does not lead to an optimal choice of parameters, and in fact,
does not guarantee a non-trivial false positive rate. The issue is that the solution to the
unconstrained problem may have many negative values of k;, so even though the weighted
sum ) pzk, is bounded, the post-processed sum ) p, max(k;,0) can be arbitrarily large.
In particular, this is the case if at least one element is queried very rarely. This means that
the weighted Bloom filter may consist only of 1s with high probability, resulting in a false
positive probability of 1.

The above issue was noted by Wang, Ji, Dang, Zheng and Zhao [49] who attempt to
correct the values for k;, but their analysis still suffers from the same, more fundamental,
problem: the existence of a very rare query element drives the false positive rate to 1. Wang
et al. [49] also show an information-theoretical “approximate lower bound” on the number
of bits needed for a weighted Bloom filter with given distributions P and Q. The sense in
which the lower bound is approximate is not made precise, and the lower bound is certainly
not tight (for example, it can be negative).

Partitioned Learned Bloom Filters

There are several learned Bloom filter designs that assume that the filter has access to a
learned model of the input set [18,33,37,48]. The model is given a fixed input set S and a
representative sample of elements in U \ S ( the query distribution is not specified). Given a
query element x, the model returns a score s(x) € [0, 1], which can be intuitively thought
of as the model’s belief that x € S. Based on this score, Vaidya, Knorr, Mitzenmacher and
Kraska [48] choose a fixed number of k thresholds, partition the elements according to these
thresholds, and build separate Bloom filters for each set of the partition. For fixed threshold
values, they then formulate the optimization problem of setting the false positive rates f;
such that the total space of the data structure is minimized and the overall false positive
rate is at most a given F.

As noted by Ferragina and Vinciguerra [29], a significant drawback in these constructions
is that the guarantees they provide depend significantly on the query set given as input to
the machine learning component and in particular, the set being representative for the whole
query distribution. We avoid this issue by making the dependencies on ¢, explicit and by
bounding the average false positive probability even when just one element is queried. In
addition, our data structure does not need to know the set S in advance (and hence, training
can be done just once, in a pre-processing phase), employs only one data structure, and our
guarantees are robust to approximate values for p, and q,.

1.3 Paper Organization

After some preliminaries, Section 3 shows our lower bound on the space usage. In Section 4,
we discuss a space-efficient filter with constant time worst-case operations. Finally, Section 5
presents the analysis of the Daisy Bloom filter.

2 Preliminaries

For clarity, throughout the paper, we will distinguish between probabilities over the random-
ness of the input set, denoted by Prp, [-], and probabilities over the internal randomness of
the filter, denoted by Pra4 []. Joint probabilities are denoted by Prp, 4 [-]. For the analysis,
it will also make sense to partition the universe I into the following 5 parts:

9:7
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U = {zeld|q <ep.},

U 2{xecU|q, >ep, and p, > 1/n} ,

Uy 2 {z €U | epy < go < min{ps,e/n}} ,

Us 2 {z €U | gy >py and e/n > p,}

U E{z €U | g >e/nand e/n <p, <1/n} .

The high probability guarantees we obtain increase with LB(P,, Q,¢). Therefore, such
bounds are meaningful for distributions in which the optimal size LB(P,,, Q, ) of a filter is
not too small. Similarly, we can assume that the size of the universe is polynomial in n, and
so log(1/e) = O(logn) in the standard case in which € > n/ |U|. Therefore, while in general
LB(P,, Q,¢) can be much smaller than nlog,(1/¢), we do require some mild dependency on
n for the high probability bounds to be meaningful. Finally, we recall the following classic
result in data compression:

» Theorem 5 (Kraft's inequality [47]). For any instantaneous code (prefiz code) over an
alphabet of size D, the codeword lengths {1, 0a, . .., Ly must satisfy the inequality

ZD%‘SL

Conversely, given a set of codeword lengths that satisfy this inequality, there exists an
instantaneous code with these word lengths.

3 The Lower Bound

The goal of this section is to prove the lower bound from Theorem 2. As discussed, we prove
a slightly stronger statement where we allow our algorithm to not produce a (Q, ¢)-filter for
some input sets as long as the probability of sampling them is low. Formally, we show that:

» Theorem 6. Let 7 C P(U) be given such that Prp, [S & T| < -1-. If A is an algorithm

log

such that for all S € T, A(S) is a (Q,¢)-filter for S. Then the expected size of A(S) must
satisfy

Ep, 4 [lA(S)]] = LB(Pn, Q) — 1 —6n,
where S is sampled with respect to Py,.

Proof. Each instance Z of the data structure corresponds to a subset Uz C U on which the
data structure answers YES. We denote the number of bits needed by such an instance by
|Z|. For any set S € T, we have that Z = A(S) satisfies that S C Uz and

Ea| > a|<e.

r€UL\S

The goal is to prove that

I ¢ 1 1
Ep, allA(S)] = n- (Z Pz log <E : ) +> pzlog — + > pzlogn> ~1-6n.
xEU> Pz TEU3 TE€U P
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We will lower bound Ep, 4 [|A(S)|] by using it to encode an ordered sequence of n
elements drawn according to P,,. Specifically, for any ordered sequence of n elements S € U™,
we let S C U be the set of distinct elements and let Z = A(S) as above. We first note that
to encode S ~ P, in expectation, we need at least the entropy number of bits, i.e.,

1
anxlog; . (1)

reU

Now our encoding using Z will depend on whether S € T or not. First, we will use 1 bit
to describe whether S € 7T or not. For ()i}, € 5’, we will denote b; to be the number
bits to encode x;. If S & T then for all ¢ € [n] we encode z; using b; = [log(1/p,,)] bits. If
S € T then for all i € [n] we encode z; depending on which subset if U it belongs to:

1. If 2; € Uy UU,, we encode z; using b; = [log(4/p,,)] bits.

2. If x; € Uy, we encode x; using b; = {log (421’62’1'%%)—‘ bits.

Zyeuzmu3 Py

bits.
Pa,

3. If z; € U3, we encode z; using b; = {log (4

4. If x; € Uy, we encode x; using b; = [log (4 Uz NUy|)] bits.
It is clear from the construction that we satisfy the requirement for Theorem 5 thus there
exists such an encoding. Now we will bound the expectation of the size of this encoding:

Ep,a |[AS)+1+ Y bi| =Ep, allAS)|+1+Ep, 4| > b

i€[n] i€[n]

We will write Ep, 4 |Sicqu bi] = Ep,.a [[S € T] Sicpn 1| +Epoa [[S € T Sicpu bi) and
bound each term separately.

We start by bounding Ep 4 {[S Z T iem) bl}.

Ep,a [[SET]Y bi| =Ep, |[SET] D [log(1/ps,)]

i€[n] i€[n]

<Prp, [SETIn+Ep, |[S¢Tllog | [] 1/p.,

1€[n]

< Prp, [S ¢ T]log (W) '

Putting this together with the fact that Prp [S & T] < @, we get that,

Ep,a |[SET]Y bi| <2n.

i€[n]

9:9
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Now we bound Ep, 4 [[s €T et bl-] = Y icpu Ep,a [ € TIbi]. We will bound
Ep, 4[[S € T]b;] depending on which subset of ¢/ that x; belongs to.

If ©; € Uy U, then we have that Ep, 4 [[S € T]b;] < [log(4/ps,)] < 3+ log(1/py,)-

If z; € Uy, define Z5 = Uz NU. Then

Ep, 4[[S€T]bi]| <3+Ep, 4 {[S € T]log (Zezqﬂ .

We know that 3 g, gy < € since g, < ¢/n for all y € Us and S| < n. We also know that
EA |:ZJJEZ2\S qx] < e for S € T. Now using Jensen’s inequality we get that

Ep, A {[5 € T]log (quﬂ =Ep, {[S €TIEa [10% <Zqzq>”

Ea |:21/EZ2 qy}

<Ep, |[S € T]log .

-

<E [[Seﬂlog( )}§1+Em[log(qj

If x; € U3, define Z3 = Uz NU3. Then

Ep, (18 € 710 <3+ Ep,.a [15 € T)log (22|

Ty

We know that 3° gy Py < € since py < e/n for all y € Us and |S| < n. We also know that
EA |:ZZGZ3\S pm} <Eu [Zng\s qz} < e for S € T. Using Jensen’s inequality we get that,

Ep, A {[S € T]log (Zzpﬂ = {[S €TIEA [log <Zzp>”
Ea {Zye% py}

<Ep, |[S € T]log — .

<Ep, {[S € Tllog (%)} <1+Ep, [log (p%)] .

If x; € Uy, define Z, = Uz NU4. Then Ep,.a [[S S 7_] bz] <3+Ep, 4 HS S 7—] 10g(|Z4D)].
We know that |Z4| = |Z4 N S|+ [Z4\ S| <n+ 23, cz,\5 % since g, > e/n for all y € Uy
and |S| < n. Using Jensen’s inequality we get that, for Z) = Z, \ S:

Ep,.a |[S€Tllog | n+ = qu —Ep, |[S€T]EA |log|[n+2 qu
acEZ’ L acEZ’

<Ep, |[S€T]|log | Ea [n+ = qu
zEZ’

< Ep, [[S € T]log (2n)] <1+ log(n) .
Combining it all we get an encoding that in expectation uses at most

Ep, 4 [|A(S)|] + 1+ 6n+
Z Pz 10g l/p:c Z D, log 5/%0 Z Dz 1Og(€/pw) =+ Z Pz logn .

a:E(UDUUl) zEU2 zEU3 rEUy
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bits to encode S. Comparing this with Equation (1) we get that,

1 g, 1 1
Ep, al[A(S)] = n- <melog(€-px)+ Y pelog=+ > p )—1—6n.

n
€U rEU3 rEUs Pz

This proves the claim. |

4 Space-Efficient Filter

In this section, we show how one can use the k, values proposed to design a space-efficient
O-filter with worst-case constant time operations. Formally, we show that:

» Theorem 7. Assume that P, and Q satisfy nzxeu DzGr < €. Then there exists a filter
with the following guarantees:
there exists T C P(U) where a set S € T with high probability over the randomness of
P, such that the filter is a (Q,¢€)-filter for any S € T,
the filter uses (1 + 0,(1)) - LB(Pp, Q,€) + O(n) bits,
the filter executes queries and insertions in worst case constant time and,
the filter does not fail with high probability over its internal randomness.

4.1 Construction

For j € {1,...,[log(1/¢)]}, we let U\ & {x € U | [k, ] = j} denote the set of elements that
hash to j locations in the Daisy Bloom filter and P; = > wcuth Pz denote the probability
that we select an element from &) in one sample from P. Then n; Lp. P; denotes the
average number of elements from &) that we expect to see in the input set. We distinguish
between the sets {L{ (j)} depending on their corresponding n;. Specifically, we say that U/ ()
is a rare class if n; < n/log®n, for some constant ¢ > 2, and otherwise we say that U9 is a
frequent class. We further define U,. C U to be the set of all elements that are in a rare class,
i.e., UY) C U if and only if U9 is a rare class.

Now let F(e,n) be a (standard) filter implementation for at most n elements with false
positive probability at most e. We focus on implementations that execute all operations
(queries and insertions) in worst-case constant time, and are space efficient: they require
(14 0,(1)) - nlog(1/e) + O(n) bits [1,4-6]. We employ [log(1/e)] + 1 instantiations of F,
which we denote by Fi, ..., Fliog(1/e)] and F,.. They are parametrized as follows: for j €

{1,..., [log(1/¢)7}, we further define N; £ (1+1/logn)-n; and instantiate F; = F(277, N;).

We instantiate F, as F, = F(F, N,.), where N, £ ©(n/log® ' n).

Operations. We distinguish between elements that are in a frequent class and elements that
are in a rare class. If an element is in a frequent class &), then operations are forwarded to
the corresponding filter F;. Otherwise, the operation is forwarded to J,.. Since all the filters
we employ perform operations in constant time in the worst case, the same holds for our

construction®.
5 We note here that it is possible to combine the filters Fi, . .. s Fllog(1/¢)] into one single data structure.
One could use, for example, the balls-into-bins implementation in [E)f7 where elements are randomly

assigned to one of n/O(logn/(log(1/e))) buckets and the buckets explicitly store random strings of
length log(1/¢) associated with the elements that hash into them. Combining Fi, ..., Fliog(1/¢)] would
then entail “superimposing” their buckets.

9:11
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Space. We now bound the total number of bits that Fi,. .., Fliog(1/¢)] and F,. require:
» Lemma 8. The above filter requires (1 + 0,(1)) - LB(Py, Q,€) + O(n) bits.

Proof. Recall that Fi,..., Fiog(1/e)] and F,. are instantiations of a filter F which requires
(14 f(n))-nlog(1/e)+O(n) bits for a set of n elements and false positive probability ¢, where
the function f(n) satisfies f(n) = 0,(1) [1,4-6]. For simplicity, we choose the implementation
in [5], where f(n) = ©(loglogn/+/logn). Consequently, for j € {1,...,[log(1/¢)]}, the
space of F is:

(14 f(Nj)) - Njlog(1/277) + O(Nj) = (1 + f(N;)) - Nj - j + O(N;)

bits. Since F; is instantiated only for frequent classes, it follows that n > N; > n/log®n and
hence, f(N;) = O(f(n)) for all j with UY) a frequent class. Furthermore, by definition, we
have that j < k, +1 for all 2 € YY) and N; = (1+1/logn)-n; = (1+1/logn)-n>", 1y Pe-
Therefore, the space that F; requires can be upper bounded by
(1+6(f(n)-n Y poke+O(N;).
el ()

Since }_; Nj = (14 1/logn) - n we get that, in the worst case in which all the classes are
frequent, the filters Fi, ..., Fliog(1/e)] Tequire

(1+0n(1)) -1 Y poke +O(n) = (1 +04(1)) - LB(Pn, Q,) + O(n)

zeU
bits. The space of the final filter F, is upper bounded by ©(n/log® ' n) - log(1/e) =
O(n/log" % n) = o(n) bits for any constant ¢ > 2. The claim follows. <

4.2 Analysis

In this section, we show that the filter described above does not fail whp and that it achieves
a false positive probability of at most 3e with respect to Q. In our construction, there are
two sources of failure: when the number of elements which we insert into each filter exceeds
the maximum capacity of the filter, and when the filters themselves fail as a consequence
of their internal randomness. In the latter case, we note that the failure probability of
F(e,n) is guaranteed to be at most 1/ poly(n), where the degree of the polynomial is a
constant of our choosing [1,4-6]. Since all of the instantiations we employ have maximum
capacities which are Q(n/ polylog(n)), we conclude that each of these separate instantiations
also fails with probability at most 1/ poly(n), and therefore, by a union bound over the
[log(1/e)] + 1 = O(logn) instantiations, we get that some filter fails with probability at
most 1/ poly(n). We now show that the maximum capacities we set for each filter suffice.

» Lemma 9. Whp, at most N, = ©(n/log" ' n) elements from U, are sampled in the input
set.

Proof. Let 49) be a rare class and let X j denote the number of elements from U () that we
sample in the input set. By definition, the expected number of elements we see from 47
satisfies Ep [X;] = nj < n/log®n, for some constant ¢ > 2. By Chernoff bound, we therefore
get that:

Pr[X; > 6n/log’n] < 276n/log"n

There are at most [log(1/¢)] = O(log n) possible rare classes, and so, by the union bound, the
number of elements from I, that we sample in the input set is at most N, = O(n/log" ' n)
whp. |
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We now focus on sampling elements from a frequent class:

» Lemma 10. Let U9 be a frequent class. Then, whp, at most N; elements from U9 are
sampled in the input set.

Proof. Let X; denote the number of elements from &/ () that we sample in the input set and
note that Ep [X;] = n; > n/log®n. By Chernoft:

Pr(X; > N;] = Pr[X; > (1+1/logn) - n;] < exp(—0(n/log" ?n)) < 1/polyn .
This concludes our proof. <

Finally, we bound the false positive rate of the filter:

not make F1, ..., Fiog(1/e)] and F, fail. Then the filter described is a (Q,3¢)-filter on S.

» Lemma 11. Assume that Py, and Q satisfy n)_,c P=Ge < € and that the input set S does

Proof. Fix an input set S and denote by A’(S, x) the output of the filter when queried for an
element z. We are interested in bounding Pr [A’(S, x) = YES] for an element x ¢ S. If z € U,,
then we forward the query operation to JF,., which guarantees that Pr[A’(S,z) = YES] < e.
Therefore:

Z q. - Pr[A’(S,x) = YES] < Z Qs €,

€U, TEU,

Otherwise, if x ¢ U,, the query is forwarded to F;, where j = [k,]. In this case,
Pr[A’(S,z) = YES] <279 < 27% and we get that

Z qx - Pr [A/(va YES Z qx + Z Pz€ = < Z Pz €,

T €U UU2\U, €U \Uy €U \U, €U UU2\U,

and similarly,

Z qx - Pr [A/(Svm YES Z qx + Z nmez = Z NPzqz -

rEULUU4\U, €U \Ur xE€UL\Ur €U UUL\U

Finally, we have that

Z q. - Pr[A’(S,x) = YES] < Z Gz €.

IGM(;\MT TEUg\U
Adding all of these quantities, we obtain the claim. |
4.3 Remarks

The filter construction assumes that we know, in advance, whether a class A7) is frequent
and, if so, what is the value of its corresponding P; = erum pz. This is because we employ
fixed capacity filters which require us to provide an upper bound on the cardinality of the
input set S NUY) at all points in time. We note that this assumption can be alleviated in
two ways: on one hand, one can employ filters that do not require us to know the size of the
input set in advance [8,42]. This would incur an additional ©(nloglogn) bits in the space
consumption of our filter (operations would remain constant time worst case).

On the other hand, one can estimate P; for all frequent classes U () if we are allowed
to take polylog(n) samples from P before constructing the filter. Specifically, fix j €
{1,...,[log(1/¢)]} and take £ = O(log®*n) samples from P. Define Z; to be the number of
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sampled elements that are in /(7). Then, if /) is indeed frequent, by the standard Chernoff
bound we get that, whp, Z; > log®n elements and Z;/¢ is an unbiased estimator for P; with
the guarantee that P; = (1+ O(1/loge=1/2 p)) . Z;/¢ whp. Note that we can tolerate such
an estimate since we set the maximum capacity of each filter to be N; = (1+1/logn)-nP;. A
similar argument can be used for estimating the lower bound LB(P,, Q,c) =n - eru Pz - kg
whp. Specifically, by the definition of P;, we have that

[log(1/¢)]
zel j=1

If YY) is a frequent class, then by the above argument we have an estimate of its P;.
Otherwise, we know that P; < 1/log®n and, since j < [log(1/e)] = O(logn), get that

Z j-P; < Z [og(1/e)] -1/log’n < 1/log ?n ,

j st UG e, js.t. UDeU,

which contributes a o(n) term to the lower bound.

5 The Daisy Bloom Filter Analysis

In this section, we analyse the behaviour of the Daisy Bloom filter with the values k,
denoting the number of hash functions that we use to hash x into the array. Let X; denote
the number of hash functions that are employed when we sample in the i*" round, i.e.,
X; = k, with probability p,. Then X = Zl X; denotes the number of locations that are
set in the Bloom filter (where the same location might be set multiple times). Moreover,
Ep, [X] =n ) ey Peks = LB(Pp, Q,¢), since the {X;}, are identically distributed. We
then set the length m of the Daisy Bloom filter array to

m=Ep, [X]/In2.
The remainder of this section is dedicated to proving the following statement:

» Theorem 12. Assume that P, and Q satisfyn ), ., Pxqz < €. Then there exists T C P(U)
such that S € T with high probability over the randomness of Py, and for all S € T the Daisy
Bloom Filter is a (Q, )-filter for S. The Daisy Bloom filter uses log(e) - LB(Pr, Q, &) + O(n)
bits and executes all operations in at most [log(1/e)] time in the worst case.

The sets in T are the sets for which X ~ Ep_ [X] = LB(P,, Q,¢). The reason we constrain
ourselves to these sets, is that if X > LB(P,,, Q,¢) then most bits will be set to 1 which will
make the false positive rate large. We will bound the probability that X > LB(P,, Q,¢) by
using Bernstein’s inequality and here, the following observation becomes crucial:

» Observation 13. For every x € U, k, <log(1l/e).

Proof. For © € Uy UU,, we have that k, = 0 which is clearly less than log(1/e). For x € Us
we have that k, = log(1/e) and again the statement holds trivially. For z € Us, we have that
¢z < py and so k, =log(1/e - ¢»/pz) <log(1l/e). For x € Uy, we have that p, > F/n and so
K, = log(1/(np,)) < log(1/¢). «

We are now ready to prove that the random variable X is concentrated around its
expectation.
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» Lemma 14. For any § > 0,

2
Prp, [X > (1+7)-Ep, [X]]<exp<—2T In2 m )

(1+7/3) log(1/e)

Proof. The random variables {X;}, are independent and X; < b £ log(1/e) for all i
by Observation 13. We apply Bernstein’s inequality [22]:

t2/2
Prp, [X —Ep, [X] > t] <exp <_nVar7> [)éﬂ - bt/3> .

Note that Varp, [X;] < Ep, [X2] <b-Ep, [X;]. Setting t = 7-Ep, [X] =7n-Ep, [X1], we
get that

Prp, [X > (1+7)Ep, [X]] <exp (_7-2 b - Ep [an](EPT/[;(ljl)b Ep [Xl])

- <_2(1 i/g) = [X1]> '

The claim follows by noticing that nEp_ [X;] = mIn2. <

We can now prove that as long as X < (14 1/(2log(1/¢))) - Ep, [X], the Daisy Bloom
filter is a (Q, 6¢)-filter for S. We consider the fraction p of entries in the array that are set
to 0 after we have inserted the elements of the set. We then show that p is close to 1/2 with
high probability over the input set and the randomness of the hash functions. Conditioned
on this, we then have that the probability that we make a mistake for z is at most 2~ F=+1,
The false positive rate is then derived similarly to that of Lemma 11.

» Lemma 15. Assume that P, and Q satisfy ny_ . Peqe < €, and that X < (1 +
1/(2log(1/e)))Ep, [X]. Then, whp, the Daisy Bloom filter is a (Q, 6¢)-filter on S.

Proof. Let p € [0, 1] denote the fraction of entries in the Daisy Bloom filter that are set to 0
after we have inserted the elements of the set. Recall that the random variable X denotes
the total number of entries that are set in the Bloom filter, including multiplicities. In the
worst case, all the entries to the filter are distinct, and we have X independent chances to
set a specific bit to 1. Therefore

1 X
E [p|X] > <1 - ) e = gm /B A
m

Moreover, by applying a Chernoff bound for negatively associated random variables, we

have that for any 0 < v < 1,
1\*¥ 1\~
Pry [p< (I—=7)- (1—) X] < exp (—m <1—> -v2/2> (2)
m m

We now let Bs denote the event that (1 — %)X > (1—6)- % and B, the event that

p>(1—7)(1- %)X We then choose 0 < § < 1 and 0 < v < 1 such that Bs and By imply
that

p > 1 _ 21/10g(1/6) . 1 .
- 2
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Moreover, for our choices of § and v, we have that both Bs and B,|Bs occur with high
probability.® We refer the reader to the full version [7] for § and . Conditioned on Bs and
B,, we get that, for an ¢ S, since k; <log(1/e),

Pra[A(S,2) = YES|Bs A B,] = (1 — p)k= < 2ke/b . 97ka < 9. 97ks

We bound the false positive rate on each partition. For x € Uy, i.e., with ¢, < F'p, and
k, = 0, we can upper bound the false positive rate as such

3 o Pr[A(S,2) = YES|BsAB) < > qu< Y pave.

TEUy xeUy xeUy

For x € U; with p, > 1/n and k, = 0, we have the following

> o Pr[A(S,2) = YES|Bs AB, ) < Y qu<n Y pada -

x€UL x €U rEUL

For x € Uy with k, = log(1/e - ¢, /p.), we have the following

Z ¢z - Pr[A(S,z) = YES|Bs A B,] < Z Qo -2-27F = Z Qe "2 Po/qs - €

TEU> TEU2 TEUs

:pr-Qa.

TEU2
For x € Us with k, =log(1/¢),

Z ¢z - Pr[A(S,z) = YES|Bs A B,] < Z gz - 2 < 2¢ .
rEU3 TEU3

For x € Uy with k, = log(1/(np.)),

Z gz - Pr [A(Sv .CE) = YES|B5 A B’y] < Z Gz - 2npy = 2n Z Pxqx -

TEUL TEUL TEUL

For the overall false positive rate, note that the total false positive rate in Uy and Us is
at most 2e. Similarly for the false positive rate in 3. For the remaining partitions U; and
Uy, we have that it is at most

N

xEULUUY
From our assumption, this later term is at most 2¢ as well. |
Combining the above with Lemma 14 we get that with probability 1 — exp (—W)

over the randomness of the input set, the Daisy Bloom filter is a (Q, 6¢)-filter for S. This is
exactly the statement of Theorem 12.

6 We implicitly assume here that 2'/1°8(1/2). < 2 je. ¢ < 1/2. Notice that this does not affect the overall
result, since the false positive rate we obtain is 5 - €.
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