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Preface

This volume contains the proceedings of the 19th Scandinavian Symposium on Algorithm
Theorym, which takes place from June 12–14, 2024 in Helsinki, Finland. Since 1988, the
Scandinavian Symposium on Algorithm Theory has been held every two years. The former
name of the conference was the Scandinavian Workshop on Algorithm Theory, and the
meetings with the former and current name use the acronym SWAT. SWAT alternates with
sister conference WADS, the Algorithms and Data Structures Symposium. SWAT is usually
hosted in a Nordic country, and WADS is usually hosted in Canada.

In total, 102 papers were submitted to SWAT 2024. The papers were assigned to at least
three members of the Program Committee. Each paper received at least three reviews, by
members of the Program Committee or external reviewers. The Program Committee selected
40 papers for presentation at the conference and publication in these proceedings. This
selection was based on originality, quality, and relevance to the topic of the conference. The
average quality of the submitted papers was very high, and even with the larger number of
accepted papers in the program of SWAT 2024, many excellent papers could not be selected.

In addition to the selected papers, SWAT 2024 has three invited lectures by distinguished
scientists:

Karen Aardal (Technical University Delft, the Netherlands): Machine-learning augmented
enumeration for integer optimization, and beyond.
Greg Bodwin (University of Michigan, US): Turán-type problems in Theoretical Computer
Science.
Michał Pilipczuk (University of Warsaw, Poland): Well-structured graphs through the
lens of logic.

Many thanks are due to the members of the Program Committee and all subreviewers for
their hard work to evaluate and discuss the submitted papers. The members of the Program
Committee were:

Anders Aamand, MIT, US,
Ahmad Biniaz, University of Windsor, Canada,
Hans Bodlaender, Utrecht University, the Netherlands (chair),
Flavia Bonomo, University of Buenos Aires, Argentina,
Kevin Buchin, Technical University Dortmund, Germany,
Pål Grønås Drange, University of Bergen, Norway,
Franziska Eberle, Technische Universität Berlin, Germany,
Klim Efremenko, Ben Gurion University, Israel,
Gramoz Goranci, University of Vienna, Austria,
Kazuo Iwama, National Tsing Hua University, Taiwan,
Matthew Johnson, Durham University, UK,
Matthew Katz, Ben Gurion University, Israel,
Jan Kratochvíl, Charles University, Czech Republic,
Stefan Kratsch, Humboldt-Universität zu Berlin, Germany,
Łukasz Kowalik, University of Warsaw, Poland,
Anil Maheshwari, Carleton University, Canada,
George B. Mertzios, Durham University, UK,
Yoshio Okamoto, The University of Electro-Communications, Japan,
Yota Otachi, Nagoya University, Japan,
Sang-il Oum, Institute for Basic Science / KAIST, Korea,

19th Scandinavian Symposium and Workshops on Algorithm Theory (SWAT 2024).
Editor: Hans L. Bodlaender
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Sharath Raghvendra, NCSU, US,
Laura Sanita, Bocconi University of Milan, Italy,
Subhash Suri, University of California, Santa Barbara, US,
Ioan Todinca, University of Orleans, France,
Jara Uitto, Aalto University, Finland,
Tandy Warnow, University of Illinois at Urbana - Champaign, US,
Prudence Wong, University of Liverpool, UK,
Meirav Zehavi, Ben Gurion University, Israel.

The organization of SWAT 2024 was done by the Local Organization committee, consisting of:
Jara Uitto, Aalto University, Finland,
Mikko Koivisto, University of Helsinki, Finland,
Sándor Kisfaludi-Bak, Aalto University, Finland, and
Alexandru Paler, Aalto University, Finland.

The series of SWAT conferences is guided by the SWAT Steering Committee. The members
of the Steering Committee are:

Per Austrin, KTH, Sweden (chair),
Fedor Fomin, University of Bergen, Norway,
Inge Li Gørtz, Technical University of Denmark, Denmark,
Magnús Halldórsson, Reykjavik University, Iceland,
Jukka Suomela, Aalto University, Finland.

I want to thank all authors who submitted a manuscript to the conference, all members
of the Program Committee and all subreferees for all the work in the evaluation and selection
of papers, the Local Organizing Committee for their great efforts to organize the conference
with all its different aspects, the SC chair Per Austrin for helpful advice and support, and the
three invited speakers Karen Aardal, Greg Bodwin and Michał Pilipczuk for their willingness
to give an invited lecture at SWAT 2024.

Hans Bodlaender, April 2024
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Abstract
Drawing a graph in the plane with as few crossings as possible is one of the central problems in
graph drawing and computational geometry. Another option is to remove the smallest number of
vertices or edges such that the remaining graph can be drawn without crossings. We study both
problems in a book-embedding setting for ordered graphs, that is, graphs with a fixed vertex order.
In this setting, the vertices lie on a straight line, called the spine, in the given order, and each edge
must be drawn on one of several pages of a book such that every edge has at most a fixed number of
crossings. In book embeddings, there is another way to reduce or avoid crossings; namely by using
more pages. The minimum number of pages needed to draw an ordered graph without any crossings
is its (fixed-vertex-order) page number.

We show that the page number of an ordered graph with n vertices and m edges can be computed
in 2m · nO(1) time. An O(log n)-approximation of this number can be computed efficiently. We
can decide in 2O(d

√
k log(d+k)) · nO(1) time whether it suffices to delete k edges of an ordered graph

to obtain a d-planar layout (where every edge crosses at most d other edges) on one page. As an
additional parameter, we consider the size h of a hitting set, that is, a set of points on the spine
such that every edge, seen as an open interval, contains at least one of the points. For h = 1,
we can efficiently compute the minimum number of edges whose deletion yields fixed-vertex-order
page number p. For h > 1, we give an XP algorithm with respect to h + p. Finally, we consider
spine+t-track drawings, where some but not all vertices lie on the spine. The vertex order on the
spine is given; we must map every vertex that does not lie on the spine to one of t tracks, each of
which is a straight line on a separate page, parallel to the spine. In this setting, we can minimize in
2n · nO(1) time either the number of crossings or, if we disallow crossings, the number of tracks.
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1 Introduction

Many crossings typically make it hard to understand the drawing of a graph, and thus
much effort in the area of Graph Drawing has been directed towards reducing the number of
crossings in drawings of graphs. In terms of parameterized complexity, several facets of this
problem have been considered. For example, there are FPT algorithms that, given a graph G

and an integer k, decide whether G can be drawn with at most k crossings [17, 21]. Crossing
minimization has also been considered in the setting where each vertex of the given graph
must lie on one of two horizontal lines. This restricted version of crossing minimization is
an important subproblem in drawing layered graphs according to the so-called Sugiyama
framework [33]. There are two variants of the problem; either the vertices on both lines
may be freely permuted or the order of the vertices on one line is given. These variants are
called two-layer and one-layer crossing minimization, respectively. For both, FPT algorithms
exist [22, 23]. Zehavi [38] has surveyed parameterized approaches to crossing minimization.

Surprisingly, crossing minimization remains NP-hard even when restricted to graphs that
have a planar subgraph with just one edge less [9]. Another way to deal with crossings is
to remove a small number of vertices or edges such that the remaining graph can be drawn
without crossings. In fact, it is known that vertex deletion to planarity is FPT with respect
to the number of deleted vertices [18, 20, 28]. However, the running times of these algorithms
depends at least exponentially on the number of deleted vertices. On the kernelization front,
there exists an O(1)-approximate kernel for vertex deletion to planarity [19], whereas vertex
deletion to outerplanarity is known to admit an (exact) polynomial kernel [13].

In this paper, we focus on another model to cope with the problem of crossing edges,
namely book embeddings, drawings where the vertices lie on a straight line, called the spine,
and each edge must be drawn on one of several halfplanes, called pages, such that the drawing
on each page is crossing-free (planar) or such that each edge has at most a constant number
d of crossings (that is, the drawing is d-planar). We consider the variant of the problem
where the order σ of the vertices is given and fixed. The minimum number of pages to draw
an (ordered) graph without any crossings is its (fixed-vertex-order) page number.

In this paper, we study the problem of designing parameterized algorithms, where the
possible parameters are the number k of edges to be deleted, the number c of allowed crossings
per edge, the number p of pages, and their combinations.

Problem description. Given a graph G, let V (G) denote the vertex set and E(G) the edge
set of G. An ordered graph (G, σ) consists of a graph G and an ordering of the vertices of G,
that is, a bijective map σ : V (G) → {1, . . . , |V (G)|}. Henceforth, we specify every edge (u, v)
of (G, σ) such that σ(u) < σ(v). For two edges e = (u, v) and e′ = (u′, v′) of an ordered
graph (G, σ), we say that e and e′ cross with respect to σ if their endpoints interleave, that
is, if σ(u) < σ(u′) < σ(v) < σ(v′) or if σ(u′) < σ(u) < σ(v′) < σ(v). The ordered graph
models the scenario where the vertices of G are placed along a horizontal line in the given
order σ and all the edges are drawn above the line using curves that cross as few times as
possible. Whenever e and e′ cross with respect to σ, their curves must intersect. Whenever
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e and e′ do not cross with respect to σ, their curves can be drawn without intersections; for
example, we may use halfcircles. In this setting, we get a drawing such that two edges of G

cross precisely if and only if they cross with respect to σ. Given a positive integer d, we say
that an ordered graph (G, σ) is d-planar if every edge in G is crossed by at most d other
edges (where 0-planar simply means planar).

In this paper, we focus on fast parameterized algorithms for the following problem.

Input: An ordered graph (G, σ) and positive integers k, p, and d.
Parameters: k, p, d

Question: Does there exist a set S of at most k edges of G such that (G − S, σ) is p-page
d-planar?

Edge Deletion to p-Page d-Planar

We stress that we view p and d, though they appear in the problem name, not as constants,
but as parameters.

Related work. Given an ordered graph (G, σ), its conflict graph H(G,σ) is the graph that
has a vertex for each edge of G and an edge for each pair of crossing edges of G. Note
that H(G,σ) is a circle graph, that is, the intersection graph of chords of a circle, because two
chords in a circle intersect if and only if their endpoints interleave.

We can express Edge Deletion to 1-Page d-Planar as the problem of deleting
from H(G,σ) a set of at most k vertices such that the remaining graph has maximum degree
at most d. For general graphs, this problem is called Vertex Deletion to Degree-d [31];
it admits a quadratic kernel [15, 37].

Testing whether (G, σ) has (fixed-vertex-order) page number p (without any edge deletions)
is equivalent to the p-colorability of the conflict graph H(G,σ). For p = 2, it suffices to test
whether the conflict graph H(G,σ) is bipartite. An alternative approach, discussed by Masuda,
Nakajima, Kashiwabara, and Fujisawa [29], is to add to G a cycle connecting the vertices
along the spine in the given order, and then test for planarity. Another possibility is to
use 2-Sat. For p = 4, Unger [34] showed that the problem is NP-hard. For p = 3, he [35]
claimed an efficient solution, but recently his approach was shown to be incomplete [4].

Edge Deletion to p-Page Planar is the special case where d = 0; it can be interpreted
as deletion of as few vertices as possible in the conflict graph H(G,σ) to obtain a p-colorable
graph. For p = 1, the problem can be solved by finding a maximum independent set in a circle
graph, which takes linear time [16, 30, 36]; see Lemma 3 in Section 2. Edge Deletion to
2-Page Planar can be phrased as Odd Cycle Transversal in the conflict graph, which
means that it is FPT with respect to the number of edges that must be deleted [32]. The
case p = 2 can also be modeled as a (geometric) special case of Almost 2-Sat (variable),
which can be solved in 2.3146k · nO(1) time, where k is the number of variables that need to
be deleted so that the formula becomes satisfiable [27, Corollary 5.2].

Masuda et al. [29] showed that the problem Fixed-Order 2-Page Crossing Number is
NP-hard. In this problem, we have to decide, for each edge of the given ordered graph (G, σ),
whether to draw it above or below the spine, so as to minimize the number of crossings.

Bhore, Ganian, Montecchiani, and Nöllenburg [7] studied the fixed-vertex-order page
number and provide an algorithm to compute it with running time 2O(vc3)n, where vc is the
vertex cover number of the graph. They also proved that the problem is fixed-parameter
tractable parameterized by the pathwidth (pw) of the ordered graph, with a running time
of pwO(pw2) n. Note that the pathwidth of an ordered graph is in general not bounded by
the vertex cover number [7]. This has been improved by Liu, Chen, Huang, and Wang [26]
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Table 1 New and known results concerning Edge Deletion to p-Page d-Planar.

k p d add. param. ref. result (runtime, ratio, or kernel size)

0 min 0 – Cor. 2 EXP: 2mnO(1)

0 min 0 – Thm. 4 approx: ratio O(log n)
0 min param. – Cor. 5 approx: ratio O((d + 1) log n)

param. 1 param. – Thm. 6 FPT: 2O(d
√

k log(d+k)) · nO(1)

min param. 0 – Sect. 4 EXP: 4mnO(1)

min param. 0 h = 1 Thm. 9 P: O(m3 log n log log p)
min param. 0 h Thm. 12 XP: O(m(4h−2)p+3 log n log log p)

0 – min t Thm. 14 EXP: 2nnO(1)

0 – min min t Cor. 15 EXP: 2nnO(1)

param. 1 param. – [15, 37] kernel: quadratic
0 ≥ 4 0 – [34] NPC.
0 ≤ 2 0 – folklore P: linear time; e.g., via 2-Sat

min 1 0 – e.g., [16] P: linear time
param. 2 0 – [32] FPT: Odd Cycle Transversal

0 2 min – [29] NPC.
0 min 0 vc [25] FPT: (d + 2)O(vc3)n

0 min 0 pw [25] FPT: (d + 2)O(pw2)n

0 param. cr pw [26] FPT: n · (cr +2)O(pw2)

0 param. param. pw [26] FPT: 2O(pw2)n; no poly. pw-kernel

to 2O(pw2)n. They also showed that the problem does not admit a polynomial kernel if
parameterized only by pw (unless NP ⊆ coNP/poly). Moreover, they gave an algorithm that
checks in (cr + 2)O(pw2)n time whether a graph with n vertices and pathwidth pw can be
drawn on a given number of pages with at most cr crossings in total.

Liu, Chen and Huang [25] considered the problem Fixed-Order Book Drawing with
bounded number of crossings per edge: decide if there is a p-page book-embedding of G

such that the maximum number of crossings per edge is upper-bounded by an integer d.
This problem was posed by Bhore et al. [7]. Liu et al. showed that this problem, when
parameterized by both the maximum number d of crossings per edge and the vertex cover
number vc of the graph, admits an algorithm running in (d + 2)O(vc3)n time. They also
showed that the problem, when parameterized by both d and the pathwidth pw of the vertex
ordering, admits an algorithm running in (d + 2)O(pw2)n time.

All these problems can be considered also in the setting where we can choose the ordering
of the vertices along the spine; see, for instance, [7, 11].

Our contribution. For an overview over our results and known results, see Table 1. First,
we show that the fixed-vertex-order page number of an ordered graph with m edges and
n vertices can be computed in 2m · nO(1) time; see Section 2. We use subset convolution [8].
Alternatively, given a budget p of pages, we can compute a p-page book embedding with
the minimimum number of crossings. By combining the greedy algorithm for Set Cover
with an efficient algorithm for Maximum Independent Set in circle graphs [16, 30, 36],
we obtain an efficient O((d + 1) log n)-approximation algorithm for the fixed-vertex-order
d-planar page number.

Second, we tackle Edge Deletion to 1-Page d-Planar; see Section 3. We show how
to decide in 2O(d

√
k log(d+k)) · nO(1) time whether deleting k edges of an ordered graph suffices

to obtain a d-planar layout on one page. Note that our algorithm is subexponential in k.
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Third, we consider the problem Edge Deletion to p-Page Planar; see Section 4.
As an additional parameter, we consider the size h of a hitting set, that is, a set of points
on the spine such that every edge, seen as an open interval, contains at least one of the
points. For h = 1, we can efficiently compute the smallest set of edges whose deletion yields
fixed-vertex-order page number p. For h > 1, we give an XP algorithm with respect to h + p.

Finally, we consider spine+t-track drawings; see Section 5. In such drawings, some but
not all vertices lie on the spine. The vertex order on the spine is again given, but now we
must map every vertex that does not lie on the spine to one of t tracks, each of which is
a straight line on a separate page, parallel to the spine. Using subset convolution, we can
minimize in 2n · nO(1) time either the number of crossings or, if we disallow crossings, the
number of tracks.

We close with some open problems; see Section 6.

2 Computing the Fixed-Vertex-Order Page Number

Let (G, σ) be an ordered graph, and let p be a positive integer. In this section, we consider
p-page book-embeddings of (G, σ): the vertices of G are placed on a spine ℓ according to σ,
there are p pages (halfplanes) sharing ℓ on their boundary, and for each edge we have to
decide on which page it is drawn. The aim is to minimize the total number of crossings for a
given number of pages, or minimize the number of pages to attain no crossings; see Figure 1.

Let crp(G, σ) be the minimum number of crossings over all possible assignments of the
edges of E(G) to the p pages. As discussed in the introduction, we can decide in linear
time whether cr2(G, σ) = 0, but in general, computing cr2(G, σ) is NP-hard [29]. The
fixed-vertex-order page number of (G, σ) is the minimum p such that crp(G, σ) = 0.

▶ Theorem 1. Given an ordered graph (G, σ) with n vertices and m edges, and a positive
integer p, we can compute the values cr1(G, σ), . . . , crp(G, σ) in 2m ·nO(1) time. In particular,
given a budget p of pages, we can compute a p-page book embedding with the minimum number
of crossings within the given time bound.

Proof. Consider a fixed-vertex-order graph ((V, E), σ) with n vertices and m edges. We need
to consider only the case p < m because, for p ≥ m, it obviously holds that crp((V, E), σ) = 0.

First note that, for any fixed F ⊆ E, we can easily compute cr1((V, F ), σ) in O(|F |2) =
O(m2) time by checking the order of the endpoints of each pair of edges. It follows that we
can compute cr1((V, F ), σ) for all subsets F ⊆ E in 2m · nO(1) time.

For every q > 1 and every F ⊆ E, we have the recurrence

crq((V, F ), σ) = min {cr1((V, F ′), σ) + crq−1((V, F \ F ′), σ) | F ′ ⊆ F} . (1)

Here, F ′ ⊆ F corresponds to the edges that in the drawing go to one page, and thus F \ F ′

goes to the remaining q − 1 pages, where we can optimize over all choices of F ′ ⊆ F .

ℓ

p1

p2

p3

Figure 1 A 3-page book embedding of K5 with fixed vertex order. For each edge, we can choose
on which page it is drawn. Note that K5 cannot be drawn on two pages without crossings.
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1:6 Eliminating Crossings in Ordered Graphs

From the recurrence in Equation (1) we see that, for q > 1, the function F 7→ crq((V, F ), σ)
is, by definition, the subset convolution of the functions F 7→ cr1((V, F ), σ) and F 7→
crq−1((V, F ), σ) in the (min, +) ring. Since crq((V, F ), σ) takes integer values from {0, . . . , m2}
for every q and F , it follows from [8] that one can obtain crq((V, F ), σ) for all F ⊆ E in
2m · nO(1) time, for a fixed q > 1, assuming that cr1((V, F ), σ) and crq−1((V, F ), σ) are
already available. Therefore, we can compute the values crq((V, F ), σ) for q ∈ {2, . . . , p} in
2m · nO(1) time since p ≤ m < n2. ◀

▶ Corollary 2. The fixed-vertex-order page number of a graph with n vertices and m edges
can be computed in 2m · nO(1) time.

▶ Lemma 3. Given an ordered graph (G, σ), we can compute in polynomial time a smallest
subset S ⊆ E(G) such that cr1(G − S, σ) = 0.

Proof. Consider the conflict graph H(G,σ) of (G, σ), already defined in the introduction.
Note that H(G,σ) is a circle graph. Therefore, a largest independent set in H(G,σ) corresponds
to a largest subset F of edges with cr1((V, F ), σ) = 0, which corresponds to a minimum set
S ⊆ E(G) such that cr1(G − S, σ) = 0. Finally, note that a largest independent set in circle
graphs can be computed in polynomial time [16, 30, 36]. ◀

▶ Theorem 4. We can compute an O(log n)-approximation to the fixed-vertex-order page
number of a graph with n vertices in polynomial time.

Proof. Let ((V, E), σ) be the given ordered graph, and let OPT be its fixed-vertex-order
page number. Define the family F = {F ⊆ E | cr1((V, F ), σ) = 0}. Consider the Set Cover
instance (E, F), where E is the universe and F ⊆ 2E is a family of subsets of E. A feasible
solution of this Set Cover instance is a subfamily F ′ ⊆ F such that

⋃
F ′ = E. The task

in Set Cover is to find a feasible solution of minimum cardinality.
Each feasible solution F ′ to the Set Cover instance (E, F) corresponds to a fixed-

vertex-order drawing of (G, σ) with |F ′| pages. Similarly, each fixed-vertex-order drawing of
(G, σ) with p pages represents a feasible solution to Set Cover with p sets. In particular,
the size of the optimal solution to the Set Cover instance (E, F) is equal to OPT, the
fixed-vertex-order page number of (G, σ).

Consider the usual greedy algorithm for Set Cover, which works as follows. Set E1 = E

and i = 1. While Ei ̸= ∅, we set Fi to be the element of F that contains the largest
number of edges from Ei, increase i, and set Ei = Ei−1 \ Fi−1. Let i⋆ be the maximum
value of i with Ei ≠ ∅. Thus Ei⋆+1 = ∅, and the algorithm finishes. It is well known that
i⋆ ≤ OPT · log |E|; see for example [12, Section 5.4]. Therefore, this greedy algorithm yields
an O(log |V |)-approximation for our problem.

Finally, note that the greedy algorithm can be implemented to run efficiently. Indeed,
Fi can be computed from Ei in polynomial time because of Lemma 3, and the remaining
computations in every iteration are trivially done in polynomial time. The number of
iterations is polynomial because i⋆ ≤ |E|. ◀

▶ Corollary 5. We can compute an O((d + 1) log n)-approximation to the fixed-vertex-order
d-planar page number of a graph with n vertices in polynomial time.

Proof. Consider first an ordered graph (H, σ) that is d-planar if drawn on a single page,
with d > 0. Let Fd be the subset of E(H) such that each edge in Fc participates in exactly d

crossings, and let Sd be a maximal subset of Fd such that no two edges in Sd cross each other.
Then, (H − Sd, σ) is (d − 1)-planar because each edge of H has fewer than d crossings, is in
Sc, or is crossed by some edge in Sd. It follows by induction that (H, σ) can be embedded in
d + 1 pages without crossings.
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Consider now the input ordered graph (G, σ) and let OPTd be the minimum number of d-
planar pages needed for (G, σ). By the argument before applied to each page, we know that the
minimum number of planar pages, OPT0, is at most (d+1) OPTd. Using Theorem 4, we obtain
a drawing of (G, σ) without crossings with at most OPT0 · O(log n) ≤ (d + 1) OPTd · O(log n)
(planar) pages, where n = |V (G)|. Such a drawing is of course also d-planar. ◀

3 Edge Deletion to 1-Page d-Planar

The main result of this section is as follows.

▶ Theorem 6. Edge Deletion to 1-Page d-Planar admits an algorithm with running
time 2O(d

√
k log(d+k)) · nO(1), where n is the number of vertices in the input graph and k is

the number of edges to be deleted.

In other words, we obtain a subexponential fixed-parameter tractable algorithm for Edge
Deletion to 1-Page d-Planar parameterized by k, the number of edges to be deleted;
note that we consider d to be a constant here (although we made explicit how the running
time depends on d). Our algorithm to prove Theorem 6 has two steps. First it branches
on edges that are crossed by at least d +

√
k other edges. When such edges do not exist,

we show that the conflict graph H(G,σ) has treewidth O(d +
√

k). This is done by showing
that the conflict graph has balanced separators. Finally the bound on the treewidth allows
us to use a known (folklore) algorithm [24] for Vertex Deletion to Degree-d whose
dependency is singly exponential in the treewidth of H(G,σ).

3.1 Branching
Let cross(G,σ)(e) denote the set of edges of G that cross e with respect to σ. We drop the
subscript (G, σ) when it is clear from the context. We show that we can use branching to
reduce any instance to a collection of instances where each edge e of the graph satisfies
|cross(e)| < d +

√
k. In particular we show the following lemma.

▶ Lemma 7. Let (G, σ, k) be an instance of Edge Deletion to 1-Page d-Planar. There
is a 2O(d

√
k log(d+k)) · nO(1)-time algorithm that outputs 2O(d

√
k log(d+k)) many instances of

Edge Deletion to 1-Page d-Planar (G1, σ, k1), . . . , (Gr, σ, kr) such that for each i ∈ [r],
Gi is a (d +

√
k)-planar graph, and (G, σ, k) is a Yes-instance of Edge Deletion to 1-

Page d-Planar if and only if (Gi, σ, ki) is a Yes-instance of Edge Deletion to 1-Page
d-Planar for some i ∈ [r].

Proof. Let e be an edge of G with |cross(e)| ≥ d + ⌈
√

k⌉. If |cross(e)| > d + k, then e

must be deleted, as we cannot afford to keep e and delete enough edges from cross(e). If
|cross(e)| ≤ d + k, then either e must be deleted or at least |cross(e)| − d many edges from
cross(e) must be deleted, so that at most d edges of cross(e) stay. This results in the
following branching rule, where we return an OR over the answers of the following instances:
1. Recursively solve the instance (G − e, σ, k − 1). This branch is called the light branch.
2. If |cross(e)| > d + k, we do not consider other branches. Otherwise, for each subset X of

cross(e) with |cross(e)|−d many edges, recursively solve the instance (G−X, σ, k−|X|).
Each of these branches is called a heavy branch.

We are going to show that the recursion tree has 2O(d
√

k log(d+k)) branches. Note that the
number of possible heavy branches at each is node is(

|cross(e)|
|cross(e)| − d

)
=

(
|cross(e)|

d

)
≤

(
d + k

d

)
≤ (d + k)d.
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1:8 Eliminating Crossings in Ordered Graphs

To prove the desired upper bound, we interpret the branching tree as follows. First note that,
in each node, we have at most (d + k)d heavy branches. We associate a distinct word over the
alphabet Σ = {0, 1, . . . , (d + k)d} to each leaf (or equivalently each root to leaf path) of the
recurrence tree. For each node of the recurrence tree, associate a character from Σ with each
of its children such that the child node corresponding to the light branch gets the character
0 and the other nodes (corresponding to the heavy branches) get a distinct character from
Σ \ {0}. Now a word over the alphabet Σ for a leaf ℓ of the recurrence tree is obtained by
taking the sequence of characters on the nodes of the root to leaf ℓ path in order. In order to
bound the number of leaves (and hence the total number of nodes) of the recurrence tree, it
is enough to bound the number of such words. The character 0 is called a light label and all
other characters are called heavy labels. Recall that a light label corresponds to the branch
where k drops by 1, while the heavy labels correspond to the branches where k drops by
|cross(e)| − d ≥

√
k. This implies that each word (that is associated with the leaf of the

recurrence tree) has at most
√

k heavy labels. In order to bound the number of such words,
we first guess the places in the word that are occupied by heavy labels and then we guess the
(heavy) labels themselves at these selected places. All other positions have the light label on
them and there is no choice left. Hence, the number of such words is upper-bounded by

√
k∑

i=0

(
k

i

)
((d + k)d)i ≤

√
k

(
k√
k

)
((d + k)d)

√
k = 2O(d

√
k log(d+k)).

This shows that the number of such words is bounded by 2O(d
√

k log(d+k)), and hence the
number of leaves (and nodes) of the recurrence tree is bounded by 2O(d

√
k log(d+k)). ◀

3.2 Balanced Separators in the Conflict Graph
Let (G, σ) be an ordered graph. For any edge e = (u, v) of G, let span(G,σ)(e) be the set of
all edges (u′, v′) ̸= e of G such that σ(u) ≤ σ(u′) ≤ σ(v′) ≤ σ(v). For example, in Figure 2a,
span(e) = {e1}. For any vertex w of G, let left(G,σ)(w) be the set of all edges (u, v) of
G such that σ(u) < σ(v) ≤ σ(w). Whenever it is clear from the context, we will drop the
subscript (G, σ). We say that an edge e of G is maximal if G contains no edge e′ such that
e ∈ span(e′).

▶ Lemma 8 (Balanced Separator in the Conflict Graph). If (G, σ) is an ordered d-planar
graph, then G contains a set X of at most 3(d + 1) edges such that E(G) \ X = E1 ∪ E2,
E1 ∩ E2 = ∅, |E1| ≤ 2m/3, |E2| ≤ 2m/3, and no edge e1 ∈ E1 crosses an edge e2 ∈ E2 with
respect to σ.

The proof in the full version of this paper [1] considers three cases depending on the
spans of the edges of G; see Figure 2. Either there exists an edge e = (u, v) ∈ E(G) such that
m/3 ≤ |span(e)| ≤ 2m/3 (case 1), or for every edge e ∈ E(G), it holds that |span(e)| ≤ m/3
(case 2), or there exists an edge e ∈ E(G) such that |span(e)| > 2m/3 (case 3). Note that
every outer d-planar graph contains a balanced vertex separater of size at most 2d + 3 [10].

3.3 Proof of Theorem 6
We now need to establish a relation between the treewidth of the graph and the size of a
balanced separator in it. For this we use the result of Dvořák and Norin [14] that shows
a linear dependence between the treewidth and the separation number of a graph: the
separation number of a graph is the smallest integer s such that every subgraph of the given
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e

u v

e1e2

u1 v1v2

e2

u2

(a) Case 1.

ua vaua+1 va+1

E1 = left(ua+1)
X

left(ua)

(b) Case 2.

X

E′
1 E′

2

E2 \ E′
2 E2 \ E′

2

Xe

u v

(c) Case 3.

Figure 2 Case distinction for the proof of Lemma 8.

graph has a balanced separator of size at most s. A balanced separator in a graph H is a set
of vertices B such that the vertex set of H − B can be partitioned into two parts V1 and V2
such that E(V1, V2) = ∅ and |V1|, |V2| ≤ 2|V (H)|/3. In other words, they show that if the
separation number of the graph is s, then the treewidth of such a graph is O(s).

Recall that (G, σ, k) is an instance of Edge Deletion to 1-Page d-Planar. By
Lemma 8, if the ordered graph (G, σ) is (d +

√
k)-planar, then the conflict graph H(G,σ) has

a balanced separator of size at most 3(d +
√

k + 1). Thus, due to the result of Dvořák and
Norin [14], the treewidth of H(G,σ) is O(d +

√
k).

Given a graph with N vertices and treewidth tw, one can compute, in (d + 2)tw · NO(1)

time, the smallest set of vertices whose deletion results in a graph of degree at most d [24].
Applying this result to the conflict graph H(G,σ), which has at most |V (G)|2 = n2 vertices
and treewidth O(d +

√
k), we conclude that Edge Deletion to 1-Page d-Planar can be

solved in 2O((d+
√

k) log d) · nO(1) time if the given ordered graph (G, σ) is (d +
√

k)-planar.
From Lemma 7, we can assume, at the expense of a multiplicative factor of 2O(d

√
k log(k+d))·

nO(1) on the running time, that the given ordered graphs (G, σ) to consider are (d +
√

k)-
planar. Thus, given (G, σ, k), we can solve Edge Deletion to 1-Page d-Planar in
2O(d

√
k log(d+k)) · nO(1) time. This concludes the proof of Theorem 6.

4 Edge Deletion to p-Page Planar

In this section we treat the problem Edge Deletion to p-Page Planar, which is the
special case of Edge Deletion to p-Page d-Planar for d = 0. It can be solved by brute
force in O((p + 1)m · n2) time: For each mapping of the m edges to the p pages, with the
“+1” to mark edge deletion, check for each pair of edges assigned to the same page whether
they intersect. It can also be solved in 4m · nO(1) time: for each of the 2m subsets of E(G),
use Corollary 2 to decide whether its fixed-vertex-order page number is at most p.

We now consider a new parameter in addition to p. The edge set of an ordered graph
(G, σ) corresponds to a set of open intervals on the real line; namely every edge (u, v) of G is
mapped to the interval (σ(u), σ(v)). Given a set I of intervals, a hitting set for I is a set
of points on the real line such that each interval contains at least one of the points. Note
that a hitting set can be much smaller than a vertex cover: an ordered graph (G, σ) with a
hitting set of size 1 can have linear vertex cover number (e.g., G = Kn,n). Given a set I of
m open intervals, a minimum-size hitting set for I can be found in O(m log m) time by a
simple greedy algorithm.

For two edges (u, v), (u′, v′) of (G, σ), we say that (u, v) contains (u′, v′) if the interval
(σ(u), σ(v)) contains the interval (σ(u′), σ(v′)). If (u, v) and (u′, v′) cross with respect to σ,
then there is no containment, otherwise one contains the other.

Hitting set of size 1. We start by treating the following special case of Edge Deletion
to p-Page Planar. Given an ordered graph (G, σ), a point z on the real line that is
contained in every interval defined by E(G), a number p of pages, and a threshold k ≥ 0, we

SWAT 2024



1:10 Eliminating Crossings in Ordered Graphs

z
v10v9v8v7v1 v2 v3 v4 v5 v6

(a) Intervals corrsponding to the edges of G;
auxiliary graph G+ without transitive edges.

ℓ

p1

p2

p3

v1

v10

(b) Optimal solution for (a): only the edge (v4, v10) is
deleted; the pages correspond to the colored paths in (a).

Figure 3 Instance with hitting set of size 1 and optimal solution for three pages.

want to decide whether there is a set E′ ⊆ E(G) of size at most k such that that G − E′ can
be drawn without crossings on p pages (respecting vertex order σ). Note that if there is a
hitting set of size 1, then G is necessarily bipartite and that z /∈ σ(V (G)). We show that
Edge Deletion to p-Page Planar can be solved efficiently if h(G, σ) = 1.

Alam et al. [3] have called this setting separated; they showed that the mixed page number
of an ordered Kn,n is ⌈2n/3⌉ in this case. While we study the (usual) page number of an
ordered graph where each page corresponds to a stack layout, the mixed page number asks
for the smallest number of stacks and queues (where nested edges are not allowed on the
same page) needed to draw an ordered graph.

▶ Theorem 9. Given an ordered graph (G, σ) with n vertices, m edges, and h(G, σ) = 1,
Edge Deletion to p-Page Planar can be solved in O(m3 log n log log p) time.

Proof. From (G, σ) we construct an acyclic directed auxiliary graph G+, from which we
then construct an s–t flow network N such that an integral maximum s–t flow of minimum
cost in N corresponds to p vertex-disjoint directed paths in G+ of maximum total length,
and each path in G+ corresponds to a set of edges in G that can be drawn without crossings
on a single page in a book embedding of (G, σ). The set E′ of edges that need to be deleted
from G such that G − E′ has page number p corresponds to the vertices of G+ that do not
lie on any of the p paths.

We now describe these steps in detail. The auxiliary graph G+ has a node for each
edge of G and an arc from edge node (a, b) to edge node (a′, b′) if in (G, σ) the edge (a′, b′)
contains the edge (a, b) (meaning that the edges do not cross); see Figure 3. Hence G+ has
exactly m nodes and at most

(
m
2
)

edges, and can be constructed from (G, σ) in O(m2) time.
The s–t flow network N is defined as follows. For each node v of G+, introduce two

vertices vin and vout in N , connected by the arc (vin, vout) of capacity 1 and cost −1. All
other arcs in N have cost 0. For each arc (u, v) of G+, add the arc (uout, vin) of capacity 1
to N . Then add to N new vertices s, s′, and t, the edge (s, s′) of capacity p, and the edges
{(s′, vin), (vout, t) : v ∈ V (G+)} of capacity 1. Summing up, N has 2m + 3 vertices, at most(

m
2
)

+ 3m + 1 edges, and can be constructed from G+ in O(m2) time.
Due to the edge (s, s′), a maximum flow in N has value at most p. If m ≥ p (otherwise

the instance is trivial, and no edge has to be deleted), then a maximum flow has value
exactly p. Since all edge capacities and costs are integral, the minimum-cost circulation
algorithm of Ahuja, Goldberg, Orlin, and Tarjan [2] yields an integral flow. Since all edges
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(except for (s, s′)) have edge capacity 1 and N is acyclic, the edges (except for (s, s′)) with
non-zero flow form p paths of flow 1 from s′ to t that are vertex-disjoint except for their
endpoints. These paths (without s′ and t) correspond to vertex-disjoint paths in G+. Due to
the negative cost of the edges of type (vin, vout), the flow maximizes the number of such edges
with flow. This maximizes the number of vertices in G+ that lie on one of the p paths. This,
in turn, maximizes the number of edges of G that can be drawn without crossings on p pages
in a book embedding of (G, σ). Given a flow network with n′ vertices, m′ edges, maximum
capacity U , and maximum absolute cost value C, the algorithm of Ahuja et al. runs in
O(n′m′(log log U) log(n′C)) time. In our case, n′ ∈ O(m), m′ ∈ O(m2), U = p, and C = 1.
Hence computing the maximum flow of minimum cost in N takes O(m3 log n log log p) time.
This dominates the time needed to construct G+ and N . ◀

In our forthcoming algorithm, we will use an extension of this result, as follows. Two
subsets E′, E′′ ⊂ E(G) are compatible if |E′| = |E′′| and there is an enumeration e′

1, . . . , e′
|E′|

of E′ and an enumeration e′′
1 , . . . , e′′

|E′| of E′′ such that e′
i is contained in e′′

i for all i ∈ [|E′|].
Note that we may have E′ ∩ E′′ ̸= ∅.

▶ Lemma 10. Given an ordered graph (G, σ) with n vertices, m edges, h(G, σ) = 1, and
subsets E′, E′′ ⊂ E(G) with p = |E′| = |E′′|, we can decide, in O(m3 log n log log p) time,
whether E′ and E′′ are compatible and, if yes, solve a version of Edge Deletion to p-Page
Planar where, on each page, one edge of E′ is contained in all other edges and one edge of
E′′ contains all other edges on that page.

Proof. We adapt the proof of Theorem 9 by modifying the flow network N that is considered.
More precisely, we insert arcs from s′ only to the edges e′ ∈ E′, and we insert arcs to t only
from the edgs e′′ ∈ E′′. No other arcs go out from s′ nor go into t.

Note that E′ and E′′ are compatible if and only if the value of the maximum flow in the
modified flow network is exactly p. ◀

Our technique, based on flows, does not allow us to enforce a pairing of the edges in E′

and in E′′. With other words, we cannot select edges e′
1, e′

2 ∈ E′ and e′′
1 , e′′

2 ∈ E′′, and insist
that e′

1 and e′′
1 go to one page, and e′

2 and e′′
2 go to another page. This difficulty will play an

important role in our forthcoming extension.

An XP algorithm for the general case. Let H be a finite hitting set of (G, σ). We assume,
without loss of generality, that H ∩ σ(V (G)) = ∅. Given a subset X ⊆ H, we say that an
edge (u, v) of G with σ(u) < σ(v) bridges X if σ(u) < min X, max X < σ(v), and X is the
largest subset of H with this property. For each X ⊆ H, let EX be the subset of edges
of (G, σ) that bridge X. For example, in Figure 4, |H| = 3, and the edges in EH lie in the
outer gray region.

Consider any drawing of a subgraph of (G, σ) with edge set Ẽ on p pages without crossings.
For each page q ∈ [p], let Ẽq be the set of edges in Ẽ that are on page q, and let X q be the
family of subsets of H bridged by some edge of Ẽq. Since there are no crossings on page q,
the sets of X q form a so-called laminar family: any two sets in X q are either disjoint or one
contains the other. For each X ∈ X q, let eq

X be the smallest edge of Ẽq that bridges X, and
let fq

X be the largest edge of Ẽq that bridges X; it may be that eq
X = fq

X . Note that for each
X, Y ∈ X q with X ⊊ Y , the edge eq

Y contains fq
X . We say that the partial encoding of Ẽ on

page q is Eq = {(X, eq
X , fq

X) | X ∈ X q} and the encoding of Ẽ is ⟨E1, . . . , Ep⟩.
When a set X is bridged on only one page of an optimal drawing, say X ∈ X 1, then we

just have to select as many edges as possible without crossing from those contained between
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e1{b,c} = f1
{b,c}

a
b

c

e1{a,b,c}

f1
{a,b,c}

f2
{a,b}

e2{a,b}

f2
{a,b,c}

f2
{c}

e1{c}

Figure 4 Encoding ⟨E1, E2⟩ of a 2-page drawing for an instance with hitting set H = {a, b, c}
(red crosses). For each X ⊆ H and page q ∈ [2], the edges eq

X and fq
X (if they exist) are thicker than

the other edges. Each colored region corresponds to a set of edges that bridge the same subset of H.

e1
X and f1

X , because the edges of EX cannot appear in any other page. The challenge that
we face is the following: when the same set X appears in X q for different q ∈ [p], the choices
of which edges are drawn in each of those pages are not independent. However, we can treat
all such pages together, exchanging some parts of the drawings from one page to another, as
follows. For each X ⊆ H, let QX = {q ∈ [p] : X ∈ X q} be the set of pages where some edges
bridge X.

▶ Lemma 11. Consider Ẽ ⊆ E(G) that can be drawn in p pages without crossings, and let
⟨E1, . . . , Ep⟩ be the corresponding encoding. For every X ⊆ H with QX ̸= ∅, let Ẽ′

X = {eq
X |

q ∈ QX}, let Ẽ′′
X = {fq

X | q ∈ QX}, and let FX be the set of edges in EX obtained when
using Lemma 10 for p′ = |QX | pages with boundary edges Ẽ′

X and Ẽ′′
X . Then the ordered

subgraph with edge set
⋃

X FX can be drawn on p pages without crossings and contains at
least as many edges as Ẽ.

Proof. Consider a fixed X ⊆ H with QX ̸= ∅. For each q ∈ QX , let F q
X be the set of edges

in FX that appear on the same page as eq
X ∈ Ẽ′

X when using the algorithm of Lemma 10.
Since each element of Ẽ′′

X is on a different page, let σ : QX → QX be the permutation such
that f

σ(q)
X is the unique element of Ẽ′′

X in F q
X .

We make a drawing of Ê := (Ẽ \ EX) ∪ FX on p pages by assigning edges to pages, as
follows. For each q ∈ [p] \ QX , we just set Êq = Ẽq. For each q ∈ QX , let Êq be obtained
from Ẽσ(q) by removing the edges contained in f

σ(q)
X , adding the edges of F q

X , and adding the
edges of Ẽq contained in eq

X . For an example, see Figure 5. For each q, the edges of Êq can
be drawn on a single page without crossings. This is obvious for q ∈ [p] \ QX . For q ∈ QX ,
this is true because eq

X and f
σ(q)
X act as shields between F q

X and the other two groups of
edges, one containing f

σ(q)
X and the other contained in eq

X .
Since Ẽ ∩ EX =

( ⋃
q∈QX

Ẽq
)

∩ EX is a feasible solution for the problem solved in
Lemma 10, we have |Ẽ ∩ EX | ≤ |FX |. Therefore Ê = (Ẽ \ EX) ∪ FX is at least as large as Ẽ.

Summarizing: for a fixed X, we have converted Ẽ into another set of edges Ê that is no
smaller and can be drawn without crossings on p pages such that FX = Ê ∩ EX and such
that no edge outside EX is changed (that is, Ẽ \ EX = Ê \ EX). In general, the encoding
⟨E1, . . . , Ep⟩ changes, but the sets Ẽ′

X , Ẽ′′
X remain unchanged for every set X. We now iterate

this process for each X ⊆ H. The last set Ê that we obtain is
⋃

X FX because every edge
of Ẽ is in EX for some X ⊆ H. The result follows. ◀
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f1
X

e1X

e2X

f2
X

e1X

e2X

f
σ(1)
X

f
σ(2)
X

edges of Ẽ2 containing f2
X

edges of Ẽ1 containing f1
X edges of Ẽσ(1) containing f

σ(1)
X

edges of Ẽσ(2) containing f
σ(2)
X

Figure 5 Left: A 2-page drawing of Ẽ. The gray region corresponds to the set ẼX = Ẽ1
X ∪ Ẽ2

X

when X is the set of the inner five red crosses. Right: drawing of a set Ê = (Ẽ \ EX) ∪ FX where
σ(1) = 2 and σ(2) = 1. Note that ẼX and ÊX can be different; namely if FX ̸= Ẽ1

X ∪ Ẽ2
X .

We now argue that, on a single page q ∈ [p], the number of possible partial encodings Eq

is at most m4h−2. First note that X q contains at most 2h − 1 sets: at most h sets in X q

are inclusionwise minimal, and any non-minimal element X ∈ X q is obtained by joining two
others. This means that Eq is characterized by selecting at most 4h − 2 edges eq

X and fq
X ,

and such a selection already determines implicitly the sets X q. When considering all pages
together, there are at most m(4h−2)·p encodings ⟨E1, . . . , Ep⟩, and, for each X ∈

⋃
q∈[p] X q,

we have to apply the algorithm of Lemma 10, which takes O(|EX |3 log n log log p) time. Since
the edge sets EX are pairwise disjoint for different X ⊆ H, for each encoding we spend
O(m3 log n log log p) time. Finally, we return the best among all encodings that give rise
to a valid drawing without crossings. Since the encoding of an optimal solution will be
considered at least once, Lemma 11 implies that we find an optimal solution. Therefore, the
total running time is O(m(4h−2)·p+3 log n log log p). We summarize our result.

▶ Theorem 12. Edge Deletion to p-Page Planar is in XP with respect to h + p.

5 Multiple-Track Crossing Minimization

Let G = (A ∪ B, E) be a bipartite graph where all edges connect a vertex of A to a vertex
of B and A ∩ B = ∅. We further have a given linear order σA for the vertices of A. For the
vertices of B we do not have any additional information or constraints. In this section we
consider spine+t-track drawings of G, defined as follows:

the vertices of A are placed on a line ℓ0, called spine, in the order determined by σA;
the vertices of B are placed on t different lines ℓ1, . . . , ℓt parallel to the spine; each line ℓq

is placed on a different page (half-plane) πq of a book;
all pages π1, . . . , πt have ℓ0 as a common boundary and are otherwise pairwise disjoint;
for each q ∈ [t], the edges with endpoints in ℓ0 and ℓq are drawn as straight-lines edges in
the page πq.

One can interpret this as a drawing in three dimension, as shown in Figure 6. Note that
because the graph is bipartite and each edge has a vertex in A and a vertex in B, there are
no edges connecting two vertices in the spine, and in particular there are no “nested” edges.
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ℓ0

ℓ1

ℓ2

ℓ3

Figure 6 A spine+3-track drawing. In this example, B1 has two vertices, B2 has four vertices
and B3 has three vertices. The drawing has 2 + 5 + 2 = 9 crossings.

ℓ0, fixed order for A

ℓ1, variable order for B
b1 b2 b3 b1 b2b3

Figure 7 Two different orders σB give different number of crossings in the spine+1-track drawing:
10 on the left and 2 on the right.

To describe the drawing combinatorially, it suffices to partition B into sets B1, . . . , Bt,
one per line, and we have to decide for each Bq the order σBq

of the vertices Bq along ℓq.
The number of crossings of the drawing is the sum of the number of crossings within each
page, where the number of crossings within a page is the number of pairs of edges that
cross each other. The value crt((A, σA), B, E) is the minimum number of crossings over all
spine+t-track drawings, and the purpose of this section is to discuss its computation.

We start discussing spine+1-track drawings and its corresponding value cr1((A, σA), B, E).
See Figure 7 for examples of drawings. This is the minimum number of crossings in a two-layer
drawing with the order on one layer, A in this case, fixed. We want to choose the order σB

that minimizes the number of crossings. Let cr1((A, σA), (B, σB), E) be the crossing number
for a fixed order σB. Then cr1((A, σA), B, E) is the minimum of cr1((A, σA), (B, σB), E)
when we optimize over all orders σB of B. The obvious approach is to try all different
possible orders σB of B, compute cr1((A, σA), (B, σB), E) for each of them, and take the
minimum. This yields an algorithm with time complexity 2O(n log n). We improve over this
trivial algorithm as follows.

▶ Theorem 13. We can compute cr1((A, σA), B, E) in O(2nn) time, where n = |A| + |B|.

Proof. Construct a complete, directed, edge-weighted graph H as follows:
V (H) = B

put all directed edges in H;
the directed edge (x, y) of H gets weight cx,y = cr1((A, σA), ({x, y}, σx,y), E), where σx,y

is the order for {x, y} that places x before y.
An ordering of B corresponds to a Hamiltonian path in H. Consider any Hamiltonian path
in H defined by an order σB. Since each crossing happens between two edges incident to
different vertices of B, we have

cr1((A, σA), (B, σB), E) =
∑

x, y ∈ B
σB(x) < σB(y)

cx,y =
∑
x∈B

∑
y ∈ B

σB(x) < σB(y)

cx,y. (2)

With this interpretation, the task is to find in H a Hamiltonian path such that the sum
of the c·,·-weights from each vertex to all its successors is minimized. This problem is
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amenable to dynamic programming across subsets of vertices, as it is done for the Traveling
Salesperson Problem; see [5] or [12, Section 6.6].

We define a table C by setting, for each X ⊆ B,

C[X] = cr1((A, σA), X, {(a, x) ∈ E | x ∈ X, a ∈ A}).

Then C[X] is the number of crossings when we remove the vertices B \ X from H. We are
interested in computing C[B] because C[B] = cr1((A, σA), B, E).

We obviously have C[X] = 0 for each X ⊆ B with |X| ≤ 1. Whenever |X| > 1, we use (2)
and the definition of C[X] to obtain the recurrence

C[X] = min
y∈X

C[X \ {y}] +
∑

x∈X\{y}

cx,y

 . (3)

The proof of this is a standard proof in dynamic programming, where y represents the last
vertex of X in the ordering.

Each value cx,y can be computed in O(degG(x) + degG(y)) = O(n) time, which means
that, over all pairs (x, y), we spend O(n3) time. Each value η[X, y] :=

∑
x∈X\{y} cx,y, defined

for X ⊆ B and y ∈ X, can be computed for increasing values of |X| in constant time per
value by noting that

for every X ⊆ B and distinct y, z ∈ X:
∑

x∈X\{y}

cx,y = cz,y +
∑

x∈X\{y,z}

cx,y.

Therefore, we compute the value η[X, y] for every X ⊆ B and y ∈ X in Θ
(∑n

k=0
(

n
k

)
k
)

=
Θ(2nn) total time. (The direct computation using the sums anew for each value would take
Θ

(∑n
k=0

(
n
k

)
k2)

= Θ(2nn2), which is strictly larger.)
After this we can compute C[X] for increasing values of |X| using the recurrence of

Equation (3), which means that we spend O(|X|) time for each X. This step also takes
O(2nn) time for all X. Finally we return C[B]. An optimal solution can be recovered using
standard book-keeping techniques. ◀

Now we consider the case of arbitrary track number t.

▶ Theorem 14. We can compute crt((A, σA), B, E) in 2nnO(1) time for every t > 1, where
n = |A| + |B|. For t = 1 and t = 2, the value can be computed in O(2nn) time.

Proof. Once we fix a set Bq for the qth page, we can optimize the order σBq
independently

of all other decisions. Therefore, we want to compute

min
t∑

q=1
cr1((A, σA), Bq, Eq),

where Eq is the set of edges connecting vertices from A to Bq, and where the minimum is
only over all the partitions B1, . . . , Bt of B.

As we did in the proof of Theorem 13, for each subset X ⊆ B, we define

C[X] = cr1((A, σA), X, {(a, x) ∈ E | x ∈ X, a ∈ A}).

In the proof of Theorem 13 we argued that the values C[X] can be computed in O(2nn)
time for all X ⊆ B simultaneously.
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We have to compute now

min
{

t∑
q=1

C[Bq] : B1, . . . , Bt is a partition of B

}
.

The case of t = 1 has been covered in Theorem 13. For t = 2, we have to compute

min {C[B1] + C[B \ B1] | B1 ⊆ B} ,

which can be done in O(2n) additional time iterating over all subsets B1 of B.
For t > 2, we use the algorithm of Björklund et al. [8] for subset convolution, as follows.

Define for each X ⊆ B and for q ∈ [t] the “entry table”

T [X, q] = crq((A, σA), X, {(a, x) ∈ E | x ∈ X, a ∈ A})
= min {C[B1] + . . . + C[Bq] | B1, . . . , Bq is a partition of X} .

We obviously have T [X, 1] = C[X] for all X. For q > 1, we have the recursive relation

T [X, q] = min {T [Y, q − 1] + C[X \ Y ] | Y ⊆ X} .

Therefore, for q > 1, the function X 7→ T [X, q] is, by definition, the subset convolution of
the functions X 7→ T [X, q − 1] and X 7→ C[X] in the (min, +) ring. These functions take
integer values on {0, . . . , n4} because n4 is an upper bound for crq((A, σA), B, E) for any q.
It follows from [8] that one can obtain T [X, q] for all X ⊆ B in 2nnO(1) time, assuming that
T [·, q − 1] and C[·] are already available. We compute the entries T [·, q] for q = 2, . . . , t,
which adds a multiplicative t ≤ n to the final running time. ◀

Using the theorem for increasing values of t, we obtain the following.

▶ Corollary 15. We can compute the smallest value t such that crt((A, σA), B, E) = 0 in
2n · nO(1) time, where n = |A| + |B|.

6 Open Problems

1. Could we use the concept of the conflict graph for other crossing reduction problems?
2. Is Edge Deletion to 1-Page d-Planar W [1]-hard with respect to the natural

parameter k if d is part of the input? Can we reduce from Independent Set? Note
that Vertex Deletion to Degree-d is W [1]-hard with respect to treewidth [6] and
that outer-d planar graphs have treewidth O(d) [10] (which also follows from Lemma 8).

3. What if the vertex order is not given? In other words, what is the parameterized
complexity of edge deletion to outer-d planarity?

4. What about exact algorithms for computing the crossing number of an ordered graph? As
Masuda et al. [29] showed, the problem is NP-hard for two pages. In their NP-hardness
reduction, they use a large number of crossings, and it is easy to get an algorithm that
is exponential in the number of edges; see Theorem 1. Can we get a running time of
2n ·nO(1) or perhaps even subexponential in n? Recall that the algorithm of Liu et al. [26]
checks in n · (cr +2)O(pw2) time whether a graph with pathwidth pw can be drawn on a
given number of pages with at most cr crossings in total.
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Abstract
For a set P ⊆ R2 of points and a family F of regions, a local t-spanner of P is a sparse graph G over
P , such that for any region r ∈ F the subgraph restricted to r, denoted by G∩ r, is a t-spanner for
all the points of r∩ P .

We present algorithms for the construction of local spanners with respect to several families of
regions such as homothets of a convex region. Unfortunately, the number of edges in the resulting
graph depends logarithmically on the spread of the input point set. We prove that this dependency
cannot be removed, thus settling an open problem raised by Abam and Borouny. We also show
improved constructions (with no dependency on the spread) of local spanners for fat triangles, and
regular k-gons. In particular, this improves over the known construction for axis-parallel squares.

We also study notions of weaker local spanners where one is allowed to shrink the region a “bit”.
Surprisingly, we show a near linear-size construction of a weak spanner for axis-parallel rectangles,
where the shrinkage is multiplicative. Any spanner is a weak local spanner if the shrinking is
proportional to the diameter of the region.
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1 Introduction

For a set P of points in Rd, the Euclidean graph KP =
(
P,

(
P
2
))

of P is an undirected graph.
Here, an edge pq ∈

(
P
2
)

is associated with the segment pq, and its weight is the (Euclidean)
length of the segment. Let G = (P, E) and H = (P, E′) be two graphs over the same set of
vertices (usually H is a subgraph of G). Consider two vertices p, q ∈ P , and parameter t ≥ 1.
A path π between p and q in H is a t-path if the length of π in H is at most t · dG(p, q),
where dG(p, q) is the length of the shortest path between p and q in G. The graph H is a
t-spanner of G if there is a t-path in H for every p, q ∈ P . Thus, for a set P ⊆ Rd of points,
a graph G over P is a t-spanner if it is a t-spanner of the Euclidean graph KP . There is a
lot of work on building geometric spanners, see [10] and references there in.

Fault-tolerant spanners

An F-fault-tolerant spanner for P ⊆ Rd is a graph G = (P, E) such that for any region
r ∈ F (i.e., the “attack”), the graph G− r is a t-spanner of KP − r, where G− r denotes
the graph after one deletes from G all the vertices in P ∩ r, and all the edges in G whose
corresponding segments intersect r (See Definition 1 for a formal definition of this notation).
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Surprisingly, as shown by Abam et al. [3], such fault-tolerant spanners can be constructed
where the attack region is any convex set. Furthermore, these spanners have a near linear
number of edges.

Fault-tolerant spanners were first studied with vertex and edge faults, meaning that some
arbitrary set of at most k of vertices and edges has failed. Levcopoulos et al. [8] showed
the existence of k-vertex/edge fault tolerant spanners for a set P of points in some metric
space. Their spanner had O(kn log n) edges, and weight, i.e. sum of edge weights, bounded
by f(k) · wt(MST (P )), where wt(MST (P )) is the weight of MST (P ), for some function f .
Lukovszki [9] later achieved a similar construction, improving the number of edges to O(kn),
and was able to prove that the result is asymptotically tight.

Local spanners

Recently, Abam and Borouny [2] introduced the notion of local spanners, which can be
interpreted as having the complement property to being fault-tolerant. For a family F of
regions, a graph G = (P, E) is an F-local t-spanner for P if for any r ∈ F , the subgraph
of G induced on P ∩ r is a t-spanner. Specifically, this induced subgraph G ∩ r contains a
t-path between any p, q ∈ P ∩ r (note that we keep an edge in the subgraph only if both its
endpoints are in r, see Definition 1).

Abam and Borouny [2] showed how to construct such spanners for axis-parallel squares
and vertical slabs. In this work, we further extend their results. They also showed how to
construct such spanners for disks if one is allowed to add Steiner points, but left the question
of how to construct local spanners for disks (without Steiner points) as an open problem.

To appreciate the difficulty in constructing local spanners, observe that unlike regular
spanners, the construction has to take into account many different scenarios as far as which
points are available to be used in the spanner. As a concrete example, a local spanner for
axis-parallel rectangles requires a quadratic number of edges, see Figure 1.1.

Figure 1.1 For any point in the top diagonal and bottom diagonal, there is a fat axis-parallel
rectangle that contains only these two points. Thus, a local spanner requires a quadratic number of
edges in this case.

Namely, regular spanners can rely on using midpoints in their path under the assurance
that they are always there. For local spanners this is significantly harder as natural midpoints
might “disappear”. Intuitively, a local spanner construction needs to use midpoints that are
guaranteed to be present judging only from the source and destination points of the path.

A good jump is hard to find

Most constructions for spanners can be viewed as searching for a way to build a path from
the source to the destination by finding a “good” jump, either by finding a way to move
locally from the source to a nearby point in the right direction, as done in the θ-graph
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Table 1.1 Known and new results. The notation Oε hides polynomial dependency on ε which is
not specified in the original work.

Region # edges Paper New # edges Location in paper
Local (1 + ε)-spanners

Halfplanes O(ε−2n log n) [3]
Axis-parallel squares Oε(n log6 n) [2] O

(
ε−3n log n

)
Remark 27

Vertical slabs O(ε−2n log n) [2]

Disks+Steiner points Oε(n log2 n) [2]

Disks O
(
ε−2n log Φ

)
Theorem 19

Ω
(
n log(1 + Φ

n
)
)

Lemma 20

Homothets of a convex body O
(
ε−2n log Φ

)
Theorem 19

Homothets of α-fat triangles O
(
(αε)−1n

)
Theorem 23

Homothets of triangles Ω
(
n log(1 + Φ

n
)
)

Lemma 21

δ-weak local (1 + ε)-spanners

Convex body O
(
(ε−1 + δ−2)n

)
Lemma 12

(1− δ)-local (1 + ε)-spanners

Axis-parallel rectangles O
(
(ε−2 + δ−2)n log2 n

)
Theorem 31

construction, or alternatively, by finding an edge in the spanner from the neighborhood of the
source to the neighborhood of the destination, as done in the spanner constructions using a
well-separated pair decomposition (WSPD). Usually, one argues inductively that the spanner
must have (sufficiently short) paths from the source to the start of the jump, and from the
end of the jump to the destination, and then, combining these implies that the resulting
new path is short. These ideas guide our constructions as well. However, the availability of
specific edges depends on the query region, making the search for a good jump significantly
more challenging. Intuitively, the constructions have to guarantee that there are many edges
available, and that at least one of them is useful as a jump regardless of the chosen region
(since slight perturbation in the region might make many of these edges unavailable).

Our results
Almost local spanners

We start by showing that regular geometric spanners are local spanners if one is required to
provide the spanner guarantee only to shrunken regions. Namely, if G is a (1 + ε)-spanner of
P , then for any convex region C, the graph G ∩ C is a spanner for C′ ∩ P , where C′ is the set
of all points in C that are in distance at least δ · diam(C) from its boundary, for δ = Ω(

√
ε) –

see Lemma 12.

Homothets

A homothet of a convex region C is a translated and scaled copy of C. In Section 3 we present
a construction of spanners which surprisingly is not only fault-tolerant for all smooth convex
regions, but is also a local spanner for homothets of a prespecified convex region. This
in particular works for disks, and resolves the aforementioned open problem of Abam and
Borouny [2]. Our construction is somewhat similar to the original construction of Abam
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et al. [3]. For a parameter ε > 0 the construction of a local (1 + ε)-spanner for homothets
takes O

(
ε−2n log Φ log n

)
time, and the resulting spanner is of size O

(
ε−2n log Φ

)
, where Φ

is the spread of the input point set P , and n = |P |.
The dependency on the spread Φ in the above construction is somewhat disappointing.

However, the lower bound constructions, provided in Section 3.3, show that this is unavoidable
for disks or homothets of triangles.

Thus, the natural question is what are the cases where one can avoid the “curse of the
spread” – that is, cases where one can construct local spanners of near-linear-size independent
of the spread of the input point set.

The basic building block: C-Delaunay triangulation

A key ingredient in the above construction is the concept of Delaunay triangulations induced
by homothets of a convex body. Intuitively, one replaces the unit disk (of the standard
L2-norm) by the provided convex region. It is well known [6] that such diagrams exist, have
linear complexity in the plane, and can be computed quickly. In Section 3.1 we review these
results, and restate the well-known property that the C-Delaunay triangulation is connected
when restricted to a homothet of C. By computing these triangulations for carefully chosen
subsets of the input point set, we get the results stated above.

Specifically, we use well-separated and semi-separated decompositions to compute these
subsets.

Fat triangles

In Section 3.4 we give a construction of local spanners for the family F of homothets of a
given triangle △, and get a spanner of size O

(
(αε)−1n

)
in O

(
(αε)−1n log n

)
time, where α

is the smallest angle in △. This construction is a careful adaptation of the θ-graph spanner
construction to the given triangle, and it is significantly more technically challenging than
the original construction.

k-regular polygons

It seems natural that if one can handle fat triangles, then homothets of k-regular polygons
should readily follow by a simple decomposition of the polygon into fat triangles. Maybe
surprisingly, this is not the case – a critical configuration might involve two points that are on
the interior of two non-adjacent edges of a homothet of the input polygon. We overcome this
by first showing that sufficiently narrow trapezoids provide us with a good jump somewhere
inside the trapezoid, assuming one computes the Delaunay triangulation induced by the
trapezoid, and that the source and destination lie on the two legs of the trapezoid. Next, we
show that such a polygon can be covered by a small number of narrow trapezoids and fat
triangles. By building appropriate graphs for each trapezoid/triangle in the collection, we get
a spanner for homothets of the given k-regular polygon, with size that has no dependency on
the spread. Of course, the size does depend polynomially on k. See Section 3.5 for details,
and Theorem 26 for the precise result.

Multiplicative weak local spanner for rectangles

In the final result we use a less known type of pair-decomposition to construct a weak local
spanner for axis-parallel rectangles. Here, the graph G, constructed over P , has the property
that for any axis-parallel rectangle R, the graph G ∩ R is a (1 + ε)-spanner for all the
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points of
(
(1− δ)R

)
∩ P , where (1− δ)R is the scaling of the rectangle by a factor of 1− δ

around its center. Intuitively, δ is a parameterization of the weakness of the spanner, which
guarantees (1 + ε)-paths for smaller regions as δ approaches 1. Importantly, this works for
narrow rectangles where this form of multiplicative shrinking is still meaningful (unlike the
diameter based shrinking mentioned above). Contrast this with the lower bound (illustrated
in Figure 1.1) of Ω(n2) on the size of local spanner if one does not shrink the rectangles. See
Section 4 for details of the precise result.

See Table 1.1 for a summary of known results and comparisons to the results of this
paper.

2 Preliminaries

Residual graphs

▶ Definition 1. Let F be a family of regions in the plane. For a region r ∈ F and a
geometric graph G on a point set P , let G− r be the residual graph after removing from G all
the points of P in r and all the edges whose corresponding segments intersect r. Similarly,
let G ∩ r denote the graph restricted to r. Formally, let

G−r =
(
P \r, {uv ∈ E | uv ∩ int(r) = ∅}

)
and G∩r =

(
P∩r, {uv ∈ E | uv ⊆ r}

)
.

where int(r) denotes the interior of r,

2.1 On various pair decompositions
For sets X, Y , let X ⊗ Y = {{x, y} | x ∈ X, y ∈ Y, x ̸= y} be the set of all the (unordered)
pairs of points formed by the sets X and Y .

▶ Definition 2 (Pair decomposition). For a point set P , a pair decomposition of P is a
set of pairs

W =
{
{X1, Y1} , . . . , {Xs, Ys}

}
,

such that
(I) Xi, Yi ⊆ P for every i,

(II) Xi ∩ Yi = ∅ for every i, and
(III)

⋃s
i=1 Xi ⊗ Yi = P ⊗ P .

Its weight is ω(W) =
∑s

i=1(|Xi|+ |Yi|).

The closest pair distance of a set P ⊆ Rd of points is cp(P ) = min
p,q∈P,p ̸=q

∥pq∥ . The

diameter of P is diam(P ) = max
p,q∈P

∥pq∥ . The spread of P is Φ(P ) = diam(P )/cp(P ), which
is the ratio between the diameter and closest pair distance. While in general the weight of a
WSPD (defined below) can be quadratic, if the spread is bounded, the weight is near linear.
For X, Y ⊆ Rd, let d(X, Y ) = min

p∈X,q∈Y
∥pq∥ be the distance between the two sets.

▶ Definition 3. Two sets X, Y ⊆ Rd are

1/ε-well-separated if max(diam(X), diam(Y )) ≤ ε · d(X, Y ),
and 1/ε-semi-separated if min(diam(X), diam(Y )) ≤ ε · d(X, Y ).
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For a point set P , a well-separated pair decomposition (WSPD) of P with parameter
ε is a pair decomposition of P with a set W =

{
{B1, C1} , . . . , {Bs, Cs}

}
, of pairs such that

for all i, the sets Bi and Ci are (1/ε)-well-separated. The notion of (1/ε)-SSPD (a.k.a.
semi-separated pair decomposition) is defined analogously.

▶ Lemma 4 ([1]). Let P be a set of n points in Rd, with spread Φ = Φ(P ), and let
ε > 0 be a parameter. Then, one can compute a (1/ε)-WSPD W for P of total weight
ω(W) = O(nε−d log Φ). Furthermore, any point of P participates in at most O

(
ε−d log Φ

)
pairs.

▶ Theorem 5 ([1, 7]). Let P be a set of n points in Rd, and let ε > 0 be a parameter. Then,
one can compute a (1/ε)-SSPD for P of total weight O

(
nε−d log n

)
. The number of pairs in

the SSPD is O
(
nε−d

)
, and the computation time is O

(
nε−d log n

)
.

The following claim is straightforward.

▶ Lemma 6. Given an α-SSPD W of a set P of n points in Rd and a parameter β ≥ 2, one
can refine W into an αβ-SSPD W ′, such that |W ′| = O(|W|/βd) and ω(W ′) = O(ω(W)/βd).

▶ Definition 7. An ε-double-wedge is a region between two lines, where the angle between
the two lines is at most ε.

Two point sets X and Y that each lie in their own face of a shared ε-double-wedge are
ε-angularly separated.

▶ Theorem 8 (Proof in full version [5]). Given a (1/ε)-SSPD W of n points in the plane, one
can refine W into a (1/ε)-SSPD W ′, such that each pair Ξ = {X, Y } ∈ W ′ is contained in an
ε-double-wedge ×Ξ, such that X and Y are contained in the two different faces of the double
wedge ×Ξ. We have that |W ′| = O(|W|/ε) and ω(W ′) = O(ω(W)/ε). The construction time
is proportional to the weight of W ′.

▶ Corollary 9. Let P be a set of n points in the plane, and let ε > 0 be a parameter. Then,
one can compute a (1/ε)-SSPD for P such that every pair is ε-angularly separated. The total
weight of the SSPD is O

(
nε−3 log n

)
, the number of pairs in the SSPD is O

(
nε−3)

, and the
computation time is O

(
nε−3 log n

)
.

2.2 Weak local spanners for fat convex regions
▶ Definition 10. Given a convex region C, let

C⊟δ =
{

p ∈ C
∣∣ d

(
p,R2 \ C

)
≥ δ · diam(C)

}
.

In other words, C⊟δ is the Minkowski difference of C with a disk of radius δ · diam(C).

▶ Definition 11. Consider a (bounded) set C in the plane. Let rin(C) be the radius of
the largest disk contained inside C. Similarly, Rout(C) is the smallest radius of a disk
containing C.

The aspect ratio of a region C in the plane is ar(C) = Rout(C)/rin(C). Given a family
F of regions in the plane, its aspect ratio is ar(F) = maxC∈F ar(C).

Note, that if a convex region C has bounded aspect ratio, then C⊟δ is similar to the
result of scaling C by a factor of 1−O(δ). On the other hand, if C is long and skinny then
this region is much smaller. Specifically, if C has width smaller than 2δ · diam(C), then C⊟δ

is empty.
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▶ Lemma 12 (Proof in full version [5]). Given a set P of n points in the plane, and parameters
δ, ε ∈ (0, 1), one can construct a graph G over P , in O((ε−1 + δ−2)n log n) time, and with
O

(
(ε−1 + δ−2)n

)
edges, such that for any (bounded) convex region C in the plane, we have

that for any two points p, q ∈ P ∩ C⊟δ the graph C ∩ P has a (1 + ε)-path between p and q.

3 Local spanners of homothets of convex region

Let C be a bounded convex and closed region in the plane (e.g., a disk). A homothet of C is
a scaled and translated copy of C. A point set P is in general position with respect to C, if
no four points of P lie on the boundary of a homothet of C, and no three points are colinear.

A graph G = (P, E) is a C-local t-spanner for P if for any homothet r of C we have that
G ∩ r is a t-spanner of KP ∩ r.

3.1 Delaunay triangulation for homothets
▶ Definition 13 ([6]). Given C as above, and a point set P in general position with respect
to C, the C-Delaunay triangulation of P , denoted by DC(P ), is the graph formed by edges
between any two points p, q ∈ P such that there is a homothet of C that contains only p and
q and no other point of P .

▶ Theorem 14 ([6]). For a set P of points, DC(P ) can be computed in O(n log n) time
for a pre-determined convex body C. Furthermore, the triangulation DC(P ) has O(n) edges,
vertices, and faces.

Figure 3.1 Shrinking of a homothet so that two specific points would lie on its boundary.

▶ Lemma 15 (Proof in full version [5]). Let C be a convex body, and let P be a set of points
in general position with respect to C. Then, if C is a homothet of C that contains two points
p, q ∈ P , then there exists a homothet C ′ ⊆ C of C such that p, q ∈ ∂C ′.

See Figure 3.1 for An illustration of the claim in Lemma 15.
The following standard claim, usually stated for the standard Delaunay triangulations,

also holds for homothets.

▷ Claim 16 (Proof in full version [5]). Let C be a convex body. Given a set P ⊆ R2 of points
in general position with respect to C, let D = DC(P ) be the C-Delaunay triangulation of P .
For any homothet C of C, we have that D ∩ C is connected.

3.2 The generic construction
The input is a set P of n points in the plane (in general position) with spread Φ = Φ(P ),
a parameter ε ∈ (0, 1), and a convex body C that defines the “unit” ball. The task is to
construct C-local spanner.
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The algorithm computes a (1/ϑ)-WSPD W of P using the algorithm of Lemma 4,
where ϑ = ε/6. For each pair Ξ = {X, Y } ∈ W, the algorithm computes the C-Delaunay
triangulation DΞ = DC(X ∪ Y ), and adds all the edges in DΞ ∩ (X ⊗ Y ) to the computed
graph G.
▶ Remark 17. In the above algorithm, the idea of computing a triangulation for each WSPD
pair seems to be new.

3.2.1 Analysis
Size. For each pair Ξ = {X, Y } in the WSPD, its C-Delaunay triangulation contains at
most O(|X|+ |Y |) edges. As such, the number of edges in the resulting graph is bounded by∑

{X,Y }∈W O
(
|X|+ |Y |

)
= O(ω(W)) = O

(
nϑ−2 log Φ

)
, by Lemma 4.

Construction time. The construction time is bounded by∑
{X,Y }∈W

O
(
(|X|+ |Y |) log(|X|+ |Y |)

)
= O(ω(W) log n) = O

(
nϑ−2 log Φ log n

)
.

▶ Lemma 18 (Local spanner property). For P, C, ε as above, let G be the graph constructed
above for the point set P . Then, for any homothet C of C and any two points x, y ∈ P ∩C, we
have that G ∩ C has a (1 + ε)-path between x and y. That is, G is a C-local (1 + ε)-spanner.

Proof. Fix a homothet C of C, and consider two points p, q ∈ P ∩ C. The proof is by
induction on the distance between p and q (or more precisely, the rank of their distance
among the

(
n
2
)

pairwise distances). Consider the pair Ξ = {X, Y } such that x ∈ X and
y ∈ Y .

If xy ∈ DΞ then the claim holds, so assume this is not the case. By the connectivity of
DΞ ∩C, see Claim 16, there must be points x′ ∈ X ∩C, y′ ∈ Y ∩C, such that x′y′ ∈ E(DΞ).
Indeed, let x ∈ X ∩ C, y ∈ Y ∩ C, and let π be some (x, y)-path guaranteed to exist by
connectivity. π must contain an edge with one endpoint in X ∩C and the other in Y ∩C. As
such, by construction, we have that x′y′ ∈ E(G). Furthermore, by the separation property,
we have that

max(diam(X), diam(Y )) ≤ ϑ d(X, Y ) ≤ ϑℓ,

where ℓ = ∥xy∥. In particular, ∥x′x∥ ≤ ϑℓ and ∥y′y∥ ≤ ϑℓ. As such, by induction, we have
dG(x, x′) ≤ (1 + ε) ∥xx′∥ ≤ (1 + ε)ϑℓ and dG(y, y′) ≤ (1 + ε) ∥yy′∥ ≤ (1 + ε)ϑℓ. Furthermore,
∥x′y′∥ ≤ (1 + 2ϑ)ℓ. As x′y′ ∈ E(G), we have

dG(x, y) ≤ dG(x, x′) + ∥x′y′∥+ dG(y′, y) ≤ (1 + ε)ϑℓ + (1 + 2ϑ)ℓ + (1 + ε)ϑℓ

≤ (2ϑ + 1 + 2ϑ + 2ϑ)ℓ
= (1 + 6ϑ)ℓ ≤ (1 + ε) ∥xy∥ ,

if ϑ ≤ ε/6. ◀

The result. We thus get the following.

▶ Theorem 19. Let C be a convex body in the plane, let P be a given set of n points in the
plane (in general position with respect to C), and let ε ∈ (0, 1/2) be a parameter. The above
algorithm constructs a C-local (1 + ε)-spanner G. The spanner has O

(
ε−2n log Φ

)
edges, and

the construction time is O
(
ε−2n log Φ log n

)
. Formally, for any homothet C of C, and any

two points p, q ∈ P ∩ C, we have a (1 + ε)-path in G ∩ C.
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3.3 Lower bounds
3.3.1 A lower bound for local spanner for disks
The result of Theorem 19 is somewhat disappointing as it depends on the spread of the point
set (logarithmically, but still). Next, we show a lower bound proving that this dependency is
unavoidable, even in the case of disks.

Some intuition. A natural way to attempt a spread-independent construction is to try and
emulate the construction of Abam et al. [3] and use an SSPD instead of a WSPD, as the
total weight of the SSPD is near linear (with no dependency on the spread). Furthermore,
after some post-processing, one can assume every pair Ξ = {X, Y } is angularly ε-separated –
that is, there is a double wedge with angle ≤ ε, such that X and Y are on different sides
of the double wedge. The problem is that for a disk #, it might be that the bridge edge
between X and Y that is in DΞ ∩# is much longer than the distance between the two points
of interest. This somewhat counter-intuitive situation is illustrated in Figure 3.2.

Figure 3.2 A bridge too far – the only surviving bridge between the red and blue points is too
far to be useful if the sets of points are not well separated.

▶ Lemma 20. For ε = 1/4, and parameters n and Φ, there is a point set P of n + ⌈log2 Φ⌉
points in the plane, with spread O(nΦ), such that any local (1 + ε)-spanner of P for disks
must have Ω

(
n(1 + log Φ

n )
)

edges, as long as
√

n ≤ Φ ≤ n2n.

p1p2p3p4p5p6

q1

q2

Figure 3.3 The set of disks D1, and the construction of q2.

Proof. Let pi = (−i, 0), for i = 1, . . . , n. Let M = 1 + ⌈log2 Φ⌉, x1 = n2M and q1 = (x1,−1).
For a point p on the x-axis, and a point q below the x-axis and to the right of p, let #p

↓(q) be
the disk whose boundary passes through p and q, and its center has the same x-coordinate as
p. In the jth iteration, for j = 2, . . . , M − 1, Let xj = n2M−j+1 = xj−1/2, and let yj < 0 be
the maximum y-coordinate of a point that lies on the intersection of the vertical line x = xj

and the union of disks D1 ∪ · · · ∪Dj where

Dj =
{
#pi

↓ (qj−1)
∣∣∣ i = 1, . . . , n

}
,

see Figure 3.3 for an illustration of D1.
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c1

c3
α1

α2

α3v2

v1

e2

e3

v3

4

e1

n2

n1

n3

Figure 3.4 For the triangle △ with angles α1, α2, and α3 we create the cones c1, c2, and c3.

Let qj = (xj , 0.99yj).
Clearly, the point qj lies outside all the disks of D1 ∪ . . . ∪ Dj . The construction

now continues to the next value of j. Let P = {p1, . . . , pn, q2, . . . , qM}. We have that
|P | = n + M − 1.

The minimum distance between any points in the construction is 1 (i.e., ∥p1p2∥). Indeed
xM−1 = 4n and thus ∥qM−1p1∥ ≥ 2n. The diameter of P is ∥p1q1∥ =

√
(n + n2M )2 + 1 ≤

2n2M . As such, the spread of P is bounded by ≤ n2M+1 = O(nΦ).
For any i and j, consider the disk #pi

↓ (qj). This disk does not contain any point of
p1, . . . , pi−1, pi+1, . . . , pn since its interior lies below the x-axis. By construction it does not
contain any point qj+1, . . . , qM−1. This disk potentially contains the points qj−1, . . . , q1, but
observe that for any index k ∈ Jj − 1K = {1, . . . , j − 1}, we have that

∥piqk∥ =
√

(i + n2M−k+1)2 +
(
y(qj)

)2
,

which implies that n2M−k+1 ≤ ∥piqk∥ < n(2M−k+1 + 2). We thus have that

∥piqk∥
∥piqj∥

≥ n2M−k+1

n(2M−j+1 + 2) = 2M−j · 2j−k

2M−j + 1 = 2j−k

1 + 1/2M−j
≥ 2

1 + 1/2 = 4
3 > 1 + ε,

since j ∈ JM − 1K. Namely, the shortest path in G between pi and qj , cannot use any of
the points q1, . . . qj−1. As such, the graph G must contain the edge piqj . This implies that
|E(G)| ≥ n(M − 1), which implies the claim. ◀

3.3.2 A lower bound for triangles

▶ Lemma 21 (Proof in full version [5]). For any n > 0, and Φ = Ω(n), one can compute a
set P of n +O(log Φ) points, with spread O(Φn), and a triangle △, such that any △-local
(3/2)-spanner of P requires Ω

(
n log(1 + Φ

n )
)

edges.

3.4 Local spanners for fat triangles

While local spanners for homothets of an arbitrary convex body are costly, if we are given
a triangle △ with the single constraint that △ is not too “thin”, then one can construct a
△-local t-spanner with a number of edges that does not depend on the spread of the points.

▶ Definition 22. A triangle △ is α-fat if the smallest angle in △ is at least α.



S. Ashur and S. Har-Peled 2:11

3.4.1 Construction

The input is a set P of n points in the plane, an α-fat triangle △, and an approximation
parameter ε ∈ (0, 1). Let vi denote the ith vertex of △, αi be the adjacent angle, and let
ei denote the opposing edge, for i ∈ J3K. Let ci = {(p− vi)t | p ∈ ei and t ≥ 0} denote the
cone with an apex at the origin induced by the ith vertex of △. Let ni be the outer normal
of △ orthogonal to ei. See Figure 3.4 for an illustration. Let Ci be a minimum size partition
of ci into cones each with angle in the range [β/2, β], where β = εα/γ, and γ > 1 is some
constant discussed shortly. For each point p ∈ P , and a cone c ∈ Ci, let nni(p, c) be the first
point in (P − p) ∩ (p + c) ordered by the direction ni (it is the “nearest-neighbor” to p in
p + c with respect to the direction ni).

The result

Let G be the graph over P formed by connecting every point p ∈ P to nni(p, c), for all
i ∈ J3K and c ∈ Ci. We get the following result (see full version [5] for details).

▶ Theorem 23. Let P be a set of n points in the plane, and let ε ∈ (0, 1) be an approximation
parameter. The above algorithm computes a △-local (1 + ε)-spanner G for an α-fat triangle
△. The construction time is O

(
(αε)−1n log n

)
, and the spanner G has O

(
(αε)−1n

)
edges.

3.5 A local spanner for nice polygons

3.5.1 A good jump for narrow trapezoids

As a reminder, a trapezoid is a quadrilateral with two parallel edges, known as its bases. The
other two edges are its legs. For ε ∈ (0, 1/4), a trapezoid T is ε-narrow if the length of each
of its legs is at most ε · diam(T ).

▶ Lemma 24 (Proof in full version [5]). Let ε ∈ (0, 1) be some parameter, and ϑ = ε/16.
Let X, Y be two point sets that are (1/ϑ)-semi separated and ϑ-angularly separated (see
Definition 7), and let T be a ϑ-narrow trapezoid, with two points p ∈ X and q ∈ Y lying on
the two legs of T . Then, one can compute a homothet T ′ ⊆ T of T such that
1. there are two points p′ ∈ X and q′ ∈ Y , such that p′q′ is an edge of the T -Delaunay

triangulation of X ∪ Y , and
2. we have that (1 + ε) ∥pp′∥+ ∥p′q′∥+ (1 + ε) ∥q′q∥ ≤ (1 + ε) ∥pq∥.

3.5.2 Breaking a nice polygon into narrow trapezoids

For a convex polygon C, its sensitivity, denoted by sen(C), is the minimum distance between
any two non-adjacent edges (this quantity is no bigger than the length of the shortest edge in
the polygon). A convex polygon C is t-nice, if the outer angle at any vertex of the polygon
is at least 2π/t, and the length of the longest edge of C is O(sen(C)). As an example, a
k-regular polygon is k-nice.

▶ Lemma 25 (Proof in full version [5]). Let t be a positive integer. Given a t-nice polygon C,
and a parameter ϑ, one can cover it by a set T of O(t4/ϑ3) ϑ-narrow trapezoids, such that
for any two points p, q ∈ ∂C that belong to two edges of C that are not adjacent, there exists
a narrow trapezoid T ∈ T , such that p and q are located on two different short legs of T .
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3.5.3 Constructing the local spanner for nice polygons
▶ Theorem 26 (Proof in full version [5]). Let C be a k-nice convex polygon, P be a set of
n points in the plane, and let ε ∈ (0, 1) be a parameter. Then, one can construct a C-local
(1 + ε)-spanner of P . The construction time is O

(
(k4/ε6)n log2 n

)
, and the resulting graph

has O
(
(k4/ε6)n log n

)
edges. In particular these bounds hold if C is a k-regular polygon.

▶ Remark 27. For axis-parallel squares Theorem 26 implies a local spanner with O
(
ε−6n log n

)
edges. However, for this special case, the decomposition into narrow trapezoid can be skipped.
In particular, in this case, the resulting spanner has O(ε−3n log n) edges. We do not provide
the details here, as it is only a minor improvement over the above, and requires quite a bit
of additional work – essentially, one has to prove a version of Lemma 24 for squares. We
leave the question of whether this bound can be further improved as an open problem for
further research.

4 Weak local spanners for axis-parallel rectangles

4.1 Orthant separated pair decomposition
For the purpose of building the spanners in this section, we use a variation of a pair
decomposition introduced by Agarwal et al. [4]. For two points p = (p1, . . . , pd) and
q = (q1, . . . , qd) in Rd, let p ≺ q denote that q dominates p coordinate-wise. That is pi < qi,
for all i. More generally, let p <i q denote that pi < qi. For two point sets X, Y ⊆ Rd, we
use X <i Y to denote that x <i y ∀x ∈ X, y ∈ Y . In particular X and Y are i-coordinate
separated if X <i Y or Y <i X. A pair {X, Y } is orthant-separated, if X and Y are
i-coordinate separated, for all i = 1, . . . , d.

A orthant-separated pair decomposition of a point set P ⊆ Rd, is a pair de-
composition (see Definition 2) W =

{
{X1, Y1}, . . . , {Xs, Ys}

}
of P such that {Xi, Yi} are

orthant-separated for all i.
In the full version of the paper [5], we prove the properties regarding the computational

and combinatorial complexity of OSPDs that are used in the proof of Theorem 31

4.2 Weak local spanner for axis-parallel rectangles
For a parameter δ ∈ (0, 1), and an interval I = [b, c], let (1− δ)I = [t− (1− δ)r, t + (1− δ)r],
where t = (b + c)/2, and r = (c− b)/2, be the shrinking of I by a factor of 1− δ.

Let R be the set of all axis-parallel rectangles in the plane. For a rectangle R ∈ R with
R = I × J , let (1− δ)R = (1− δ)I × (1− δ)J denote the rectangle resulting from shrinking
R by a factor of 1− δ.

▶ Definition 28. Given a set P of n points in the plane, and parameters ε, δ ∈ (0, 1), a
graph G is a (1− δ)-local (1 + ε)-spanner for rectangles, if for any axis-parallel rectangle R,
we have that G ∩R is a (1 + ε)-spanner for all the points in

(
(1− δ)R

)
∩ P .

Observe that rectangles in R might be quite “skinny”, so the previous notion of shrinkage
used before is not useful in this case.

4.2.1 Construction for a single orthant separated pair
Consider a pair Ξ = {X, Y } in a OSPD of P . The set X is orthant-separated from Y , that
is, there is a point cΞ such that X and Y are contained in two opposing orthants in the
partition of the plane formed by the vertical and horizontal lines through cΞ.
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p
x

y

x

y

x+ y

x+ y

Figure 4.1 The construction of the grid K(p, Ξ) for a point p = (−x,−y) and a pair Ξ.

For simplicity of exposition, assume that cΞ = (0, 0), and X ≺ (0, 0) ≺ Y . That is, the
points of X are in the negative orthant, and the points of Y are in the positive orthant.

For a point p = (−x,−y) ∈ X we construct a non-uniform grid K(p, Ξ) in the square
[0, x + y]2. To this end, we first partition it into four subrectangles

B↖ = [0, x]× [y, x + y] B↗ = [x, x + y]× [y, x + y]

B↙ = [0, x]× [0, y] B↘ = [x, x + y]× [0, y].

Let τ ≥ 4/ε + 4/δ be an integer number. We partition each of these rectangles into a
τ × τ grid, where each cell is a copy of the rectangle scaled by a factor of 1/τ . See Figure 4.1.
This grid has O(τ2) cells. For a cell C in this grid, let Y ∩ C be the points of Y contained in
it. We connect p to the left-most and bottom-most points in Y ∩ C. This process generates
two edges in the constructed graph for each grid cell (that contains at least two points), and
O(τ2) edges overall.

The algorithm repeats this construction for all the points p ∈ X, and does the symmetric
construction for all the points of Y .

4.2.2 The spanner construction algorithm
The algorithm computes a OSPD W of P . For each pair Ξ ∈ W, the algorithm generates
edges for Ξ using the algorithm of Section 4.2.1 and adds them to the generated spanner G.

4.2.3 Correctness
For a rectangle R, let ←→R =

{
(x, y) ∈ R2

∣∣ ∃x′ ∈ R such that (x′, y) ∈ R
}

be its expansion
into a horizontal slab. Restricted to a rectangle R′, the resulting set is ←→R ∩R′, depicted in
Figure 4.2. Similarly, we denote

↕R =
{

(x, y) ∈ R2 ∣∣ ∃y′ ∈ R such that (x, y′) ∈ R
}

.
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R′
R R′

R

←→
R ∩R′

Figure 4.2 Left: The two rectangles R, R′. Right: In green ←→R ∩R′, the restriction of the slab←→
R to the rectangle R′.

c

p

c

p

c

p

Figure 4.3 An illustration of K(p, Ξ) with three rectangles and their shrunken version.

▶ Lemma 29 (Proof in full version [5]). Assume that δ < 1/2, and τ ≥ ⌈20/ε + 20/δ⌉.
Consider a pair Ξ = {X, Y } in the above construction, and a point p = (−x,−y) ∈ X

with its associated grid K = K(p, Ξ). Consider any axis-parallel rectangle R, such that
p ∈ (1− δ)R = I × J , and (1− δ)R intersects a cell C ∈ K. We have the following.
1. If C ⊆ (1− δ)R then (1− δ)−1C ⊆ R.
2. diam(C) ≤ (ε/4)d(p, C).
3. If x ≥ y and C ⊆ R↙ ∪R↘ then (1− δ)−1C ⊆ R.
4. If x ≤ y and C ⊆ R↙ ∪R↖ then (1− δ)−1C ⊆ R.

5. If x ≥ y and C ⊆ R↖, then (1− δ)−1(←−−−−→
(1− δ)R ∩ C

)
⊆ R.

6. If x ≤ y and C ⊆ R↘, then (1− δ)−1
(
↕

(
(1− δ)R

)
∩ C

)
⊆ R.

▶ Lemma 30 (Proof in full version [5]). For any axis-parallel rectangle R, and any two points
p, q ∈ (1− δ)R ∩ P , there exists a (1 + ε)-path between p and q in G.

▶ Theorem 31 (Proof in full version [5]). Let P be a set of n points in the plane, and let
ε, δ ∈ (0, 1) be parameters. The above algorithm constructs, in O((1/ε2 + 1/δ2)n log2 n) time,
a graph G with O((1/ε2 + 1/δ2)n log2 n) edges. The graph G is a (1− δ)-local (1 + ε)-spanner
for axis-parallel rectangles. Formally, for any axis-parallel rectangle R, we have that R ∩ P

is an (1 + ε)-spanner for all the points of
(
(1− δ)R

)
∩ P .
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3:2 Pairwise Rearrangement is FPT in SCaJ

1 Introduction

With the natural occurrence of mutations in genomes and the wide range of effects this can
incite, scientists seek to understand the evolutionary relationship between species. Several
discrete mathematical models have been proposed to model these mutations based on
biological observations. Genome rearrangement models consider situations in which large-
scale mutations alter the order of the genes within the genome. Sturtevant [17, 18] observed
the biological phenomenon of genome rearrangement in the study of strains of Drosophila
(fruit flies), only a few years after he produced the first genetic map [16]. Palmer & Herbon [15]
observed similar phenomenon in plants. McClintock [10] also found experimental evidence of
genes rearranging themselves, or “transposing” themselves, within chromosomes.

Subsequent to his work on Drosophila, Sturtevant together with Novitski [19] introduced
one of the first genome rearrangement problems, seeking a minimum length sequence of
operations, called a scenario, that would transform one genome into another. In investigating
these questions, it is of key importance to balance biological relevance with computational
tractability. One central issue is that of combinatorial explosion: the number of scenarios even
between small genomes may be too large to handle, making it difficult to test hypotheses on
all possible scenarios. Thus, we desire a polynomial time algorithm to uniformly sample from
the rearrangement scenarios. Since uniform sampling is no harder than exact enumeration [8],
we investigate the computational complexity of the Pairwise Rearrangement problem
(Definition 5) which asks for the number of minimum-length scenarios transforming one
genome into another.

The Pairwise Rearrangement problem has received significant attention in several
genome rearrangement models. Pairwise Rearrangement is known to be in FP for
the Single Cut or Join model [11], but is conjectured to be #P-complete for the Double
Cut-and-Join model [14]. The Single Cut-and-Join model sits between these two models.
Recently, Bailey, et al. [1], showed that Pairwise Rearrangement is #P-complete in the
Single Cut-and-Join model. However, in practice, the key structures that serve as obstacles
to efficient sampling may not necessarily appear. In particular, the relevant obstacles for
efficient sampling in the Single Cut-and-Join model remain opaque.

Main Results. In this paper, we investigate the Pairwise Rearrangement problem in
the Single Cut-and-Join model through the lens of parameterized complexity. Our main
result is the following.

▶ Theorem 1. In the Single Cut-and-Join model, Pairwise Rearrangement is fixed-
parameter tractable with respect to the number of components in the adjacency graph (see
Definition 6) that are not trivial (cycles of length 2 or paths of length 1).

Our parameterization in Theorem 1 has biological significance. Indeed, chromoanagenesis
is a carcinogenic mechanism that involves massive chromosomal rearrangements, which may
lead to fewer components in the adjacency graph [7].

The adjacency graph (see Definition 6) is a bipartite multigraph illustrating where two
genomes differ. Bergeron, Medvedev, and Stoye [2] established a precise relationship between
the adjacency graph and the distance between two genomes in the Single Cut-and-Join
model. The operations in this model induce structural changes on the adjacency graph [1,
Observation 2.7]. We leverage this crucially to establish Theorem 1. Our precise technique
involves developing a dynamic programming algorithm that, when the number of nontrivial
components is bounded, the corresponding lookup table only has a polynomial number
of entries. This establishes our claim of polynomial-time computation. We stress that
arriving at the recurrence relations for the dynamic programming algorithm and proving
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their correctness is technical and nontrivial. Indeed this is not surprising, as Pairwise
Rearrangement is #P-complete [1]. While our work is theoretical in nature, the algorithm
underlying Theorem 1 in fact yields an efficient implementation (see GitHub).

We also note that if the distance (Equation (1)) between the two genomes is bounded [2],
then so is the number of nontrivial components. As a consequence, we obtain the following
corollary:

▶ Corollary 2. In the Single Cut-and-Join model, Pairwise Rearrangement is fixed
parameter tractable with respect to the distance between two genomes.

To the best of our knowledge, parameterized complexity has received minimal attention
in the genome rearrangement literature. For instance, a fixed-parameter tractable algorithm
(parameterized by the number of components in the adjacency graph) for Pairwise Re-
arrangement in the Double Cut-and-Join model can easily be deduced from the work
of [3], though the authors do not explicitly investigate the parameterized complexity of this
problem. Thus, beyond providing a means of coping with the intractability of Pairwise
Rearrangement in the Single Cut-and-Join model, Theorem 1 (together with the results
of [3]) makes precise that the number of components in the adjacency graph serves as a key
obstacle towards efficient sampling, across multiple models of genome rearrangement.

In contrast, there has been significant algorithmic work on approximation and sampling
(see, for instance, [11, 12, 4, 5, 13, 9]), to cope with the intractability of enumeration. To
the best of our knowledge, such approaches have not been fruitful against the Reversal
model, for which the complexity of Pairwise Rearrangement is a longstanding open
problem. We are not aware of any work on approximate counting or sampling for Pairwise
Rearrangement in the Single Cut-and-Join model.

2 Preliminaries

We recall preliminaries regarding genome rearrangement.

▶ Definition 3. A genome is an edge-labeled directed graph in which each label is unique and
the total degree of each vertex is 1 or 2 (in-degree and out-degree combined). In particular,
a genome consists of disjoint paths and cycles. The weak components of a genome we call
chromosomes. Each edge begins at its tail and ends at its head, collectively referred to as
its extremities. Degree 2 vertices are called adjacencies, and degree 1 vertices are called
telomeres. See Figure 1.

X1

X2

X3 X4 X5

X6

telomere Xh
1

adjacency Xt
5Xt

6

linear chromosome chromosome
circular

Genome

gene

Figure 1 An edge-labeled genome [1, Fig. 1].

Adjacencies can be viewed as sets of two extremities, and telomeres as sets containing
exactly one extremity. For simplicity, we write adjacency {a, b} as ab or ba and telomere {c}
as c. For example, the adjacency Xt

5Xt
6 in Figure 1 denotes that the tail of the edge X5 and

the tail of the edge X6 meet, and the telomere Xh
1 is where the edge X1 ends. Each genome

is then uniquely defined by its set of adjacencies and telomeres.
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Consider the following operations on a given genome:
(i) Cut: an adjacency ab is separated into two telomeres, a and b,
(ii) Join: two telomeres a and b become one adjacency, ab,
(iii) Cut-join: adjacency ab and telomere c are replaced with adjacency ac and telomere b,

and
(iv) Double-cut-join: adjacencies ab and cd are replaced with adjacencies ac and bd.

X1 X2

X3

cut

(i)

X1 X2

X3

X1 X2

X3

join
(ii)

X1 X2

X3

X1 X2

X3

cut-join
(iii)

X1 X2

X3

X3

X1 X2

X3

double-cut-join
(iv)

X1 X2

X3

X3

Figure 2 (i) Adjacency Xh
2 Xt

3 is cut. (ii) Telomeres Xh
1 and Xh

3 are joined. (iii) Adjacency
Xh

2 Xt
3 is cut, and resulting telomere Xh

2 is joined with Xh
1 . (iv) Adjacencies Xt

1Xt
2 and Xh

2 Xt
3 are

replaced with Xt
1Xh

2 and Xt
2Xt

3.

Note that a cut-join operation combines one cut and one join into a single operation, and
a double-cut-join operation performs two cuts and two joins in one operation. See Figure 2 [1]
for an illustration of these operations.

Several key models are based on these operations. The Double Cut-and-Join (DCJ) model
was initially introduced by Yancopoulos, Attie, & Friedberg [20] and permits all four opera-
tions. Later, Feijao & Meidanis [6] introduced the Single Cut-or-Join (SCoJ) model, which
only allows operations (i) and (ii). Alternatively, the Single Cut-and-Join (SCaJ) model [2]
allows operations (i)-(iii), but not operation (iv). In this paper, we consider the Single
Cut-and-Join model.

▶ Definition 4. For any two genomes G1 and G2 with the same set of edge labels, there is a
sequences of Single Cut-and-Join operations that transforms G1 into G2. Such a sequence is
called a scenario. The minimum possible length of such a scenario is called the distance and
is denoted d(G1, G2). An operation on a genome G1 that (strictly) decreases the distance
to genome G2 is called a sorting operation for G1 and G2. A scenario requiring d(G1, G2)
operations to transform G1 into G2 is called a most parsimonious scenario or sorting scenario.
When G2 is understood, we refer to the action of transforming G1 into G2 using the minimum
number of operations as sorting G1. The number of most parsimonious scenarios transforming
G1 into G2 is denoted #MPS(G1, G2).

We now turn to defining the key algorithmic problem that we will consider in this paper.

▶ Definition 5. Let G1 and G2 be genomes. The Distance problem asks to compute
d(G1, G2). The Pairwise Rearrangement problem asks to compute #MPS(G1, G2).

To investigate Pairwise Rearrangement, we begin by introducing the adjacency graph.
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▶ Definition 6. Given two genomes G1 and G2 with the same set of edge labels, the adjacency
graph A(G1, G2) is a bipartite undirected multigraph (V1∪̇V2, E) where the vertices in Vi are
the adjacencies and telomeres in Gi and for any X ∈ V1 and Y ∈ V2, the number of edges
between X and Y is |X ∩ Y |.

X1 X2

X3 X4 X5

X6

G1

G1
Xh

1 Xt
1Xt

2 Xh
2 Xt

3 Xh
3 Xt

4Xh
6 Xh

4 Xh
5 Xt

5Xt
6

Xh
1 Xt

1Xh
2 Xt

2Xt
3 Xh

3 Xh
4 Xt

4Xh
6 Xt

5Xt
6 Xh

5

V1

V2

A(G1, G2)

X1 X2

X3
X4 X5

X6

G2

X6

Figure 3 (Taken from [1].) The adjacency graph A(G1, G2) is shown in the middle, for genomes
G1 and G2 shown above and below, respectively.

Note that each vertex in an adjacency graph A(G1, G2) must have either degree 1 or 2
(corresponding, respectively, to telomeres and adjacencies in the original genome), and so
A(G1, G2) is composed entirely of disjoint cycles and paths. Note also that every operation
on G1 corresponds to an operation on V1 in A(G1, G2). For example, in Figure 3 the cut
operation on G1 which separates adjacency Xh

4 Xh
5 into telomeres Xh

4 and Xh
5 equates to

separating the corresponding vertex Xh
4 Xh

5 in V1 into two vertices Xh
4 and Xh

5 , thus splitting
the path of length 2 in A(G1, G2) into two disjoint paths of length 1. In a similar fashion, a
join operation on G1 corresponds to combining two vertices a, b in V1 into a single vertex ab,
and a cut-join operation on G1 corresponds to replacing vertices ab, c in V1 with vertices ac,
b. Whether or not an operation on A(G1, G2) corresponds to a sorting operation on G1 –
that is, whether it decreases the distance to G2 or not – depends highly on the structure of
the components acted on. To better describe such sorting operations, we adopt the following
classification of components in A(G1, G2) and notion of their size:

▶ Definition 7. The possible connected components of A(G1, G2) are classified as follows:
A W -shaped component is an even path with its two endpoints in V1.
An M -shaped component is an even path with its two endpoints in V2.
An N -shaped component is an odd path.
A crown is an even cycle.

▶ Definition 8. The size of a component B in A(G1, G2) is defined to be ⌊ |E(B)|/2 ⌋. We
refer to an N -shaped component of size 0 (a single edge) as a trivial path, and a crown of
size 1 (a 2-cycle) as a trivial crown.

The language “trivial” is motivated by the fact that such components indicate where G1
and G2 already agree, and hence no sorting operations are required on vertices belonging to
trivial components (see, e.g., the trivial components in Figure 3). Indeed, a sorting scenario
can be viewed as a minimal length sequence of operations which produces an adjacency
graph consisting of only trivial components.

▶ Observation 9 ([1, Observation 2.7]). In the SCaJ model, a case analysis of all operations
yields precisely these as the only sorting operations on A(G1, G2):

SWAT 2024



3:6 Pairwise Rearrangement is FPT in SCaJ

(a) A cut-join operation on a nontrivial N -shaped component, producing an N -shaped com-
ponent and a trivial crown

(b) A cut-join operation on a W -shaped component of size at least 2, producing a trivial
crown and a W -shaped component

(c) A join operation on a W -shaped component of size 1, producing a trivial crown
(d) A cut operation on an M -shaped component, producing two N -shaped components
(e) A cut operation on a nontrivial crown, producing a W -shaped component
(f) A cut-join operation on an M -shaped component and a W -shaped component, where an

adjacency in the M -shaped component is cut and joined to a telomere in the W -shaped
component, producing two N -shaped components

(g) A cut-join operation on a nontrivial crown and an N -shaped component, where an
adjacency in the crown is cut and joined to the telomere in the N -shaped component,
producing an N -shaped component

(h) A cut-join operation on a nontrivial crown and a W -shaped component, where an adja-
cency from the crown is cut and joined with a telomere from the W -shaped component,
producing a W -shaped component

N

N T

(I)
W(size > 1)

W T

W(size 1)

T

M

N N

C

W

M ∼ W

N N

C ∼ N

N

C ∼ W

W

C W

T

M N

(II)

Figure 4 This figure depicts the operations described in Observation 9, where the arrows point
from the original component type(s) to the component type(s) produced by the three operations
allowed in the SCaJ model: cut, join, and cut-join. The eight diagrams in (I) show each of the sorting
operations (a)-(h) where bold single arrows represent cut-join operations, dashed arrows represent
cut operations, and the double arrow represents the join operation. Diagram (II) summarizes which
components can be produced. Note that all operations will only result in W -shaped components,
N -shaped components, and/or trivial crowns. Here, T denotes a trivial crown and C denotes a
non-trivial crown.

Note that (a) - (e) are sorting operations on G1 that operate on only one component
in the adjacency graph, though they may produce two different components. On the other
hand, (f) - (h) are sorting operations on G1 that operate on two separate components in the
adjacency graph. See Figure 4 for a visualization of each sorting operation.

Using these sorting operations on A(G1, G2), the distance between two genomes G1 and
G2 for the SCaJ model is given by

d(G1, G2) = n − #N

2 − #T + #C (1)

where n is the number of edges in G1 (equivalently, one half of the number of edges in
A(G1, G2)), #N is the number of N -shaped components, #T is the number of trivial crowns,
and #C is the number of nontrivial crowns [2].
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Let B be the set of all components of A(G1, G2) and let B′ be a subset of B. Define

d(B′) :=
(∑

B∈B′

size(B)
)

− #TB′ + #CB′ (2)

where #TB′ and #CB′ are the number of trivial crowns and nontrivial crowns in B′, re-
spectively. The quantity d(B′) is the minimum number of operations needed to transform
all components of B′ into trivial components, with no operation acting on a component
not belonging to B′. Note that d(B) = d(G1, G2), as the #N

2 term is absorbed into the
summation of the sizes of all components.

▶ Definition 10 ([1, Definition 2.8]). Let A and B be components of an adjacency graph, and
consider a particular sorting scenario. We say A ∼ B if either A = B or there is a cut-join
operation in the scenario where an extremity a from A and an extremity b from B are joined
into an adjacency. The transitive closure of ∼ is an equivalence relation which we call sort
together. We will be particularly interested in subsets of the equivalence classes of “sort
together.” We abuse terminology by referring to such a subset as a set that sorts together.

Note that if two components A, B in A(G1, G2) satisfy A ∼ B, the cut-join operation
does not need to occur immediately. For example, two nontrivial crowns C1 and C2 can
satisfy C1 ∼ C2 by first cutting C1 to produce a W -shaped component, then operation (b)
can be applied multiple times before operation (h) sorts C2 and the remaining W -shaped
component together; see Figure 4.

We will now recall additional notation from [1] that we will use in this paper. For a
subset B′ of B, define #MPS(B′) as the number of sequences with d(B′) operations in which
the components of B′ are transformed into trivial components with no operation acting on a
component not belonging to B′. Note that #MPS(B) is the number of most parsimonious
scenarios transforming G1 into G2. Let #ST(B′) denote the number of sequences with d(B′)
operations in which the components of B′ sort together and are transformed into trivial
components with no operation acting on a component not belonging to B′.

Note that if B′ and B′′ are two subsets of B that have all the same component types with
all the same sizes, then #MPS(B′) = #MPS(B′′) and #ST(B′) = #ST(B′′). Going forward,
we will often care about values of #MPS and #ST only in the context of their component
types and sizes. Suppose we are given multisets C, M, W, and N of nonnegative integers
with every element of C at least 2 and every element of M and W at least 1. We define
#MPS(C, M, W, N ) to equal #MPS(B′) for any set of components B′ with |C| nontrivial
crowns of sizes in C, |M| M -shaped components of sizes in M, |W| W -shaped components
of sizes in W, and |N | N -shaped components of sizes in N . We define #ST(C, M, W, N )
similarly.

3 Combinatorics of Genome Rearrangement

In this section, we will prove Theorem 1. Our strategy will be to build a lookup table for
dynamic programming. In particular, our technique relies crucially on the following lemma.

▶ Lemma 11 ([1, Lemma A.4]). Let B′ be a subset of components of an adjacency graph,
and let Π(B′) denote the set of all partitions of B′. We have

#MPS(B′) =
∑

π∈Π(B′)

(
d(B′)

d(π1), d(π2), . . . , d(πp(π))

) p(π)∏
i=1

#ST(πi),

where π = {π1, π2, . . . , πp(π)}.

SWAT 2024
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We will utilize Lemma 11 in the following manner. Fix an entry in the lookup table,
and let B′ denote the set of components being considered at said entry. Now fix a partition
π ∈ Π(B′). In order to compute #MPS(B′), we will proceed as follows. For each i ∈ [p(π)],
we first check if #ST(πi) = 0. This step is computable in polynomial-time by checking
whether there exists a permissible sorting operation (see Observation 9). If #ST(πi) ̸= 0,
then we access the entry in the lookup table for #ST(πi). This will allow us to compute(

d(B′)
d(π1), d(π2), . . . , d(πp(π))

) p(π)∏
i=1

#ST(πi).

We will show later that as the number of nontrivial crowns in the adjacency graph is bounded
(by assumption), there are only a polynomial number of partitions π = (π1, . . . , πp(π)) ∈ Π(B′)
such that #ST(πi) ̸= 0 for all i ∈ [p(π)].

We will now investigate how to compute #ST(πi), which requires studying which sets of
components can and cannot sort together.

▶ Proposition 12. Given a set B′ of components of some adjacency graph G, #ST(B′) = 0
if B′ has any of the following properties:
1. B′ contains at least two components, at least one of which is a trivial crown.
2. B′ contains more than one W -shaped component.
3. B′ contains more than one M -shaped component.
4. B′ contains more than one path and at least one N -shaped component.

Proof. We refer to Observation 9 and Figure 4 for the permissible sorting operations, from
which the proof essentially follows. We provide full details in the proof of Proposition 3.2 in
the full version. ◀

If B′ consists of only one trivial crown, then #ST(B′) = 1. Otherwise there are five
possibilities for when #ST(B′) ̸= 0. Below we list each case and define a function along with
each that we will use to simplify #ST(C, M, W, N). In what follows, Z≥2 denotes the set of
finite multisets of integers in which each integer is at least 2. Also, for this paper we take N
to include 0. We will now list our cases:

The components are a single N -shaped component and zero or more nontrivial crowns.
Define #STN : Z≥2 × N → N as #STN (C, η) = #ST(C, ∅, ∅, {η}).
The components are a single W -shaped component and zero or more nontrivial crowns.
Define #STW : Z≥2 × Z+ → N as #STW (C, w) = #ST(C, ∅, {w}, ∅).
The components are one or more nontrivial crowns. Define #STC : Z≥2 − {∅} → N as
#STC(C) = #ST(C, ∅, ∅, ∅).
The components are a single M -shaped component and zero or more nontrivial crowns.
Define #STM : Z≥2 × Z+ → N as #STM (C, m) = #ST(C, {m}, ∅, ∅).
The components are a single M -shaped component, a single W -shaped component,
and zero or more nontrivial crowns. Define #STMW : Z≥2 × Z+ × Z+ → N as
#STMW (C, m, w) = #ST(C, {m}, {w}, ∅).

We recall the following lemma, which allows us to compute the number of sorting scenarios
for a single component.

▶ Lemma 13 ([1, Lemma 2.9]).
For all η ∈ N, #STN (∅, η) = 1.
For all w ∈ Z+, #STW (∅, w) = 2w−1.
For all m ∈ Z+, #STM (∅, m) = 2m−1.
For all c ∈ Z≥2, #STC({c}) = c · 2c−1.
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Our goal now is to enumerate the number of sorting scenarios in each of these cases. We
first provide a recurrence relation for #STN (C, η).

▶ Proposition 14. We have the following recurrence relations for #STN :

#STN (C, η) =


1 : C = ∅, η = 0,∑

c∈C (2c · #STN (C − {c}, c)) : C ̸= ∅, η = 0,

#STN (C, η − 1) +
∑

c∈C (2c · #STN (C − {c}, c + η)) : otherwise.

Proof. First, #STN (∅, 0) is the case of a single path of size 0 (a single edge). This represents
that the given telomere has already been sorted, so there is only one way to sort this
component (do nothing). On the other hand, when sorting a collection of nontrivial crowns
together with an N -shaped component, the first operation either consists of applying a
cut-join on the N -shaped component alone if it has size greater than 0 (1 way to do this), or
applying a cut-join of a nontrivial crown to the N -shaped component. If the crown being
operated on has size c, there are c possible places to cut it, and there are 2 possible ways to
join it to to the N -shaped component (either telomere of the newly cut crown). The result
of this operation is one fewer crown and an increase in the size of the N -shaped component
by c. These considerations lead to the recursive formulas for #STN (C, η). ◀

We next provide a recurrence relation for #STW (C, w).

▶ Proposition 15. We have the following recurrence relations for #STW :

#STW (C, w) =


1 : C = ∅, w = 1,∑

c∈C (4c · #STW (C − {c}, c + 1)) : C ̸= ∅, w = 1,

2 · #STW (C, w − 1) +
∑

c∈C (4c · #STW (C − {c}, c + w)) : otherwise.

Proof. First, #STW (∅, 1) is the case of a single W -shaped component of size 1. To sort
such a path, join the telomeres in the top genome. So, there is only one way to sort this
component. On the other hand, when sorting a collection of nontrivial crowns together
with a W -shaped component, the first operation either consists of a cut-join of one end of
the W -shaped component if it has size greater than 1 (2 ways to do this) or a cut-join of
a nontrivial crown to the W -shaped component. If the crown being operated on has size
c, there are c possible places to cut it, and there are 4 possible ways to join it to to the
W -shaped component (either telomere of the newly cut crown could join with either telomere
of the W -shaped component). The result of this operation is one fewer nontrivial crown and
an increase in the size of the W -shaped component by c. These considerations lead to the
recursive formulas for #STW (C, w). ◀

We next provide an expression for #STC(C).

▶ Proposition 16. We have the following expression for #STC :

#STC(C) =
∑
c∈C

(c · #STW (C − {c} , c)) .

Note that C = ∅ is not in the domain of #STC , and so this expression is well-defined.

Proof. When a collection of crowns sorts together, the first operation must be a cut. If the
crown being operated on has size c, there are c possible places to cut it. The result of this
operation is one fewer crown and a W -shaped component of size c. These considerations
lead to the expression for #STC(C). ◀
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▶ Remark 17. A closed-form expression for #STC(C) was previously established in [1,
Corollary 3.2].

We have already discussed #STW (C, w). Below we establish tools to show #STM (C, w)
is the same as #STW (C, w). We have thus far considered A(G1, G2), where operations act on
V1. We can also consider A(G2, G1), which is the same as A(G1, G2), but we now operate on
V2. Every component of A(G1, G2) corresponds to a component in A(G2, G1) (on the same
vertices), though component types are not necessarily the same. For example, an M -shaped
component A12 in A(G1, G2) corresponds to a W -shaped component A21 in A(G2, G1).
▶ Definition 18. For an operation α, define the reverse operation αrev as follows. If α is a
cut at adjacency ab, then αrev is a join of a and b. Similarly, the reverse of a join is a cut.
Further, if α is a cut-join ab, c to ac, b, then αrev is a cut-join ac, b to ab, c. For a sequence
σ of operations σ1, . . . , σk, let the reverse sequence σrev be σrev

k , . . . , σrev
1 .

Observe that reversing an operation does not change the extremities operated on. We
now show that reversal preserves the sort together relation.
▶ Proposition 19. For a sorting scenario σ and components A12 and B12 in A(G1, G2),
suppose we have that A12 ∼ B12. Then, for σrev and corresponding components A21 and B21
in A(G2, G1), we have A21 ∼ B21.
Proof. Let σ be a sorting scenario for A(G1, G2) that consists of a sequence of operations
σ1, . . . , σk. Suppose further that σ sorts two components A12 and B12 together such that
A12 ∼ B12. Since σ transforms G1 into G2, the sequence σrev transforms G2 into G1. Thus,
σrev is a sorting scenario for A(G2, G1).

Let A21 and B21 denote the two components in A(G2, G1) that correspond to A12 and
B12. We will show that A21 ∼ B21 with respect to σrev. Since A12 ∼ B12 with respect to σ,
there is some i such that operation σi is a cut-join operation which joins an extremity a of
A12 with an extremity b of B12. Moreover, σrev

i cuts the adjacency ab. Since a and b come
from different components, they must have been joined through operation σrev

j for some
j > i to create adjacency ab (which is then cut by σrev

i ). Thus, A12 ∼ B12 in A(G2, G1) with
respect to σrev, as required. ◀

▶ Corollary 20. Let B′
12 be a subset of the components of A(G1, G2), and let B′

21 be the corres-
ponding subset of the components of A(G2, G1). Then #ST(B′

12) = #ST(B′
21). Consequently,

#STM (C, m) = #STW (C, m), and #STMW (C, m, w) = #STMW (C, w, m).
Proof. Given a subset B′

12 of components of A(G1, G2), let B′
21 be the set of corresponding

components in A(G2, G1). Now, let Σ12 be the set of scenarios that sort the components of
B′

12 together, and let Σ21 be the set of scenarios that sort the components of B′
21 together.

By definition, |Σ12| = #ST(B′
12) and |Σ21| = #ST(B′

21). Next, let Σrev
12 and Σrev

21 be the sets
of reversals of the scenarios in Σ12 and Σ21 respectively. By Proposition 19, Σrev

12 ⊆ Σ21.
Since reversal is an involution, we also obtain that Σrev

21 ⊆ Σ12. Since |Σ12| = |Σrev
12 | and

|Σ21| = |Σrev
21 |, this implies that |Σ12| ≤ |Σ21| and |Σ21| ≤ |Σ12|. Together, these imply that

|Σ12| = |Σ21|, meaning #ST(B′
12) = #ST(B′

21), as required.
We note that an M -shaped component in A(G1, G2) is a W -shaped component in

A(G2, G1). Thus, we obtain that #STM (C, m) = #STW (C, m) and #STMW (C, m, w) =
#STMW (C, w, m), as desired. ◀

By Corollary 20, #STM (C, m) = #STW (C, m). But, here we present a different expression
for #STM (C, m), which will be useful later when we examine #STMW . To simplify notation,
we introduce a new definition. Denote:

sum(C) :=
∑
c∈C

c.
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▶ Lemma 21. We have the following expression for #STM :

#STM (C, m) =
m−1∑
η=0

∑
C′⊆C

(
sum(C) + |C| + m − 1

sum(C′) + |C′| + η

)
#STN (C′, η) · #STN (C − C′, m − 1 − η)

+
∑
c∈C

(c · #STMW (C − {c} , m, c)) .

Proof. See the proof of Lemma 3.11 in the full version. ◀

It now remains to define a recurrence relation for #STMW (C, m, w). We begin with the
following lemma.

▶ Lemma 22. We have the following recurrence relations for #STMW :

#STMW (C, m, w) =
{

f(C, m, w) : w = 1,

2 · #STMW (C, m, w − 1) + f(C, m, w) : w > 1.

where

f(C, m, w) =
∑
c∈C

(4c · #STMW (C − {c} , m, c + w))

+
m−1∑
η=0

4 ·
∑
C′⊆C

(
sum(C) + |C| + m + w − 1

sum(C′) + |C′| + η

)
#STN (C′, η) · #STN (C − C′, m + w − η − 1).

Proof. See the proof of Lemma 3.12 in the full version. ◀

A priori, to use Lemma 22, we have to track the case when an M -shaped component
sorting with a W -shaped component results in two N -shaped components. This requires
O(2|C|) steps to compute the double-summation in f(C, m, w) from Lemma 22. The next
proposition allows us to both avoid these steps and simplify our algorithm.

▶ Proposition 23. We have the following recurrence relation for #STMW :

#STMW (C, m, w) =



g(C, m, w) : m = 1, w = 1,

#STMW (C, m − 1, w) + g(C, m, w) : m > 1, w = 1,

#STMW (C, m, w − 1) + g(C, m, w) : m = 1, w > 1,

#STMW (C, m − 1, w) : otherwise
+ #STMW (C, m, w − 1) + g(C, m, w).

where

g(C, m, w) = 2 · #STW (C, m + w) +
∑
c∈C

2c

(
#STMW (C − {c} , m + c, w)

+ #STMW (C − {c} , m, w + c) − #STMW (C − {c} , m + w, c)
)

.

Proof. See the proof of Proposition 3.13 in the full version. ◀
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4 Fixed-Parameter Tractability of Pairwise Rearrangement

In this section, we will use the recurrences we have found to establish our main result.

▶ Theorem 1. In the Single Cut-and-Join model, Pairwise Rearrangement is fixed-
parameter tractable, with respect to the number of nontrivial components in the adjacency
graph.

Proof. Given two genomes with n edges each, the adjacency graph is easily constructed in
polynomial time. Let B be the set of components for this adjacency graph, and let k denote
the number of nontrivial components in B. It suffices to show that the number of scenarios
#MPS(B) can be determined in time O(k · 2k · Bk + k · 2k · n2), where Bk is the kth Bell
number.

Let C, M, W, N be multisets of nonnegative integers, denoting the sizes of the nontrivial
crowns, M -shaped components, W -shaped components, and N -shaped components, respect-
ively, of B. Thus, we assume that every element of C is at least 2, and every element of M
and W is at least 1.

We will proceed in two stages. In the first stage, we will build up a table of values for
#STN (A, η), #STW (A, w), #STC(A), and #STMW (A, m, w) with A any sub-multiset of
C and η ≥ 0, w ≥ 1, and m ≥ 1. Then in the second stage, we will use this final table of
values along with Lemma 11 to compute #MPS(C, M, W, N ).

Stage 1. When η ≥ 0 we have by Lemma 13 that #STN (∅, η) = 1. Similarly, for w ≥ 1,
we have that #STW (∅, w) = 2w−1, which is computable in time O(n).

Now fix m ∈ [n], w ∈ [n] with m + w = i, and suppose that for each 1 ≤ m′ ≤ m and
each 1 ≤ w′ ≤ w with m′ + w′ < i, that we have computed #STMW (∅, m′, w′). Using these
values, together with the fact that #STW (∅, w) = 2w−1, we may apply Proposition 23 to
compute #STMW (∅, m, w). There are at most n2 pairs (m′, w′) ∈ [n] × [n], and so this step
takes time O(n2).

Let u be an integer 0 < u ≤ |C| ≤ k. First, let 0 < x ≤ n. Suppose we have a table
of values of #STN (A, η) and #STW (A, w) for all sub-multisets A of C with |A| < u and
η, w ≤ n and also for all sub-multisets A of C with |A| = u and η, w < x. Let C′ be a
sub-multiset of C with |C′| = u. We now proceed to fill in some of our lookup table from the
bottom-up, using the recurrences from the previous section.

We may compute #STN (C′, x) using Proposition 14. There are at most kn cells in our
lookup table, and so this step takes time O(kn).
We may compute #STW (C′, x) using Proposition 15. There are at most kn cells in our
lookup table, and so this step takes time O(kn).
We now turn to computing #STC(C′). To do so, we apply Proposition 16 using the
previously computed values of #STW (A, w) for all A of size less than u and all 1 ≤ w ≤ n.
This step takes time O(k).

Now, let x and y be nonnegative integers with x + y ≤ n. Suppose we have a table of
values of #STMW (A, m, w) for all sub-multisets A of C satisfying one of the following:

|A| < u for any nonnegative integers m and w with m + w ≤ n, or
|A| = u with m + w < x + y.

We now turn to computing #STMW (C′, x, y). To do so, we apply Proposition 23 using the
previously computed values of #STW (A, w) for all 1 ≤ w ≤ n and of #STMW (A, m, w) for
all sub-multisets A of C satisfying one of the conditions above. There are at most kn2 many
such cells in our lookup table, and so filling in these cells takes time O(kn2).
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To summarize, our first stage involves building up a table of values for #STN (A, η),
#STW (A, w), #STC(A), and #STMW (A, m, w) with A any sub-multiset of C and η, w, and
m having values as above. This first stage is computable in time O(k · 2k · n2) by iterating
through all sub-multisets of C in non-decreasing order of cardinality.

Stage 2. We will use the table of values computed in Stage 1, along with Lemma 11, to
compute #MPS(C, M, W, N ) as follows. First, let B′ ⊆ B denote the set of all nontrivial
components in B, and let t denote the number of trivial N -shaped components in B. As per
Lemma 11, we consider each partition π of B, and examine #ST(πi) for each part πi of π.
By Proposition 12, we can determine in time O(k) if #ST(πi) = 0. In such a case, the term
of #MPS(B) corresponding to π contributes 0, and so we may discard π. Call a partition
π permissible if #ST(πi) > 0 for all parts. Recall the parts πi from Proposition 12 for
which #ST(πi) = 0. Note that the only part πi with a combination of trivial and nontrivial
components for which #ST(πi) > 0 is the case in which πi contains precisely nontrivial
crowns and a single trivial N -shaped component. So the permissible partitions of B are
precisely the partitions generated by the following procedure:

Start with a permissible partition π′ of B′.
For at most t parts π′

i of π′ that each consist of only nontrivial crowns, add one of the t

trivial N -shaped components from B to π′
i.

Each of the remaining trivial N -shaped components and each trivial crown from B become
a singleton part.

Let π′ = (π′
1, . . . , π′

p(π′)) be a permissible partition of B′. We say that a permissible
partition π = (π1, . . . , πp(π)) of B extends π′ if there exists an injective function f : [p(π′)] →
[p(π)] such that π′

i ⊆ πf(i) for all i ∈ [p(π′)]. Note that by Proposition 12, π′
i and πf(i)

may only be different if π′
i contains only nontrivial crowns, and πf(i) contains a nontrivial

N -shaped component.
Note that while B′ has at most k components, B may in general not have bounded size.

Fix a permissible partition π′ of B′. Our goal is to compute:

∑
π∈Π(B)

π extends π′

(
d(B)

d(π1), d(π2), . . . , d(πp(π))

) p(π)∏
i=1

#ST(πi).

As above, let π′ be a permissible partition of B′, and let π be an extension of π′. Recall, if πi

consists of only one trivial component, then #ST(πi) = 1. Let πi be a part of π that contains
only nontrivial crowns and a single trivial N -shaped component. Let π′

i be obtained from πi

by removing the trivial N -shaped component. We have by equation (2) that d(π′
i) = d(πi).

Thus, if π extends π′, we have that:(
d(B)

d(π1), d(π2), . . . , d(πp(π))

)
=
(

d(B′)
d(π′

1), d(π′
2), . . . , d

(
π′

p(π′)

)).

Proposition 12 and the above procedure for constructing permissible partitions yields
precisely the following cases:

Case 1: Suppose that π′
i consists of an N -shaped component and zero or more nontrivial

crowns. In this case, we can use a known value of #STN to count the number of ways to
sort this part.
Case 2: Suppose that π′

i consists of a W -shaped component and zero or more nontrivial
crowns. In this case, we can use a known value of #STW to count the number of ways to
sort this part.
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Case 3: Suppose that π′
i consists of an M -shaped component and zero or more nontrivial

crowns. In this case, we can also use a known value of #STM to count the number of
ways to sort this part.
Case 4: Suppose that π′

i consists of an M -shaped component, a W -shaped component,
and zero or more nontrivial crowns. In this case, we can use a known value of #STMW

to count the number of ways to sort this part.
Case 5: If none of Cases 1-4 hold, then we necessarily have that π′

i consists of only
nontrivial crowns. Since the presence of such parts implies that π′ may not necessarily
extend uniquely to a permissible partition of B, we consider all such parts π′

i simultaneously
in order to handle all such permissible extensions of π′. Let π′

i1
, . . . , π′

iℓ
be the parts of

π′ that contain only nontrivial crowns. By Proposition 12, we have that for j ∈ [ℓ], we
can only add at most one trivial N -shaped component to π′

ij
. As the trivial N -shaped

components and the parts of π′ are both distinguishable, there are P (t, v) = t!/(t − v)!
ways to assign v ≤ t trivial N -shaped components to v parts drawn from π′

i1
, . . . , π′

iℓ
. The

remaining trivial N -shaped components each form their own singleton component in the
corresponding partition π of B extending π′. If part π′

ij
(j ∈ [ℓ]) has a trivial N -shaped

component added, we can use a known value of #STN to count the number of ways to
sort this part. If not, we can use a known value of #STC to count the number of ways to
sort this part. The number of ways to sort each part is independent of the number of
ways to assign the trivial N -shaped components. Thus, multiply the value returned from
the lookup table by P (t, v). Finally, using Lemma 11, we multiply together each of the
#STN and #STC values that we accessed from the lookup table. This takes time O(k)
since there are O(k) parts.
We now iterate over all integers 0 ≤ v ≤ min(t, ℓ), where we consider all possible
assignments of v trivial N -shaped components to the parts of π′ (where the assignment
is as described in the preceding paragraph). As each π′

ij
can only receive at most one

trivial N -shaped component, we iterate over all v-subsets of [ℓ] to fully enumerate each
case. As ℓ ≤ k, there are at most 2k total subsets to consider across all values of v, and
so computing the count in this case takes time O(k · 2k).

In the first four cases, we only look at a single part at a time. Since there are O(k) parts,
Lemma 11 gives a complexity of O(k) for each of these cases. In Case 5 we already account
for Lemma 11, so we have a complexity of O(k · 2k). Thus for all cases the runtime is at
most O(k · 2k) using the existing values in the lookup table to compute #ST(πi). As we are
summing over all possible partitions, we are evaluating at most the number of partitions of a
set of cardinality k, which is the kth Bell number Bk. This gives a complexity of O(k · 2k · Bk)
for computing #MPS(C, M, W, N ) from the pre-established lookup tables.

So, overall, we have a complexity of O(k · 2k · n2) for our first stage and a complexity
of O(k · 2k · Bk) for our second stage. Thus, #MPS(C, M, W, N ) is computable in time
O(k · 2k · Bk + k · 2k · n2), as required. The result now follows. ◀

5 Conclusion

We investigated the computational complexity of the Pairwise Rearrangement problem
in the Single Cut-and-Join model. In particular, while Pairwise Rearrangement was
previously shown to be #P-complete under polynomial-time Turing reductions [1], we proved
it is fixed-parameter tractable when parameterized by the number of components in the
adjacency graph that are not trivial crowns (Theorem 1). In particular, our results show that
the number of nontrivial components serves as a key barrier towards efficiently enumerating
and sampling minimum length sorting scenarios. We conclude with some open questions.
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▶ Question 24. In the Single Cut-and-Join model, does Pairwise Rearrangement belong
to FPRAS?

▶ Question 25. In the Double Cut-and-Join model, is Pairwise Rearrangement #P-
complete?

The work of Braga and Stoye [3] immediately yields a fixed-parameter tractable algorithm
for Pairwise Rearrangement in the Double Cut-and-Join model. Their algorithm is
considerably simpler than our work in this paper.

The computational complexity of the Pairwise Rearrangement problem in the Reversal
model is a long-standing open question. In particular, it is believed that this problem is
#P-complete. Furthermore, Pairwise Rearrangement has been resistant to efficient
sampling; membership in FPRAS remains open. Thus, perhaps the lens of parameterized
complexity might shed new light on this problem. The following question is natural, though
might be hard.

▶ Question 26. In the Reversal model, is Pairwise Rearrangement fixed-parameter
tractable by the number of components in the adjacency graph?
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Abstract
Chordal graphs is a well-studied large graph class that is also a strict super-class of path graphs.
Munro and Wu (ISAAC 2018) have given an (n2/4+o(n2))−bit succinct representation for n−vertex
unlabeled chordal graphs. A chordal graph G = (V, E) is the intersection graph of sub-trees of a
tree T . Based on this characterization, the two parameters of chordal graphs which we consider
in this work are leafage, introduced by Lin, McKee and West (Discussiones Mathematicae Graph
Theory 1998) and vertex leafage, introduced by Chaplick and Stacho (Discret. Appl. Math. 2014).
Leafage is the minimum number of leaves in any possible tree T characterizing G. Let L(u) denote
the number of leaves of the sub-tree in T corresponding to u ∈ V and k = max

u∈V
L(u). The smallest k

for which there exists a tree T for G is called its vertex leafage.
In this work, we improve the worst-case information theoretic lower bound of Munro and Wu

(ISAAC 2018) for n−vertex unlabeled chordal graphs when vertex leafage is bounded and leafage
is unbounded. The class of unlabeled k−vertex leafage chordal graphs that consists of all chordal
graphs with vertex leafage at most k and unbounded leafage, denoted Gk, is introduced for the first
time. For k > 0 in o(nc), c > 0, we obtain a lower bound of ((k −1)n log n−kn log k −O(log n))−bits
on the size of any data structure that encodes a graph in Gk. Further, for every k−vertex leafage
chordal graph G and k > 1 in o(nc), c > 0, we present a ((k − 1)n log n + o(kn log n))−bit succinct
data structure, constructed using the succinct data structure for path graphs with (k − 1)n vertices.
Our data structure supports adjacency query in O(k log n) time and using additional 2n log n bits,
an O(k2dv log n + log2 n) time neighbourhood query where dv is degree of v ∈ V .
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1 Introduction

A data structure for a graph class G of graphs with n−vertices is succinct if it takes
(log |G| + o(log |G|))−bits of space; here |G| denotes the number of n−vertex graphs in G.
A succinct representation for graph G = (V, E) in G is expected to support the following
queries for each pair of vertices u, v ∈ V :
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4:2 Succinct Data Structure for Chordal Graphs with Bounded Vertex Leafage

adjacency(u, v): returns “YES” if and only if vertices u and v are adjacent in G.
neighborhood(u): returns all the vertices in V that are adjacent to vertex u.
degree(u): returns the number of vertices adjacent to vertex u.

The earliest work on space-efficient data structures for graph classes was by Itai and Rodeh [16]
for vertex labeled planar graphs and by Jacobson [17] for class of static unlabeled trees and
planar graphs. In recent years, succinct data structures for intersection graphs is getting lot
of attention. A few of them are, Acan et al. [2] for interval graphs, Acan et al. [1] for families
of intersection graphs on circle, Munro and Wu [22] for chordal graphs and Balakrishnan et
al. [4] for path graphs. There are also other results on representation of chordal graphs, for
instance, the space-efficient representation for chordal graphs by Markenzon et al. [19]. This
shows that representation of chordal graphs are of interest to the research community.

A recent paper by Chakraborty and Jo [6] improve the information theoretic lower
bound for interval graphs as given by Acan et al. [2] by bounding maximum degree. For
bounded maximum degree ∆ in O(nϵ) where 1 < ϵ < 1, they give a lower bound of
( 1

6 n log ∆−O(n))−bits and a (n log ∆ + O(n))−bit space-efficient data structure. They also
give a ((χ− 1)n + o(χn))−bit space-efficient data structure for interval graphs with bounded
chromatic number χ for χ = o(log n). In Balakrishnan et al. [3], such a parameterization
has been applied to a larger graph class, namely, the class of graphs with d−dimensional
t−representation where parameters d and t are bounded. A ((2td−1)n log n+o(tdn log n))−bit
succinct data structure for graphs with d−dimensional t−representation is presented in [3].
Special cases of this graph class are graphs with bounded boxicity with t = 1 and bounded
interval number with d = 1. Chordal graphs is also a large graph class that is a generalization
of interval graphs. A graph is a chordal graph if it contains only cycles of length at most
three. Lin et al. [18] introduced the parameter leafage and Chaplick and Stacho [8] the
parameter vertex leafage for chordal graphs. In this work, we define the k−vertex leafage
chordal graphs that contains chordal graphs with bounded vertex leafage and unbounded
leafage. When vertex leafage and leafage are equal to two we get interval graphs and when
vertex leafage is two and leafage is unbounded we get path graphs. We present a data
structure for k−vertex leafage chordal graphs using succinct data structure for path graphs
and prove that it is succinct.
Convention. Throughout the rest of this paper, set of vertices and edges of a graph G will be
denoted by V (G) and E(G), respectively.

Our Results. We present the following two theorems. The first theorem proves a lower
bound on the class of k−vertex leafage graphs, denoted Gk.

▶ Theorem 1. For k > 0 in o(nc), c > 0, log |Gk| ≥ (k − 1)n log n− kn log k −O(log n).

The next theorem proves the existence of a matching data structure that supports adjacency
query efficiently. For neighbour query we use additional 2n log n bits.

▶ Theorem 2. For k > 1 and in o(nc), c > 0, a graph G ∈ Gk has a (k − 1)n log n +
o(kn log n)-bit succinct data structure that supports adjacency query in O(k log n) time and
using additional 2n log n bits the neighbourhood query for vertex v in O(k2dv log n + log2 n)
time where dv is the degree of v ∈ V (G).

Our Main Ideas. The main objectives of this work are two fold.
1. Prove a worst-case information theoretic lower bound on the cardinality of chordal graphs

with bounded vertex leafage by using a simple and constructive counting technique
motivated by the method of partial coloring as used by Acan et al. [1].
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2. Present a data structure for chordal graphs with bounded vertex leafage that uses the
succinct data structure for path graphs given in Balakrishnan et al. [4] as a black box.
Also, using the lower bound show that this data structure is succinct. In order to design
the data structure, we use the characterisation of chordal graphs as intersection graph of
sub-trees of a tree. The sub-trees of this tree are carefully decomposed into paths and
the resulting paths along with the tree are stored using the succinct data structure for
path graphs.

Organisation of the Paper. Section 2 gives details of the compact data structures we have
used in the construction of the succinct data structure of k−vertex leafage chordal graphs
along with the relevant characterisations of chordal and path graphs. It also formalizes and
explains the method of partial coloring, first used in Acan et al. [1] to obtain the lower bound
for Gk. Section 3 defines the k−vertex leafage chordal graphs and also gives a lower bound
on the cardinality of the class. The succinct data structure design is given in Section 4 and
it contains in Section 4.1, the method to convert a k−vertex leafage chordal graph with n

vertices to a path graph with (k − 1)n vertices. Section 5 concludes by giving motivation to
extend this work by generalizing the parameters vertex leafage and leafage to general graphs.

2 Preliminaries

From Gavril [12] we have, the following characterisation of chordal graphs; see Golumbic [14]
for more details on chordal graphs or otherwise called triangulated graphs.

▶ Theorem 3. The graph G is a chordal graph if and only if there exists a clique tree T ,
such that for every v ∈ V (G), the set of maximal cliques containing v form a sub-tree of T

such that two vertices are adjacent if the corresponding sub-trees intersect.

Also, from Gavril [13] we have the following characterisation of path graphs; see Monma and
Wu [20] for more details on path graphs.

▶ Theorem 4. The graph G is a path graph if and only if there exists a clique tree T , such
that for every v ∈ V (G), the set of maximal cliques containing v is a path in T such that two
vertices are adjacent if the corresponding paths intersect.

Succinct Data Structure for Ordinal Trees. Tree T is called an ordinal tree if for z > 0
and any u ∈ V (T ) with children {u1, . . . , uz}, for 1 ≤ i < j ≤ z, ui is to the left of uj [24].
By considering ordinal trees as balanced parenthesis Navarro and Sadakane [24] has given a
2n + o(n) bit succinct data structure.

▶ Lemma 5. For any ordinal tree T with n nodes, there exists a 2n + o(n) bit Balanced
Parentheses (BP) based data structure that supports the following functions among others in
constant time :
1. lca(i, j), returns the lowest common ancestor of two nodes i, j in T , and
2. child(i, v), returns the q−th child of v in T .

Rank-Select Data Structure. Bit-vectors are extensively used in the succinct representation
given in Section 4. The following data structure due to Golynski et al. [15] and the functions
supported by it are useful.

SWAT 2024



4:4 Succinct Data Structure for Chordal Graphs with Bounded Vertex Leafage

▶ Lemma 6. Let B be an n−bit vector and b ∈ {0, 1}. There exists an n + o(n) bit data
structure that supports the following functions in constant time:
1. rank(B, b, i): Returns the number of b’s up to and including position i in the bit vector

B from the left.
2. select(B, b, i): Returns the position of the i-th b in the bit vector B from left. For i /∈ [n]

it returns 0.

Non-Decreasing Integer Sequence Data Structure. Given a set of positive integers in the
non-decreasing order we can store them efficiently using the differential encoding scheme
for increasing numbers; see Section 2.8 of [23]. Let S be the data structure that supports
differential encoding for increasing numbers then the function accessNS(S, i) returns the
i−th number in the sequence.

▶ Lemma 7. Let S be a sequence of n non-decreasing positive integers a1, . . . , an, 1 ≤ ai ≤ n.
There exists a 2n + o(n) bit data structure that supports accessNS(S, i) in constant time.

Proof. We will prove the lemma by giving a construction of such a data structure. a1 will
be represented by a sequence of a1 1’s followed by a 0. Subsequently, ai’s are represented
by storing ai − ai−1 many 1’s followed by a 0. It will take at most 2n bits since there are
n 0’s and at most n 1’s. Let this bit string be stored using the data structure of Lemma 6
and be denoted as B. B takes 2n + o(n) bits. accessNS(S, i) can be implemented using
rank(B, 1, select(B, 0, i)). ◀

Succinct Data Structure for Path Graphs. From [4] we have the following succinct data
structure for path graphs that supports adjacency and neighbourhood queries with slight
modifications in input. In the following lemma the endpoints of paths are input to the queries
whereas in [4] the path indices are given as input.

▶ Lemma 8. A path graph G has an n log n + o(n log n)-bit succinct representation. For a
u ∈ V (G), let Pu = (su, tu) be the path corresponding u in clique tree T of G. The succinct
representation constructed from the clique tree T representation supports for u ∈ V (G) the
following queries:
1. adjacencyPG(su, tu, sv, tv): Returns true if Pu = (su, tu) intersects Pv = (sv, tv) in

O(log n) time else false,
2. pathep(u): Returns the endpoints of path Pu, corresponding to u, in T in O(log n) time,

and
3. neighbourhoodPG(su, tu): Returns the list of paths intersecting Pu = (su, tu) in

O(du log n) time where du is the degree of vertex u.
4. getHPStartNode(v): Returns the start node of heavy path π that contains v ∈ V (T ) in

constant time. If v is not the first child, that is, it is adjacent to its parent by a light edge,
then v itself is returned.

Permutations. The following data structure by Munro et al. [21], gives a succinct repres-
entation for storing permutation of [n].

▶ Lemma 9 ([21]). Given a permutation of [n] there exists an (n log n + o(n log n))-bit data
structure that supports the following queries.

π(i): Returns the i−th value in the permutation in O(1) time.
π−1(j): Returns the position of the j−th value in the permutation in O(f(n)) time for
any increasing function f(n) = o(log n).
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Method of Partial Coloring. Let G be a graph class. A partial coloring of G ∈ G is the
triple ⟨G, U, g⟩ where,

U ⊆ V (G) such that for s > 0, |U | = s, and
g : U → {1, . . . , s} is a bijection.

Every vertex u ∈ U is said to have color g(u) and vertices in V (G)\U are said to be uncolored.
Two partially colored graphs ⟨H1, U1, g1⟩ and ⟨H2, U2, g2⟩ are said to be different when either:
1. E(H1) ̸= E(H2), or
2. E(H1) = E(H2) = E(H) for some H ∈ G and

a. U1 ̸= U2 and there does not exist a bijection f : V (H1)→ V (H2) such that for every
u ∈ V (H1)\U1 there exists a f(u) ∈ V (H2)\U2 with same set of colored neighbours, or

b. for U1 = U2 = U there exists u ∈ V (H)\U such that its colored neighbourhood in
⟨H1, U1, g1⟩ and ⟨H2, U2, g2⟩ are different.

Else, they are same. The method of counting by partial coloring as given in Theorem 1 of
Acan et al. [1] can be defined using the following proposition.

▶ Proposition 10. Let G′ be the class of partially colored graphs obtained from class of
graphs G by selecting m vertices out of n and coloring them using m distinct colors. Then,
|G′| ≤

(
n
m

)
m!|G|. If there exists a graph class Gc ⊂ G′ then |G′| ≥ |Gc| and |G| ≥ |Gc|

(n
m)m!

.

▶ Remark. While computing |G′|, indistinguishable partially colored graphs can also be coun-
ted since we only require an upper bound, however, this is not the case while computing |Gc|.

3 Class of k−Vertex Leafage Chordal Graphs and its Lower Bound

In this section, we define the class of k−vertex leafage chordal graphs, denoted Gk, followed
by the lower bound for log |Gk|. According to Theorem 3, a graph G is a chordal graph
if there exists a tree T such that corresponding to every vertex v ∈ V (G) there exists a
sub-tree Tv of T and {u, v} ∈ E(G) if and only if V (Tu)∩V (Tv) ̸= ϕ where Tu is the sub-tree
corresponding to u. We call T the tree model of G. For every chordal graph there exists a
tree T called the clique tree such that V (T ) is the set of maximal cliques of G. The leafage
of a chordal graph G, denoted l(G), is the minimum number of leaves of a tree T out of all
possible trees characterising G. Leafage was studied by Lin et al. in [18]. Later, Chaplick
and Stacho in [8] studied vertex leafage, denoted vl(G). Let L(u) denote the number of leaves
of the sub-tree in T corresponding to u ∈ V and k = max

u∈V
L(u). The smallest k for which

there exists a tree T for G is called its vertex leafage.

Class of k-Vertex Leafage Chordal Graphs. The class of chordal graphs can be considered
as the generalisation of path graphs using vertex leafage as the parameter. Theorem 4
implies that path graphs are chordal graphs with vertex leafage equal to two and unbounded
leafage. Generalizing this, Gk is the set of all chordal graphs with vertex leafage at most k

and unbounded leafage. Succinct data structure for path graphs is given by Balakrishnan
et al. in [4]. In this paper, we present a succinct data structure for chordal graphs with
vertex leafage at most k for k ∈ o(nc), c > 0 using succinct data structure for path graphs as
black-box.

Lower Bound. Counting chordal graphs involves heavy mathematical machinery as can be
seen from Wormald [10]. Munro and Wu [22] uses the result from [10] to obtain lower bound
for the cardinality of unlabeled chordal graphs. Here we give a much simpler technique for
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4:6 Succinct Data Structure for Chordal Graphs with Bounded Vertex Leafage

counting unlabeled chordal graphs with bounded vertex leafage. In order to derive the lower
bound for log |Gk| by implementing Proposition 10, we define two new graph classes, G′

k and
Gc

k, where G′
k corresponds to G′ and Gc

k to Gc of Proposition 10.

Graph Class G′
k. We consider the class of all partially colored k−vertex leafage chordal

graphs, denoted G′
k, that has for fixed 1 ≤ m ≤ n, m out of n vertices colored using colors

{1, . . . , m}. Graphs in G′
k are obtained from graphs in Gk as follows. The input to the

procedure is G ∈ Gk and a set {v1, . . . , vm} of m vertices of G. For each G ∈ Gk, we get a set
of

(
n
m

)
m! graphs of G′

k where each graph G′ is obtained by coloring the selected m vertices
of G by a permutation of {1, . . . , m}. A partially colored graph in G′

k is denoted ⟨H, U, g⟩
where U ⊂ V (H), |U | = m, and g : U → {1, . . . , m}.

▶ Lemma 11. For each k > 1, log |G′
k| ≤ log |Gk|+n log n−(n−m) log(n−m)−2n+O(log n).

Graph Class Gc
k. As per Proposition 10, we construct the class Gc

k ⊂ G′
k for which we can

obtain exact count or a lower bound. We give a construction mechanism for graphs in Gc
k

such that all graphs in it have the following properties. For G ∈ Gc
k,

U ⊆ V (G), with |U | = m, is fixed and have a fixed coloring using colors {1, . . . , m},
let T be the tree model corresponding to G then the sub-trees in the tree model corres-
ponding to vertices in U consist of only one node, and
sub-trees of T corresponding to vertices in V (G)\U have at most k leaves with at least

m+1
2(k−1) sub-trees with exactly k leaves.

In other words, for all the partially colored graphs in Gc
k, U and g are fixed. Based on the

tree model, the vertices of a graph H ∈ Gc
k with tree model T are of two types:

1. basis vertices U : all m vertices in U are represented by single-node sub-trees of T , and
2. dependent vertices V (H)\U : rest of the (n−m) vertices are represented by sub-trees

in T with number of leaves at most k with at least m+1
2(k−1) sub-trees with exactly k leaves.

Let the dependent vertices corresponding to these m+1
2(k−1) sub-trees be denoted U ′.

We have the following useful proposition:

▶ Proposition 12. For a rooted tree T , the set V ′ ⊆ V (T ) uniquely defines a sub-tree T ′ of
T such that if u, v ∈ V ′ then the path connecting it is in T ′.

The sub-trees corresponding to the basis and dependent vertices are called basis sub-trees
and dependent sub-trees, respectively. Let F = m+1

2(k−1) . The input to the procedure that
constructs H are:
1. n, m, k, and
2. J = {J1, . . . , Jn−m−F } where for 1 ≤ i ≤ n−m− F, 1 ≤ t ≤ k , Ji = {ai

1, . . . , ai
k} and

1 ≤ ai
t ≤ m.

The construction mechanism that constructs H is as follows.
1. Consider a rooted complete binary tree T with m > 0 nodes and let them be colored

from 1 to m.
2. Construction of basis sub-trees. For 1 ≤ j ≤ m, let each node bj ∈ V (T ) be a single

node sub-tree, Tj . These sub-trees are the basis sub-trees. The basis sub-trees correspond
to the m basis vertices of H , denoted by U . Let the basis vertices be colored by the color
assigned to the nodes to which they are assigned.

3. Construction of dependent sub-trees. First we define the fixed sub-trees with k

leaves. Since T is a complete binary tree it has m+1
2 leaves. Let the set of leaves of T be

denoted by L. For 1 ≤ t ≤ F , partition L into blocks L =
⋃
t

Lt such that |Lt| = k − 1
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and for 1 ≤ z < z′ ≤ t, there does not exist a node in Lz with color greater the smallest
color of nodes in Lz′ . For every ut ∈ U ′, construct a sub-tree Tut

in T by connecting
paths from the k− 1 leaves in Lt to the root of T . This ensures that Tut

has k leaves. So,
|U ′| = F . For 1 ≤ i ≤ n−m−F , construct sub-tree Ti from Ji = {ai

1, . . . , ai
k}, where for

1 ≤ t ≤ k, ai
t ∈ V (T ), such that Ji is the set of k nodes of Ti; as per Proposition 12, Ji

uniquely defines a sub-tree. These sub-trees are called dependent sub-trees and correspond
to the dependent vertices in V (H)\U . The sub-trees corresponding to nodes of U ′ ensure
that the chordal graph is connected and there are at least F sub-trees with k leaves there
by making H a k−vertex leafage chordal graph. Also, apart from U and g, U ′ is also
fixed for any partially colored k−vertex leafage chordal graph in Gc

k.

Convention. A node aj ∈ V (T ) will also be used to denote the sub-tree Tj corresponding to
the basis vertex of H.

Figure 1 The complete rooted binary tree T with m nodes constructed to produce a graph in
Gc

k. T ′ is one of the sub-trees of T with exactly k leaves corresponding to a dependent vertex in
U ′. T ′′ is the sub-tree corresponding to a dependent vertex in V (H)\(U ∪ U ′) constructed from
{v1, . . . , vt, . . . , vk} which are the k selected nodes of T .

Thus, H is defined by J = {J1, . . . , Jn−m−F } where each Ji defines a sub-tree Ti. For an
example construction refer Figure 1. From the construction above we have the following
lemma.

▶ Lemma 13. Gc
k ⊆ G′

k.

Computing |Gc
k|. In order to compute |Gc

k| and use Proposition 10, we first note the following
consequence of Lemma 13.

▶ Proposition 14. log |G′
k| ≥ log |Gc

k|.

Let K denote the set of all possible J ’s. We have the following useful proposition and lemma.

▶ Proposition 15. For 1 ≤ i, i′ ≤ n−m− F, 1 ≤ j ≤ m, if Ji ̸= Ji′ then wlog there exists
aj ∈ U such that aj ∈ Ji and aj /∈ Ji′ .

▶ Lemma 16. Let J ,J ′ ∈ K where J = {J1, . . . , Jn−m−F } and J ′ = {J ′
1, . . . , J ′

n−m−F }
such that for 1 ≤ s ≤ n−m−F, Js ̸= J ′

s. Also, let H1 and H2 be the graphs generated from J
and J ′, respectively, and u be the vertex corresponding to s. Then, NH1(u)∩U ̸= NH2(u)∩U

where NH1(u) and NH2(u) are the neighbours of u in H1 and H2, respectively.
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4:8 Succinct Data Structure for Chordal Graphs with Bounded Vertex Leafage

The following is the central lemma used to obtain the lower bound. For 1 ≤ s ≤ n−m− F ,
let J (H) denote the J ∈ K that produces the graph H ∈ Gc

k.

▶ Lemma 17. Let ⟨H1, U, g⟩, ⟨H2, U, g⟩ be constructed from J ,J ′ ∈ K. Then ⟨H1, U, g⟩ and
⟨H2, U, g⟩ are same if and only if J = J ′.

In order to obtain |Gc
t,d| we prove the following lemma first.

▶ Lemma 18. |Gc
k| = |K|.

The following is an important lemma.

▶ Lemma 19. log |Gc
k| ≥ kn log n− kn log k.

The following theorem gives the lower bound.

▶ Theorem 1. For k > 0 in o(nc), c > 0, log |Gk| ≥ (k − 1)n log n− kn log k −O(log n).

We have the following proposition.

▶ Proposition 20. For k > 0 in o(nc), c > 0 and sufficiently large n, log |Gk| ≥ (k−1)n log n.

4 Succinct Data Structure

The high-level procedure used to obtain the succinct data structure for k−vertex leafage
chordal graph G given as (T, {T1, . . . , Tn}) is as follows:
1. From the tree T , obtain path graph H with (k−1)n vertices by decomposing each sub-tree

Ti, 1 ≤ i ≤ n, into at most (k−1) paths such that each path created corresponds to a vertex
of H . The input (T, {T1, . . . , Tn}) is decomposed into paths and we get (T, {P1, . . . ,Pn})
where Pi = P ′

i ∪P ′′
i , 1 ≤ i ≤ n, where P ′

i = {P i
1, . . . , P i

k/2} and P ′′
i = {P i

k/2+1, . . . , P i
k−1}

such that if we have T and P ′
i we can compute P ′′

i .
2. Out of the (k − 1)n paths, we store kn/2 paths of H and tree T using the data structure

for path graphs given in [4]. The rest of the (k/2− 1)n paths are computed from the tree
T and the stored kn/2 paths of H. In other words, for each Ti,P ′

i is stored and P ′′
i is

computed from P ′
i and T .

The succinct representation for G consists of the following contents:
1. (T,P ′

1 ∪P ′
2 ∪ . . .P ′

n) is stored using the method for storing path graphs given in [4]. This
data structure stores the tree T using the data structure of Lemma 5.

2. for 1 ≤ j ≤ k/2, the mapping from indices of P i
j ∈ P ′

i to the indices of paths in the data
structure of [4] that stores (T,P ′

1 ∪ P ′
2 ∪ . . . ∪ P ′

n) as mentioned in the above step.

The following lemma is important before getting into the details of the data structure.

▶ Lemma 21. Consider clique tree T of k−vertex leafage chordal graph G such that k is
odd. Then there exists a tree model, denoted T ′, for G with at most 3n nodes such that for
1 ≤ i ≤ n, T ′

i is the sub-tree in T ′ corresponding to vi ∈ V (G) and number of leaves of Ti is
even.

In this paper, we only consider even k ≥ 2 as any Ti with odd number of leaves can be
converted to even number of leaves as per Lemma 21. Note that the total increase in number
of nodes of T is only constant times n. We first present the method to transform a k−vertex
leafage chordal graph G to path graph H with (k− 1)n vertices followed by the construction
of the data structure.
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4.1 Transforming (T, {T1, . . . , Tn}) to (T, P ′
1 ∪ . . . ∪ P ′

n)
The transformation from (T, {T1, . . . , Tn}) to (T,P ′

1 ∪ . . . ∪ P ′
n) happens in two steps as

below:
a. pre-process the tree T into an ordinal tree, and
b. decompose each Ti, 1 ≤ i ≤ n, into P ′

i ∪ P ′′
i .

Pre-processing is done using the method as explained in Section 3 of [4]. We describe it here
for ease of reading.

Pre-processing the Tree. Fix a root node for T and perform heavy path decomposition
on it. For v ∈ V (T ) order its children (w1, . . . , wc) such that {v, w1} is a heavy edge. Let
the children adjacent to v by light edges (w2, . . . , wc), be ordered arbitrarily. This ordering
of children of a node of the tree makes it an ordinal tree. Label the nodes of this ordinal
tree based on the pre-order traversal; see Section 12.1 of [9] for more details of the pre-order
traversal of trees. Labels assigned to nodes in this manner are called the pre-order labels of
the nodes. Throughout the rest of our paper, this ordinal rooted tree labeled with pre-order
will be referred to as the tree model; see Section 3 of [4] for more details. After pre-processing,
T is an ordinal tree on which heavy-path decomposition is performed such that all heavy
edges are left aligned and nodes are numbered based on the order in which they are visited in
the pre-order traversal of T . Since G is k−vertex leafage chordal graph, the number of leaves
of Ti is at most k. We obtain the tree representation of the path graph H ∈ Gk(2, (k − 1)n),
denoted (T,P ′

1 ∪ P ′′
1 ∪ . . . ∪ P ′

n ∪ P ′′
n), by carefully selecting the k − 1 paths from sub-tree

Ti, 1 ≤ i ≤ n. The function getPaths that does this is explained next.

Function getPaths. Given the sub-tree Ti of T with number of leaves at most k, the
function returns the set of paths P ′

i such that:
1. |P ′

i| ≤ k/2,
2. P ′

i along with T can uniquely determine P ′′
i , and

3. Ti = P ′
i ∪ P ′′

i .
The function can be implemented as follows. Let the leaves of Ti labeled based on the order
in which nodes are visited in the pre-order traversal of the tree, be {l1, . . . , lki

}, ki ≤ k. For
1 ≤ j ≤ ki/2, pair the smallest leaf lj with the largest leaf lki−j+1 to get path Pj . Let the
set of paths obtained from Ti be denoted by P ′

i.

Ordering Paths in P ′
i. Let P ′

i = {P i
1, . . . , P i

ki
}, 1 ≤ ki ≤ k/2. For 1 ≤ j < j′ ≤ ki/2,

P i
j = (aj , bj) and P i

j′ = (aj′ , bj′), P i
j ≺P P i

j′ if aj ≤ aj′ ≤ bj′ ≤ bj . ≺P is a total order on
Pi, since for any two paths P i

j , P i
j′ ∈ Pi, either aj ≤ aj′ ≤ bj′ ≤ bj or aj′ ≤ aj ≤ bj ≤ bj′ .

Relation Between P i
j , P i

j+1 ∈ P ′
i. For 1 ≤ j ≤ k/2− 1, the paths connecting P i

j and P i
j+1

are the paths in P ′′
i . They are computed using the function connector. Let P i

j = (aj , bj)
and P i

j+1 = (aj+1, bj+1). We define connector based on the following two conditions:
1. P i

j and P i
j+1 are not intersecting: Since P i

j ≺P P i
j+1 and P i

j+1 is contained inside a sub-
tree rooted at lca(aj , bj), connector(i, j, j + 1) = (lca(aj , bj), lca(aj+1, bj+1)) connects
P i

j and P i
j+1.

2. P i
j and P i

j+1 are intersecting: connector(i, j, j + 1) = NULL in this case.

We have the following useful lemmas.

▶ Lemma 22. For 1 ≤ i ≤ n, the following holds:

SWAT 2024
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1. |P ′
i| ≤ k/2 and |P ′′

i | ≤ k/2− 1,
2. Ti = P ′

i ∪ P ′′
i where P ′′

i = connector(i, 1, 2) ∪ connector(i, 2, 3) ∪ . . .∪
connector(i, ki/2− 1, ki/2), and

3. T =
n⋃

i=1
Fi where Fi = P ′

i ∪ P ′′
i .

▶ Lemma 23. For 1 ≤ j ≤ ki/2, let P i
j ∈ P ′

i such that P i
j = (ai

j , bi
j), e = lca(ai

j , bi
j) and

Q1 = (e, bi
j). Also, let connector(i, j, j + 1) ̸= NULL. Then,

1. (e, c) ∈ E(Q) is a light edge, and
2. (e, c′) ∈ E(connector(i, j, j + 1)) is a light edge.
Finally, we have the following proposition and lemma regarding adjacency and neighbourhood
of v ∈ V (G).

▶ Proposition 24. {u, v} ∈ E(G) if and only if there exists P ∈ P ′
u ∪P ′′

u , Q ∈ P ′
v ∪P ′′

v , such
that P ∩Q ̸= ϕ.

For 1 ≤ j ≤ kv, 1 ≤ j′ ≤ kv−1, let β(P v
j ) and β(connector(v, j′, j′ + 1)) represent the paths

in P ′
i ∪ P ′′

i ∪ . . . ∪ P ′
n ∪ P ′′

n intersecting P v
j and connector(v, j′, j′ + 1), respectively.

▶ Lemma 25. For 1 ≤ i ≤ n, let Pi = P ′
i ∪ P ′′

i . For P ∈ Pi the following holds:
1. |β(P )| ≤ (k − 1)di, and
2.

∑
P ∈Pi

|β(P )| ≤ (k − 1)2di where di is degree of vi ∈ V (G).

4.2 Construction

Index of Paths in G and H. For P i
1, . . . , P i

ki
∈ P ′

i, we index paths of G and H in the
following ways:
1. in G paths are ordered {P 1

1 , . . . , P 1
k1

, . . . , P n
1 , . . . , P n

kn
} where P i

1, 1 ≤ i ≤ n is in the
increasing order of the starting nodes of P i

1 and for 1 ≤ j ≤ ki, P i
j are ordered based on

≺P , and
2. in H paths are ordered based on their starting nodes; this is as per the storage scheme

followed in [4] for path graphs.

We will order the vertices of G based on the order of the starting nodes of the first paths
P i

1 ∈ Pi of each Ti. The data structure for k−vertex leafage chordal graphs consists of
the following components. We distinguish the case when k is odd or even only when the
difference alters the higher order term in the space complexity, else we assume k is even. We
will show later that k being odd or even does not impact the space complexity of our data
structure.

Path Graph H. The path graph H that we store is (T,
n⋃

i=1
P ′

i) where |
⋃
i

P ′
i| ≤ nk/2

if k is even and |
⋃
i

P ′
i| ≤

(
k−1

2 + 1
2
)
n if k is odd. For 1 ≤ i ≤ n, we do not store

connector(i, 1, 2), connector(i, 2, 3), . . . , connector(i, ki − 1, ki) but compute it when re-
quired. In other words, Ti can be computed from T and P ′

i. Thus, path graph H can be stored
using nk

2 log n+o(nk log n) bits as per Lemma 8 if k is even and
(

k−1
2 + 1

2
)
n log n+o(nk log n)

bits if k is odd. The data structures used in the succinct representation of path graphs as
given in Lemma 8 does not require T to be a clique tree of H as long as the number of nodes
in T is constant times |V (H)|, so (T,

n⋃
i=1
Pi) is a valid input that represents H.
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Array K. K is a one dimensional array of length n. For 1 ≤ i ≤ n, K[i] stores |P ′
i|, that is,

the number of paths that the sub-tree Ti gets decomposed into. K takes at most n log k bits
of space. The following function is supported.

getSize(i) : Given 1 ≤ i ≤ n, the function returns K[i] else 0.

Bit-vector F . F is a bit vector of length at most kn/2. Let the index of the first path of
each vertex in the order (P 1

1 , . . . , P 1
k1

, . . . , P n
1 , . . . , P n

kn
) be {i1, . . . , in} where P i

j ∈ P ′
i, 1 ≤

i ≤ n, 1 ≤ j ≤ ki. Since the vertices are numbered based on the start node of their first
paths, {i1, . . . , in} is an increasing sequence of numbers with maximum value of kn/2 and
can be stored using the differential encoding scheme of Lemma 7. This data structure is
also denoted by F and takes at most kn + o(kn) bits of space. The following function is
supported.

getIndex(i) : Given 1 ≤ i ≤ n, the function returns accessNS(i, F ) else 0. accessNS(i, F )
returns the value at the i−th position in the sequence {i1, . . . , in}.

Bit-vector D. Consider the order of paths O = (P 1
1 , . . . , P 1

k1
, . . . , P n

1 , . . . , P n
kn

). For 1 ≤
j ≤ kn/2, D[j] = i if O[j] is a path corresponding to ui ∈ V (G). Since D is an increasing
sequence it can be stored using the data structure of Lemma 7 taking O(kn) bits. D contains
at most n 1’s and kn/2 0’s.

Permutation π. π store the mapping of indices of paths in H to paths in G by storing the
indices of paths (P 1

2 , . . . , P 1
k1

, . . . , P n
2 , . . . , P n

kn
) in G in that order. π is stored using the data

structure of Lemma 9 and takes
(

k
2 − 1

)
n log n + o(kn log n) bits of space if k is even and(

k−1
2 −

1
2
)

n log n + o(kn log n) bits if k is odd.

Function alpha. The function alpha takes 1 ≤ i ≤ n, as input and returns the indices of
paths in P ′

i corresponding to ui ∈ V (G) in the tree representation of H. Function returns
{π(p), . . . , π(p + s)} where p← getIndex(i)− i + 1 and s← getSize(i). getIndex(i)− i + 1
is the index of P i

2 in (P 1
2 , . . . , P 1

k1
, . . . , P n

2 , . . . , P n
kn

).

▶ Lemma 26. Given the index 1 ≤ i ≤ n, of ui ∈ V (G), alpha(i) returns the indices in H

of paths in P ′
i corresponding to ui in O(ki) time.

Bit-vector C. C is an array of n bit-vectors each of length (k/2− 1). For 1 ≤ i ≤ n, 1 ≤
j ≤ k/2 − 1, C[i][j] = 1 if connector(i, j, j + 1) ̸= NULL else C[i][j] = 0. C takes a total
space of n(k/2− 1) bits. The following function is supported.

isConnector(i, j) : Given 1 ≤ i ≤ n, 1 ≤ j ≤ k/2 − 1, the function returns true if
C[i][j] = 1 else false.

Function getCPath. For 1 ≤ i ≤ n, 1 ≤ j ≤ ki/2 − 1 and P i
j = (aj , bj), P i

j+1 =
(aj′ , bj′), the function takes paths P i

j and P i
j+1 as input and returns connector(i, j, j + 1) if

isConnector(i, j)) is true else NULL. Note that H stored as per Lemma 8 contains the tree
T and this allows us to perform the lca operation.

▶ Lemma 27. For 1 ≤ i ≤ n, 1 ≤ j ≤ ki/2− 1, given paths P i
j , P i

j+1 as input, the function
getCPath(P i

j , P i
j+1) returns connector(i, j, j + 1) in constant time.

▶ Lemma 28. For k > 1 and in o(nc), c > 0, there exists a (k − 1)n log n + o(kn log n)-bit
succinct data structure for the class of k−vertex leafage chordal graphs.

SWAT 2024
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Figure 2 (a) An example 4-vertex leafage chordal graph G, (b) tree representation of G after
pre-processing, (c) the index of the paths generated from the sub-trees along with their start node
(second row), end node (third row), and index (forth row), (d) the components of the succinct data
structure for G.

4.3 Adjacency and Neighbourhood Queries

The following lemma is useful.

▶ Lemma 29. Let Ti and Ti′ intersect and P i
1 = (ai

1, bi
1), P i′

1 = (ai′

1 , bi′

1 ). Wlog,
1. if ai

1 ≤ ai′

1 ≤ bi′

1 ≤ bi
1, then

a. there exists P i
j , 1 ≤ j ≤ ki/2 such that P i

j ∩ P i′

1 ̸= ϕ, or
b. there exists connector(i, j, j + 1) ∩ P i′

j ̸= ϕ, 1 ≤ j ≤ ki/2− 1.
2. Else, ai

1 ≤ ai′

1 ≤ bi
1 ≤ bi′

1 or ai′

1 ≤ ai
1 ≤ bi′

1 ≤ bi
1.

Adjacency Query. Given indices of two vertices ui, uj ∈ V (G) and the succinct rep-
resentation for the k−vertex leafage chordal graphs, the adjacency query returns true if
{ui, uj} ∈ E(G) else false. The characterisation of {ui, uj} ∈ E(G) in terms of path inter-
sections in (T,P1 ∪ . . . ∪ Pn) where Pi = P ′

i ∪ P ′′
i , 1 ≤ i ≤ n, is given by Proposition 24.

Algorithm 1 gives an implementation of the adjacency query.

▶ Lemma 30. For k ∈ o(nc), c > 0, the class of k−vertex leafage chordal graphs have
a (k − 1)n log n + o(kn log n) bit succinct data structure that supports adjacency query in
O(k log n) time.

Neighbourhood Query. Given v ∈ V (G) and the succinct representation of k−vertex leafage
chordal graph G, the neighbourhood query returns the neighbours of v. We use the following
additional data structure.
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Algorithm 1 Given indices i, j as input, the function returns true if {ui, uj} ∈ E(G) else false.

1 Function adjacency(i, j):
2 P ′

i ← alpha(i),P ′
j ← alpha(j), s← NULL

3 Let P i
1 = (ai

1, bi
1) and P j

1 = (aj
1, bj

1) obtained using pathep(getIndex(i)) and
pathep(getIndex(j)), respectively.

4 Check if P i
1 and P j

1 intersect as follows:
5 if adjacencyPG(H, P i

1, P j
1 ) is true then

6 return true
7 Check if endpoints of first path of one falls within the range of the end points of

the first path of the other as follows:
8 if ai

1 ≤ aj
1 ≤ bj

1 ≤ bi
1 then

9 s← i

10

11 if aj
1 ≤ ai

1 ≤ bi
1 ≤ bj

1 then
12 s← j

13

14 if s ̸= NULL then
15 if s = i then
16 foreach 1 ≤ t ≤ getSize(i)− 1 do
17 if adjacencyPG(H, pathep(P ′

i[t]), pathep(P ′
j [1])) is true then

18 return true

19 foreach 2 ≤ t ≤ getSize(i)− 1 do
20 if t = 2 and

adjacencyPG(H, getCPath(getIndex(i),P ′
i[t]), pathep(P ′

j [1])) is
true then

21 return true
22 else
23 if adjacencyPG(H, getCPath(P ′

i[t− 1],P ′
i[t]), pathep(P ′

j [1])) is
true then

24 return true

25 if s = j then
26 Perform the same steps as done in Line 15 for the case s = i with i and j

interchanged.

27 return false

Array Y . Y is a one dimensional array of length at most n that stores an array at each of
its locations. For 1 ≤ i ≤ n, Y [i] stores the array of records where each record is of the form
(r, s) such that 1 ≤ r ≤ n is the index of the sub-tree that has node ui ∈ V (T ) as the lca of
endpoints of P r

1 and for 1 ≤ s ≤ n, node us as the lca of endpoints of P r
kr

. The records at
Y [i] are stored in the increasing order of s. The total space taken by Y is 2n log n bits as
each tree takes 2 log n bits and there are n trees. The following function is supported.

SWAT 2024
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getNhb(l, l′, a): Given 1 ≤ l, l′ ≤ n, the function returns the list of trees with index
1 ≤ j ≤ n, such that lca of endpoints of P j

1 is equal to l and lca of endpoints of P j
kj

greater than or equal to l′ and less than or equal to a in O(log n + d) time where d is the
number of trees returned. The function can be implemented as follows:

1. Performing binary search on the array A of records at Y [l] to first obtain the range of
s values greater than or equal to l′. Let this range be [p1, p2].

2. Performing second binary search on A[p1, p2] to obtain the range of s values that are
less than or equal to a in A[p1, p2]. Let this range be [p′

1, p′
2].

3. Return the indices of trees, that is, the r values stored in records A[p′
1, p′

2].
The binary search takes O(log n) time and the tree indices are returned in d time where
d = p′

2 − p′
1 + 1. Thus, getNhb takes a total time of O(log n + d).

Algorithm 2 gives an implementation of the neighbourhood query.

▶ Lemma 31. For k ∈ o(nc), c > 0, the class of k−vertex leafage chordal graphs have a
(k − 1)n log n + o(kn log n) bit succinct data structure that supports neighbourhood query for
vertex vi in O(k2di log n + log2 n) time using additional 2n log n bits where di is the degree
of vi.

Thus, we have the following theorem.

▶ Theorem 2. For k > 1 and in o(nc), c > 0, a graph G ∈ Gk has a (k − 1)n log n +
o(kn log n)-bit succinct data structure that supports adjacency query in O(k log n) time and
using additional 2n log n bits the neighbourhood query for vertex v in O(k2dv log n + log2 n)
time where dv is the degree of v ∈ V (G).

Proof. From Lemma 28, we know that for k ∈ o(n/ log n), the (k−1)n log n + o(kn log n)-bit
data structure is succinct. From Lemma 30, we know that the data structure supports
adjacency query in time O(k log n) and from Lemma 31, we know that the neighbourhood
query is supported in time O(k2di log n + log2 n) using additional 2n log n bits. ◀

5 Conclusion

The parameters, leafage and vertex leafage, are defined for chordal graphs which is a special
case of intersection graphs. In comparison, boxicity and interval number allow us to model
general graphs as intersection graphs. However, they do not give a tree model like in the
case of chordal graphs. We ask the following question: “Can leafage and vertex leafage be
generalized for any graph?” The answer is positive if we consider the nice tree-decomposition.
For any graph, the nice tree-decomposition allows us to establish a correspondence between
vertices of the graph and sub-trees of the tree obtained. As one can see clearly, the parameters
leafage and vertex leafage become applicable to general graphs now. For chordal graphs we
know that the clique tree has nodes that correspond to the maximal cliques of the graph.
However, we lose such nice properties in the case of nice tree-decomposition. Despite these
limitations we think it is worthwhile to generalize these parameters and design a succinct
data structure for the more general class thus formed. It is also interesting to note that a
unit increase in the leafage parameter increases the number of graphs in the class by n log n

as compared to 2n log n in the case of boxicity or interval number. From Balakrishnan
et al. [3] we know that for the succinct data structure designed for graphs with bounded
boxicity d > 0 using the succinct data structure for interval graphs an efficient but easy
implementation for neighbourhood query is not possible. For bounded leafage parameter
where the intersection model is a tree, it will be interesting to see if there exists a simple and
efficient implementation of the neighbourhood query. Another challenging direction is to
consider whether space-efficient graph algorithms can be designed for these specialized graph
classes [5, 7, 11].
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Algorithm 2 Given index i as input, the function returns the set of vertices adjacent to
ui ∈ V (G).

1 Function neighbourhood(i):
2 P ′

i ← alpha(i),P ← ϕ

3 Add pathep(getIndex(i)) to P
4 foreach j ∈ P ′

i do
5 Add pathep(j) to P
6 Add getCPath(getIndex(i),P ′

i[1]) to P if it is not NULL
7 foreach 1 ≤ j ≤ getSize(i)− 1 do
8 Add getCPath(P ′

i[j],P ′
i[j + 1]) to P if it is not NULL

9 N ← ϕ

10 Let t be a bit-vector of length n initialised to 0
11 foreach (a, b) ∈ P do
12 N ′ ← neighbourhoodPG(a, b)
13 foreach j′ ∈ N ′ do
14 p← π−1(j′)
15 if t[p] ̸= 1 then
16 Add D[p] to N

17 t[p]← 1

18 P i
1 ← pathep(getIndex(i))

19 P i
2 ← pathep(Pi[1])

20 Let P i
1 = (a1, b1), P i

2 = (a2, b2), l← lca(a1, b1), l′ ← l

21 if lmost_child(parent(l)) = l then
22 v ← parent(getHPStartNode(l))
23 else
24 v ← parent(l)
25 while v ̸= NULL do
26 Add getNhb(v, l′, b1) to N

27 l← v

28 if child(1, parent(l)) = l then
29 v ← parent(getHPStartNode(l))
30 else
31 v ← parent(l)
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Abstract
In this work, we concern ourselves with the fine-grained complexity of recognition and proper coloring
problems on highly restricted classes of geometric intersection graphs of “thin” objects (i.e., objects
with unbounded aspect ratios). As a point of motivation, we remark that there has been significant
interest in finding algorithmic lower bounds for classic decision and optimization problems on these
types of graphs, as they appear to escape the net of known planar or geometric separator theorems
for “fat” objects (i.e., objects with bounded aspect ratios). In particular, letting n be the order of a
geometric intersection graph, and assuming a geometric ply bound, per what is known as the “square
root phenomenon”, these separator theorems often imply the existence of O

(
2(√

n)
)

algorithms
for problems ranging from finding proper colorings to finding Hamiltonian cycles. However, in
contrast, it is known for instance that no 2o(n) time algorithm can exist under the Exponential Time
Hypothesis (ETH) for proper 6-coloring intersection graphs of line segments embedded in the plane
(Biró et. al.; J. Comput. Geom. 9(2); pp. 47–80; 2018).

We begin by establishing algorithmic lower bounds for proper k-coloring and recognition problems
of intersection graphs of line segments embedded in the plane under the most stringent constraints
possible that allow either problem to be non-trivial. In particular, we consider the class UNIT-
PURE-k-DIR of unit segment geometric intersection graphs, in which segments are constrained to
lie in at most k directions in the plane, and no two parallel segments are permitted to intersect.

Here, under the ETH, we show for every k ≥ 3 that no 2o
(√

n/k
)

time algorithm can exist for
either recognizing or proper k-coloring UNIT-PURE-k-DIR graphs of order n. In addition, for every
k ≥ 4, we establish the same algorithmic lower bound under the ETH for the problem of proper
(k − 1)-coloring UNIT-PURE-k-DIR graphs when provided a list of segment coordinates specified
using O (n · k) bits witnessing graph class membership. As a consequence of our approach, we are
also able to show that the problem of properly 3-coloring an arbitrary graph on m edges can be
reduced in O

(
m2)

time to the problem of properly (k − 1)-coloring a UNIT-PURE-k-DIR graph.
Finally, we consider a slightly less constrained class of geometric intersection graphs of lines (of
unbounded length) in which line-line intersections must occur on any one of (r = 3) parallel planes
in R3. In this context, for every k ≥ 3, we show that no 2o(n/k) time algorithm can exist for proper
k-coloring these graphs unless the ETH is false.
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5:2 Recognition and Proper Coloring of Unit Segment Intersection Graphs

1 Introduction

The notion of a geometric intersection graph, where vertices correspond to geometric shapes
embedded in Rn, for some n ∈ N>0, and edges encode their intersections, provides a direct
bridge between topology and intuitive Euclidean geometry. In particular, fundamental graph
and complexity theoretic questions concerning these objects tend to have answers with
distinctly “physical” implications.

Nice examples of this phenomena come from the graph recognition problem of deciding if a
given graph can be realized as a particular type of geometric intersection graph. With regard
to positive results, we can note the proof by Koebe that every planar graph is realizable as an
intersection graph of disks [32], as well as Chalopin & Gonçalves’ proof [12] of Scheinerman’s
conjecture [61] that every planar graph is likewise realizable as an intersection graph of
segments. We can also observe a proof by Pach & Tóth [52] that, of the 2(n

2) graphs on
n labeled vertices, at least 2(( 3

4 )·(n
2)) and at most 2(( 3

4 +o(1))·(n
2)) can be realized as the

intersection graphs of n Jordan curves in R2 (i.e., “string” graphs [19, 35, 62]). However,
while it is known to be decidable whether a particular graph is a string graph [51, 59, 60],
the problem was also shown to be NP -hard [33] and eventually NP -complete [58]. Similar
hardness results exist for recognizing disk graphs [27], unit disk graphs [9], as well as
angle-constrained segment [34, 37] and unit segment graphs [47].

Going further, we can ask questions that pertain to the nature of the realizations that are
possible for a geometric intersection graph. Here, letting the ply or thickness of a geometric
system correspond to the maximum number of objects intersecting at a common point, a
rather remarkable finding has been that results analogous to the Lipton-Tarjan separator
theorem [41] for planar graphs likewise exist for (typically bounded ply) geometric intersection
graphs of “fat” objects (i.e., objects with bounded aspect ratios) [6, 20, 22, 46, 63], and in a
much more limited sense, for “thin” objects (i.e., objects with unbounded aspect ratios) such
as string graphs [23, 24, 25, 39, 45]. This, in turn, often leads to a “square root phenomena”
for geometric intersection graphs, once again like that observed in planar graphs [43], of
subexponential (e.g., 2O(√

n)) algorithms for problems ranging from independent set to
Hamiltonian cycle where, say, only a 2O(n) algorithm might be known in the general case
(see, e.g., [2, 6, 8, 15, 21, 24, 31, 42, 44, 49, 53]).

In this work, we concern ourselves with further exploring the gap between what is known
concerning geometric separator theorems for intersection graphs of “fat” and “thin” objects.
In particular, we proceed by deriving new algorithmic lower bounds for fundamental graph
class recognition and proper coloring problems on geometric intersection graphs of “thin”
objects under the most stringent possible constraints. We remark that proper coloring
problems are of particular interest in this context, as a proper k-coloring of a given geometric
intersection graph can only exist if the graph has ply-at-most-k.

Towards this objective, we first consider the problems of recognizing and proper k-coloring
geometric intersection graphs in the class UNIT-PURE-k-DIR (generalizing graph classes
discussed in ref. [11, 13, 50]), consisting of all geometric intersection graphs of unit length
straight line segments, lying in at most k directions in the plane, where all parallel segments
are disjoint. Subsequently, to obtain tighter lower bounds for related geometric intersection
graphs of uniform length line segments, we consider the complexity of proper k-coloring
geometric intersection graphs of lines (of unbounded length), in which all line-line intersections
are required to occur on any one of three parallel planes in R3.

As a high level summary of our findings, extending a result of Mustaţă & Pergel [47] that
recognizing UNIT-PURE-2-DIR graphs is NP -complete, and a result of Barish & Shibuya [4]
that finding a proper 3-coloring of a UNIT-PURE-4-DIR is NP -complete, assuming the
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Exponential Time Hypothesis (ETH) of Impagliazzo & Paturi [29] we show in part that: for
every k ≥ 3, no 2o

(√
n/k

)
time algorithm can exist for either recognizing or proper k-coloring

order n UNIT-PURE-k-DIR graphs (Theorem 1); and for every k ≥ 4, no 2o
(√

n/k
)

time
algorithm can exist for finding a proper (k − 1)-coloring of a UNIT-PURE-k-DIR graph,
even when provided a list of segment coordinates, specified using O (n · k) bits, witnessing
graph class membership (Theorem 2). Here, as a partial consequence of these efforts, we are
also able to extend a result of Barish & Shibuya [4] that the problem of proper 3-coloring
an arbitrary graph on m edges can be reduced in O

(
m2)

time2 to the problem of properly
3-coloring a UNIT-PURE-4-DIR graph. In particular, we show for every k ≥ 4 that the same
proper 3-coloring problem can likewise be reduced to a proper (k − 1)-coloring problem for
UNIT-PURE-k-DIR graphs in O

(
m2 · k

)
time (Corollary 1).

Finally, assuming the ETH, for every k ≥ 3, we show that no 2o(n/k) time algorithm can
exist for proper k-coloring order n geometric intersection graphs of lines in which we require
that line-line intersections must occur on any one of three parallel planes in R3 (Theorem 3).

2 Elaboration concerning motivation

An important point of motivation for the current work comes from a question posed by
Miltzow – in the workshop on Graph Classes, Optimization, and Width Parameters (GROW)
list of open problems [56] – concerning the lower bound complexity under the ETH of proper
k-coloring geometric intersection graphs of unit segments in the plane.

As noted by Miltzow, the difficulty in answering this question has been due, in part, to
the failure to extend geometric separator theorems for bounded ply intersection graphs of
“fat” objects to bounded ply intersection graphs of “thin” objects. Here, this gap becomes
readily apparent when looking at algorithmic lower bounds for proper k-coloring problems.
In particular, specifying k ∈ Θ (nα) for some 0 ≤ α ≤ 1, Biró et. al. [6] was able to show the
existence of a 2O(√

n·k·ln n) algorithm for finding a proper k-coloring of intersection graphs of
disks or other “fat” objects, while also showing that the existence of a 2o

(√
n/k

)
algorithm

would refute the ETH. On the other hand, Biró et. al. [6] was also able to establish that
no 2o(n) algorithm can exist for proper 6-coloring 2-DIR graphs (though not PURE-2-DIR
graphs) assuming the ETH, even if all segments are constrained to lie at angles of 0 and π

2
radians in the plane. This latter result was later strengthened and extended by Bonnet &
Rzążewski [8], who were able to establish a 2o(n) (resp. 2o(n2/3)) lower bound for proper
k-coloring 2-DIR graphs (resp. 3-DIR graphs with unit length segments) for any constant
k ≥ 4, as well as the existence of a subexponential time 2Õ(n2/3) algorithm for finding a
proper (k = 3)-coloring.

To elaborate on our choice to focus on the class UNIT-PURE-k-DIR of geometric
intersection graphs, this first of all represents a limit case for geometric intersection graphs
of “thin” objects embedded in the plane with orientation and length constraints. More
specifically, let “string” [19, 35, 62] be the earlier defined class of geometric intersection
graphs of Jordan curves, let “CONV” [33, 36, 57, 64] be the class of all geometric intersection
graphs of convex shapes, let “SEG” [19, 33, 34, 37, 38] be the class of all geometric intersection
graphs of straight line segments in the plane, let k-DIR [34, 37, 38] be a subclass of “SEG”
where segments must lie in at most k directions, and let PURE-k-DIR [34, 37, 38] be a
subclass of k-DIR where all parallel segments are required to be disjoint. We can now observe

2 This was erroneously reported to be an O (m) time reduction in Barish & Shibuya [4].
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that, for every k ≥ 1, PURE-k-DIR ⊊ k-DIR ⊊ SEG ⊊ CONV ⊊ STRING [19, 37], that
k-DIR ⊊ (k + 1)-DIR [37], and that PURE-k-DIR ⊊ PURE-(k + 1)-DIR [37]. Second of all,
as intersections between parallel segments are prohibited for this graph class, an analysis of
proper k-coloring problems for this graph class requires fundamentally different techniques
that of either Biró et. al. [6] or Bonnet & Rzążewski [8], and we considered this to be an
interesting challenge.

To elaborate on our choice to consider geometric intersection graphs of lines, in which
we require that line-line intersections must occur on any one of three parallel planes in R3,
this class of graphs can be understood as a weak-as-possible generalization of the type
of geometric intersection graphs of unit segments in the plane for which we were able to
obtain results. Here, we hope our ability to rule out the existence of 2o(n/k) time algorithms
for proper k-coloring order n instances of these graphs under the ETH, for all k ≥ 3, can
be extended to establish the same algorithmic lower bound for intersection graphs of unit
segments in the plane for some k ≥ 3.

Finally, we remark that the problem of proper k-coloring UNIT-PURE-k-DIR graphs has
practical application to problems ranging from realistic instances of the frequency assignment
problem [1, 16, 26], to the design of Very Large Scale Integration (VLSI) circuits [17, 48] (e.g.,
where overlapping wires (segments) must be assigned to distinct circuit layers abstracted
as colors). To briefly elaborate on the former case, the frequency assignment problem asks
one to assign a sparse set of frequency bands (colors) to a set of antennas (vertices) in an
interference graph, where we have that two vertices are adjacent if and only if they correspond
to antennas spaced closely enough to interfere when emitting within the same frequency
band (e.g., within ≈ 50 − 100 kHz [16]). Here, in a realistic scenario, any such interference
graph will correspond to a geometric intersection graph between radiation emission patterns
for antennas, which in many cases (e.g., coastal radio stations) are optimized to be narrow
oriented cones approximating bounded length segments.

3 Preliminaries & clarifications

3.1 Graph theoretic terminology

All graphs in this work should be considered to be simple (i.e., loop and multi-edge free),
undirected, and unweighted. Concerning basic graph theoretic terminology, we will generally
follow Diestel [18], or where appropriate, Bondy & Murty [7]. However, for some brief
clarifications, recall that a graph is k-connected if there exist k vertex disjoint simple paths
between all pairs of vertices, and recall that a graph is planar if it admits an embedding in
the plane without edge crossings. In addition, recall that a proper k-coloring for a graph
is an assignment of ≤ k colors to the graph’s vertices under the constraint that no two
adjacent vertices have an identical coloration, and that the chromatic number for a graph is
the minimum value of k for which it admits a proper k-coloring.

Concerning less common terminology, when we identify a vertex va with a vertex vb, we
delete va and vb and create a new vertex vc adjacent to any vertex formerly adjacent to va

or vb. Additionally, when we refer to a vertex v in a drawing or embedding of a graph G

as a metavertex (e.g., corresponding to a clique of some size), it should be understood that
v corresponds to an induced subgraph H of G, where every vertex in G adjacent to v is
adjacent to each vertex of H. Here, we can also identify pairs of metavertices by identifying
each pair of equivalent vertices in an isomorphism between the subgraphs they correspond to.
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Ou t [ ] =
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(f )

(g)

(h)

Figure 1 Illustrations of orthogonal integer lattice embeddings of graphs, where larger (black)
vertices and (highlighted black) edges indicate the vertices and polylines for the embedding, re-
spectively; (a) the complete graph K4; (b) orthogonal integer lattice embedding of K4; (c) the
complete graph K5; (d) orthogonal integer lattice embedding of K5 with a lone polyline crossing
indicated by a (purple) diamond polygon; (e) scheme for the enlargement and modification of an
orthogonal integer lattice embedding to ensure all polylines have horizontal segments; (f) all local
vertex and polyline configurations (up to rotation and reflection) in an orthogonal integer lattice
embedding of a 2-connected graph of maximum vertex degree ≤ 4, where cells around each lattice
vertex are indicated by a (dashed) box; (g) a cell containing a polyline crossing indicated by a
(purple) diamond polygon; (h) a cell marked with a (yellow) concave diamond marker designating it
to be identified with a “color change” gadget.
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3.2 Exponential Time Hypothesis (ETH)
Recalling that k-SAT is the problem of deciding the satisfiability of a Boolean expression in
conjunctive normal form where each clause contains at most k literals, the Exponential Time
Hypothesis (ETH) of Impagliazzo & Paturi [29] can be defined as follows:

▶ Definition 1. Exponential Time Hypothesis (ETH) [29]. Assuming k ≥ 3, letting n and m

be the number of variables and clauses for an instance of k-SAT, and letting sk = inf{δ : k-
SAT can be solved in 2(δ·n) · poly (m) time}, it holds that sk > 0.

3.3 Linear time orthogonal integer lattice embeddings of graphs
Let G be an arbitrary not-necessarily-planar graph of maximum vertex degree ≤ 4, with
vertex set VG and edge set EG. An orthogonal integer lattice embedding (or drawing) Q of G

places each vertex at a distinct integral coordinate, and represents each edge vi ↔ vj ∈ EG

as a polyline consisting of a polygonal chain of axis-parallel unit length horizontal and
vertical segments – corresponding to a simple path in the integer lattice into which G is
embedded – connecting vi and vj in Q. If G is non-planar, then we necessarily must allow
for polyline crossings in the embedding Q. Here, a bend in Q corresponds to an instance
where a horizontal and a vertical segment meet in a polyline (i.e., an instance where two
unit segments meet at an angle of π

2 radians). We remark that it is possible to find an
orthogonal integer lattice embedding for G on a square integer lattice, of total area O

(
|VG|2

)
,

in O (|VG|) time via either the method of Papakostas & Tollis [54] or Biedl & Kant [5].
For illustrative examples, we refer the reader to Fig. 1(a–d), where in Fig. 1(a) (resp.

Fig. 1(c)) we show an instance of the complete graph K4 (resp. K5), and in Fig. 1(b)
(resp. Fig. 1(d)) we show an orthogonal integer lattice embedding of the graph in a 5 × 5
(resp. 8 × 8) integer lattice. For the Fig. 1(d) embedding of the graph K5, we can observe
that one polyline crossing occurs, where we indicate this crossing via a (purple) diamond
polygon. Additionally, in Fig. 1(f) we show all possible local polyline configurations in a
cell, up to rotation and reflection, under the assumption that the embedded graph is at least
2-connected.

4 Recognition and proper coloring of UNIT-PURE-k-DIR graphs

In this section, we establish Theorem 1 through Theorem 3, as well as Corollary 1. Concerning
Theorem 1, we briefly remark that previous reductions for proving the NP -hardness of
recognizing “string” graphs [33], k-DIR and PURE-k-DIR graphs [34, 37], and UNIT-PURE-
2-DIR graphs [47], have generally followed a strategy of giving an O

(
n2)

reduction from a
variant of planar 3-SAT already admitting a subexponential time algorithm. Accordingly, we
required a different approach for establishing our claims.

▶ Theorem 1. Unless the ETH is false, for any k ≥ 3, no 2o
(√

n/k
)

time algorithm can
exist for either recognizing or proper k-coloring order n UNIT-PURE-k-DIR graphs.

Proof. We proceed by giving an O
(
n2 · k

)
reduction from the problem of finding a proper

3-coloring of a 2-connected graph with n vertices and maximum vertex degree ≤ 4. Here,
it is known that no 2o(n) time algorithm can exist for this problem unless the ETH fails
(see, e.g., “Lemma 2.1” of [14]). In particular, let G and H be a pair of graphs with vertex
sets VG and VH , respectively, where n = |VG|, G is an arbitrary 4-regular graph, and H is
a graph constructable from G in O

(
n2 · k

)
time with |VH | = O

(
n2 · k

)
vertices. We will
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Figure 2 Illustration and example proper colorings of a novel proper 3-coloring planarization
gadget, and scheme for its adaption as the gadget Υ in the context of an orthogonal integer lattice
embedding; (a) the order 13 and size 24 planarization gadget, where vertices labeled X and X ′

(resp. Y and Y ′) are required to have the same coloration, with an example proper 3-coloring where
vertices labeled X and Y are assigned the same color; (b) an alternative 3-coloration of the gadget,
where the vertices labeled X and Y are assigned distinct colors; (c) orthogonal 25 × 33 integer
lattice embedding of a modification of the gadget shown in (a,b) – denoted Υ – where some vertices
in the planarization gadget from (a,b) are replaced with connected subgraphs, where such subgraphs
are colored in accordance with the proper 3-coloring from the illustration of the gadget in (a), and
where exactly one cell along each polyline between distinct subgraphs is marked for identification
with the “color change” gadget; (d) another coloring of Υ in accordance with the proper 3-coloring
of the planarization gadget from (b).
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5:8 Recognition and Proper Coloring of Unit Segment Intersection Graphs

show for every k ≥ 3 that G admits a proper 3-coloring if and only if H is proper k-colorable,
or equivalently in this specific context, realizable as a UNIT-PURE-k-DIR graph. From
this we will deduce that a 2o

(√
n/k

)
algorithm for either recognizing or proper k-coloring a

UNIT-PURE-k-DIR graph would refute the ETH.
Provided the instance of the aforementioned graph G, we begin by computing an or-

thogonal integer lattice embedding Q1 for G, of total area O
(
n2)

, in O (n) time via either
the method of Papakostas & Tollis [54] or Biedl & Kant [5] (see, e.g., Section 3.3 for an
elaboration on these embeddings). In this context, we define a cell in an orthogonal integer
lattice embedding Q1 to be a square area of volume 1 centered on each lattice point in Q1. For
instance, the boundaries of this square area for a lattice point at coordinates (x, y) ∈ Z2 would
be given by the coordinates

((
x − 1

2 , y − 1
2
)

,
(
x + 1

2 , y − 1
2
)

,
(
x + 1

2 , y + 1
2
)

,
(
x − 1

2 , y + 1
2
))

.
Letting the Manhattan distance between a pair of cells correspond to the Manhattan distance
between their respective lattice points, we also define the von Neumann neighborhood of a
cell as the set containing both the cell itself as well as its four neighbors at distance 1. For a
cell with a centerpoint at some coordinate (i, j) ∈ Z2, we refer to its distance 1 neighbors at
coordinates (i, j + 1), (i − 1, j), (i + 1, j), and (i, j − 1) as being to the North, West, East,
and South, respectively.

We next construct an orthogonal integer lattice embedding Q3 from Q1 – via an interme-
diate graph Q2 potentially containing polyline crossings – satisfying the dual constraints that:
(constraint 1) each polyline originally in Q1 has at least one horizontal segment marking
the position of a “color change” gadget with a (yellow) concave diamond marker (e.g, as
shown in Fig. 1(h)); and (constraint 2) each polyline crossing is replaced with an orthogonal
integer lattice embedding of a gadget such that Q3 has no polyline crossings, and in addition,
its corresponding graph is proper 3-colorable if and only if the graph corresponding to the
embedding Q1 is proper 3-colorable.

To address (constraint 1), we begin by checking if every polyline contains at least one
horizontal segment, and subsequently marking this horizontal segment if it exists. For any
remaining polylines consisting of only vertical segments, we can perform the operation shown
in Fig. 1(e) to introduce and subsequently mark a horizontal segment. We note that this
may require expanding the embedding Q1 by moving each point at a position (x, y) to a
position (2x, 4y), treating expanded polyline edges as chains of unit length segments. Here,
we call the resulting embedding Q2.

To address (constraint 2), let Ψ be the subset of cells in Q2 corresponding to the type
of polyline crossing indicated by the (purple) diamond polygon in Fig. 1(g). If Ψ = ∅, we
can specify Q3 = Q2. If Ψ ̸= ∅, we proceed by substituting each polyline crossing with an
orthogonal integer lattice embedding of a gadget, denoted Υ, having the same properties as
the novel proper 3-coloring planarization gadget shown in Fig. 2(a,b) (note that Fig. 2(a) and
Fig. 2(b) are identical aside from having distinct vertex colorations), where these properties
are given by the following lemma:

▶ Lemma 1. The proper 3-coloring planarization gadget shown in Fig. 2(a,b) has the
following properties: (1) its chromatic number is 3; (2) any proper 3-coloring will assign
identical colors to the vertices labeled X and X ′ as well as the vertices labeled Y and Y ′.

Proof. Let W be a graph isomorphic to the 13 vertex and 24 edge gadget shown in Fig. 2(a,b).
To establish properties (1) and (2), it suffices to first evaluate the chromatic polynomial
P (W, k) of the Fig. 2(a,b) gadget, check that P (W, 2) = 0, observe that P (W, 3) = 12, and
then inspect each of the 12 possible proper 3-colorings to confirm property (2). Here, noting
that there are at most 313 = 1594323 possible vertex colorings to check, we used brute force
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methods to enumerate all 12 possible proper 3-colorings. We briefly remark that, while a
more insightful proof is possible, we were unable to find one of a short enough length to
include in the current context. ◀

In particular, we specify Υ as the 25 × 33 cell construction shown in Fig. 2(c,d) (note that
Fig. 2(c) and Fig. 2(d) are identical aside from having distinct vertex colorations). As in the
case of the Fig. 2(a,b) graph, and as we will see in Lemma 2, the vertices labeled X and
X ′ (respectively, Y and Y ′) in the graph corresponding to the Fig. 2(c,d) construction are
likewise forced to be the same in any proper 3-coloring. Here, to replace polyline crossings in
Q2 with Υ, we can expand the embedding Q2 by moving each point at a position (x, y) to a
position (25x, 33y), then replace each 25 × 33 block of cells centered on a polyline crossing
with Υ. Observe that this will serve to ensure that the outgoing polylines to the North, West,
East, and South cells in the von Neumann neighborhood of each cell in Ψ are connected
to the Υ gadget vertices labeled Y ′, X, X ′, and Y , respectively. In this context, we let
Φ correspond to all cells marking the position of a “color change” gadget with a (yellow)
concave diamond marker in Q3, where Φ includes the markers shown in Fig. 2(c,d).

Next, for each cell c /∈ Φ containing an endpoint of a polyline, we replace a
( 103

50
)

× 3 dis-
tortion of the cell with an appropriate version of the embedded “color copying” gadget shown
in Fig. 3. We note that (purple) nodes in this gadget represent metavertices corresponding
to cliques of size (k − 3). More specifically, for a given cell c /∈ Φ, letting ζc be an instance of
the Fig. 3 graph, we generate a graph ζ ′

c by: (case N) deleting the vertices {N1, N2} and all
vertices embedded above (i.e., with a larger y coordinate) if and only if c does not have an
outgoing polyline segment to the North in its von Neumann neighborhood; (case W) deleting
the vertices {W1, W2} and all vertices embedded to the left (i.e., with a smaller x coordinate)
if and only if c does not have an outgoing polyline segment to the West in its von Neumann
neighborhood; (case E) deleting the vertices {E1, E2} and all vertices embedded to the right
(i.e., with a larger x coordinate) if and only if c does not have an outgoing polyline segment
to the East in its von Neumann neighborhood; and (case S) deleting the vertices {S1, S2}
and all vertices embedded below (i.e., with a smaller y coordinate) if and only if c does
not have an outgoing polyline segment to the South in its von Neumann neighborhood. To
complete the construction of H , we then embed ζ ′ on the aforementioned

( 103
50

)
× 3 distortion

of the cell c /∈ Φ in exactly the manner shown in Fig. 3, embed an instance ηc of the “color
change” gadget shown in Fig. 4 on a

( 103
50

)
× 3 distortion of each cell c ∈ Φ – with (purple)

metavertices corresponding to cliques of size (k − 3) as in Fig. 3 – and identify any vertices
or metavertices from the borders of adjacent cells mapped to the same coordinates (see
Section 3.1 for an elaboration on metavertex identification).

We can now observe the following lemma:

▶ Lemma 2. The graph H admits a proper k-coloring if and only if the graph G admits a
proper 3-coloring.

Proof. Assume the definitions previously given in the proof argument for Theorem 1.
First consider the case where G is planar, and no copies of the gadget Υ were embedded

during the process of generating Q3 from Q1. Here, we have that H will be constructed
from the embedding Q3 by: (1) replacing exactly one cell falling along each polyline at
a position where exactly two polyline segment endpoints coincide with the “color change”
gadget; and (2) replacing all remaining cells hosting polyline segments with a “color copying”
gadget η in such a manner that the vertices labeled X1 and metavertices labeled X2 in
Fig. 3 will be present on the North, West, East, and South boundaries of each cell’s von
Neumann neighborhood if and only if the cell has a polyline segment egressing from its North,
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Figure 3 Illustration of the “color copying” gadget – and scheme for the gadget’s placement on a
“distorted”

(
103
50

)
× 3 cell (dashed box) – where (purple) vertices (e.g., labeled X2) are metavertices

corresponding to cliques of size (k − 3).
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Figure 4 Illustration of the “color change” gadget – and scheme for the gadget’s placement on
a “distorted”

(
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)
× 3 cell (dashed box) – where (purple) vertices (e.g., labeled X2 or Y2) are

metavertices corresponding to cliques of size (k − 3).
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West, East, and South boundaries, respectively. Accordingly, each cell in Q3 corresponding
to a vertex in G of degree d will, in turn, correspond to a specific “color copying” gadget
with d copies of the vertices labeled X1 and X2. Furthermore, all but one of the cells
corresponding to part of a polyline connecting vertices in G will, on some pair of boundaries,
have exactly two copies of vertices labeled X1 and two copies of metavertices labeled X2,
with the remaining cell corresponding to a “color change” gadget.

To now show that H admits a proper k-coloring if and only if the planar instance of
G admits a proper 3-coloring, it suffices to observe for any proper k-coloring of H that:
(requirement 1) the vertices labeled X1 in every “color copying” gadget must have the same
coloration; and (requirement 2) the vertices labeled X1 and Y1 in every “color change” gadget
must have a distinct coloration.

Concerning (requirement 1), consider first the case where k = 3. Here, for every possible
instance of the gadget ζ ′

c, we can check the chromatic polynomial P (ζ ′
c, k) with parameter k,

or enumerate all possible proper 3-colorings via brute force, observe that P (ζ ′
c, 2) = 0 and

P (ζ ′
c, 3) ̸= 0 (e.g., ζc = ζ ′

c =⇒ P (ζ ′
c, 3) = 384), and furthermore check that the constraint

is satisfied in each of these cases. To address cases where k ≥ 4, it suffices to observe that,
for any instance of ζ ′

c (recalling that the metavertices shown in Fig. 3 correspond to cliques
of size (k − 3)), every vertex will necessarily belong to a clique of size k. Accordingly, if
(1) is satisfied in the case where k = 3, it will likewise be satisfied in the case where k = 4
and we are forced to assign the additional color to the single vertex corresponding to each
metavertex, satisfied in the case where k = 5 and we are required to assign the two additional
colors to the two vertices corresponding to each metavertex, and by induction, satisfied for
every k ≥ 3.

Concerning (requirement 2), we proceed in a similar manner. In particular, letting ηn

be an instance of the “color change” gadget in the case where k = 3, we observe that
P (ηn, 2) = 0 and P (ηn, 3) = 144. With exactly the same inductive argument used to address
(requirement 1), we can then show that (requirement 2) will hold for every k ≥ 3.

As we have now seen that (requirement 1) and (requirement 2) will be satisfied for every
k ≥ 3, this yields the lemma in the case where G is planar.

In the case where G is non-planar, it suffices to observe that the Υ construction simply
replaces certain vertices in the Fig. 2(a,b) proper 3-coloring planarization gadget with
connected subgraphs s1, s2, . . ., then places the “color change” gadget on polylines if and only
if they connect distinct subgraphs. Accordingly, following our earlier argument, the “color
change” gadget will conceptually force each of the embedded vertices in the same subgraph
si in Υ to have an identical coloration, and each pair of adjacent subgraphs si and sj in Υ
to have distinct colorations. In observation of Lemma 1, this yields the current lemma in the
case where G is non-planar. ◀

We can also observe that the construction of H from an initial order n graph G takes at
most O

(
n2)

time as a consequence of the orthogonal integer lattice embedding Q1 having at
most O

(
n2)

cells hosting at least one endpoint of a polyline, where the embedding of the
“color copying” and “color change” gadgets on each cell hosting a polyline then increases the
time complexity of the construction to O

(
n2 · k

)
. This together with Lemma 2 implies that,

as a consequence of the fact that no 2o(√
nG) time algorithm can exist for proper 3-coloring

an order nG instance of the graph G under the ETH, we likewise have that no 2o(√
nH ·k) time

algorithm can exist for proper k-coloring an order nH instance of the constructed graph H

unless the ETH is false.
The subsequent step of this proof argument, which is simultaneously the most technically

difficult and easiest to describe, is to show that H can be realized as a UNIT-PURE-k-DIR
graph if and only if H admits a proper k-coloring. Here, we can begin by observing that, due
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5:12 Recognition and Proper Coloring of Unit Segment Intersection Graphs

to the requirement no parallel segments may intersect, any proper k-coloring for a UNIT-
PURE-k-DIR can be understood as an assignment of embedding angles for the segments of a
geometric system of intersecting unit segments witnessing graph class membership.
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Figure 5 UNIT-PURE-k-DIR realization (for every k ≥ 3) of the “color copying” gadget – and
scheme for the gadget’s placement on a “distorted”

(
103
50

)
× 3 cell (dashed box) – where (purple)

segments (e.g., labeled X2) correspond to (k − 3) overlapping segments embedded in the plane at
distinct infinitesimal perturbations of ϵ1 < ϵ2 < . . . < ϵ(k−3) from π

2 radians, and where segments
corresponding to vertices labeled X1 in Fig. 3 are embedded in the plane at an angle of − π

4
radians (respectively, π

4 radians in a reflection of the embedding across the y-axis); segment-segment
intersections are denoted with a (hollow) circle; note that no endpoint of a line segment is ever
embedded along another line segment.
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Figure 6 Alternative UNIT-PURE-k-DIR realization (for every k ≥ 3) of the “color copying”
gadget from the Theorem 1 proof argument – and scheme for the gadget’s placement on a “distorted”(

103
50

)
× 3 cell (dashed box) – where (purple) segments (e.g., labeled X2) correspond to (k − 3)

overlapping segments embedded in the plane at distinct infinitesimal perturbations of ϵ1 < ϵ2 < . . . <

ϵ(k−3) from π
2 radians, and segments corresponding to vertices labeled X1 in Fig. 3 are embedded in

the plane at an angle of 0 radians; segment-segment intersections are denoted with a (hollow) circle;
note that no endpoint of a line segment is ever embedded along another line segment.
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Figure 7 UNIT-PURE-k-DIR realization (for every k ≥ 3) of the “color change” gadget from
the Theorem 1 proof argument – and scheme for the gadget’s placement on a “distorted”

(
103
50

)
× 3

cell (dashed box) – where (purple) segments (e.g., labeled X2) correspond to (k − 3) overlapping
segments embedded in the plane at distinct infinitesimal perturbations of ϵ1 < ϵ2 < . . . < ϵ(k−3)
from π

2 radians, and where segments corresponding to vertices labeled X1 and Y1 in Fig. 4 are,
respectively, embedded in the plane at angles of − π

4 and 0 radians, π
4 and 0 radians after reflection

across x-axis, 0 and π
4 radians after reflection across y-axis, and 0 and − π

4 radians after reflection
across both the x-axis and y-axis; note that no endpoint of a line segment is ever embedded along
another line segment.

We now observe that the Fig. 3 “color copying” gadget can be realized as a UNIT-PURE-
k-DIR graph with three distinct segment angles for the vertices labeled X1 on each of the
four borders of the “distorted” (i.e., non-square)

( 103
50

)
× 3 cell embedding the gadget. In

particular, we refer the reader to the UNIT-PURE-k-DIR realizations of this gadget shown
in Fig. 5 and Fig. 6, where in both cases (purple) segments (e.g., labeled X2) correspond to
(k − 3) overlapping segments embedded in the plane at distinct infinitesimal perturbations
of ϵ1 < ϵ2 < . . . < ϵ(k−3) from π

2 radians. Note that, as no endpoint of a segment is ever
embedded along another line segment, these infinitesimal perturbations can always be chosen
to be small enough to not change the set of segment-segment intersections. For Fig. 5, we
can observe that segments corresponding to vertices labeled X1 in Fig. 3 are embedded in
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the plane at an angle of − π
4 radians (respectively, π

4 radians in a reflection of the embedding
across the y-axis). For Fig. 6, we can observe that segments corresponding to vertices labeled
X1 in Fig. 3 are embedded in the plane at an angle of 0 radians. This covers each of the
three necessary cases.

Similarly, the Fig. 4 “color change” gadget can be realized as a UNIT-PURE-k-DIR graph
with all possible combinations of three distinct segment angles for the vertices labeled X1 and
Y1 on West and East border, respectively, of the “distorted” (i.e., non-square)

( 103
50

)
× 3 cell

embedding the gadget, with the segments labeled X2 and Y2 embedded in the same manner
as the (purple) segments in Fig. 5 and Fig. 6. While we are unable to show all possible
UNIT-PURE-k-DIR realizations of this gadget due to space constraints, we refer the reader
to Fig. 7 for an illustration of the case where segments corresponding to the vertices labeled
X1 and Y1 in Fig. 4 are embedded in the plane at angles of − π

4 and 0 radians, respectively.

Putting everything together yields that, assuming the ETH, no 2o
(√

n/k
)

time algorithm
can exist for recognizing order n UNIT-PURE-k-DIR graphs. It remains to deduce that
this directly implies no 2o

(√
n/k

)
time algorithm can exist for proper k-coloring an order n

UNIT-PURE-k-DIR graph under the ETH. Here, simply observe that if such a 2o
(√

n/k
)

time coloring algorithm A exists, there will likewise exist some upperbound for its run time of
the form 2(√

n·k−ϵ) for some constant ϵ ∈ R>0 and n sufficiently large. Accordingly, we could
simply run A for 2(√

n·k−ϵ) time steps on the graph H, and if no proper k-coloring is found,
determine that no such proper k-coloring exists. However, as H has a proper k-coloring
if and only if it is a UNIT-PURE-k-DIR graph, this implies the existence of a 2o

(√
n/k

)
time algorithm for recognizing H as a UNIT-PURE-k-DIR graph. Therefore, by our earlier
arguments, no such algorithm A can exist under the ETH. ◀

▶ Theorem 2. For any k ≥ 4, provided a UNIT-PURE-k-DIR graph and a list of segment
coordinates specified using O (n · k) bits witnessing graph class membership, no 2o

(√
n/k

)
time algorithm can exist for finding a proper (k − 1)-coloring of the graph unless the ETH is
false.

Proof Sketch. Recall that the Theorem 1 proof argument realized the Fig. 4 “color change”
gadget as a UNIT-PURE-k-DIR graph. Here, we can instead realize the Fig. 4 “color change”
gadget as a UNIT-PURE-(k + 1)-DIR graph in which we allow for one additional segment
embedded in the plane at an angle of π

20 radians. While we omit the details due to space
constraints, briefly, this can be shown to allow for the vertices labeled X1 and Y1 in Fig. 4 to
correspond to unit segments having the same π

4 , − π
4 , or 0 radian angle. Accordingly, there

will no longer be a correspondence between segment angles and color assignments in a proper
(k − 1)-coloring. This then allows one to show that the proper (k − 1)-coloring problem
remains hard even when provided a list of segment coordinates. Finally, as the reduction
given in Theorem 1 can be performed in O

(
n2 · k

)
time, this yields the current theorem. ◀

▶ Corollary 1. For each k ≥ 4, the problem of properly 3-coloring an arbitrary m edge graph
can be reduced in O

(
m2)

time to properly (k − 1)-coloring a UNIT-PURE-k-DIR graph.

Proof. Let Q be an arbitrary graph with vertex set VQ and edge set EQ, where |EQ| = m.
Generate a graph G with 2m edges by replacing every vertex vi ∈ VQ of degree d with a
cycle of length d, doing so in such a manner that exactly one vertex in the cycle is adjacent
to each distinct neighbor of vi ∈ VQ. Assign a unique “cycle label” to the vertices in each
generated cycle. We can now generally proceed along the lines of the Theorem 2 proof
argument to reduce the problem of properly 3-coloring G to properly (k − 1)-coloring a
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UNIT-PURE-k-DIR graph, with the exception that we do not place the “color change” gadget
on polylines corresponding to edges connecting vertices with the same “cycle label” in G. It
now suffices to observe that all vertices with the same “cycle label” will be forced to have an
identical coloration. ◀

▶ Theorem 3. Unless the ETH is false, for any k ≥ 3, no 2o(n/k) time algorithm can exist for
proper k-coloring order n geometric intersection graphs of lines where line-line intersections
are constrained to occur on any one of three parallel planes in R3.

Proof Sketch. For every k ≥ 3, we proceed via reduction from the problem of proper edge
k-coloring a proper 3-colorable simple undirected k-regular graph G. Briefly, by a reduction of
Holyer [28] in the case where k = 3 (where Brooks’ theorem [10] implies proper 3-colorability),
a reduction of Leven & Galil [40] in cases where k ≥ 4, and by invoking the sparsification
lemma of Impagliazzo et. al. [30], it is straightforward to rule out the existence of a 2o(n/k)

algorithm for finding edge proper k-colorings of these graphs under the ETH.
To begin, generate an embedding Q of G on three parallel planes in R3 by embedding

each vertex v at a coordinate {x, y, z} in Q, where z = 1, 2, or 3, if the proper 3-coloring of
G places v in the first, second, or third (arbitrarily ordered) color classes, respectively. Next,
generate a new embedding Q′ from Q by perturbing only the x and y coordinates of vertices
to place them in general position, guaranteeing that no four points are concyclic in R3, and
thus, that no two edges in G will fall along the same hyperplane in the embedding Q′ unless
they intersect at a common vertex point. Here, treating edges in Q′ as line segments with
endpoints at vertices, we can replace each line segment with a line containing the segment
while ensuring that line-line intersections must occur at vertex positions on any one of three
parallel planes in R3. In this context, letting L be the set of all lines generated in this manner
from the edges in the embedding Q′, it will accordingly be the case that the geometric
intersection graph of these lines will correspond to a line graph for G.

Putting everything together, as finding a proper k-coloring of a line graph for G is
equivalent to finding an edge proper k-coloring of G, and as we have shown that no 2o(n/k)

time algorithm can exist for edge proper k-coloring G, this yields the current theorem. ◀

5 Concluding remarks

Should it happen to be the case that no 2o(n/k) algorithm exists under the ETH for recognizing
or proper k-coloring a UNIT-PURE-k-DIR graph for some k ∈ N>2 – which would answer
the open question of Miltzow discussed in Section 2 [56] – it seems unlikely that it will be
possible to prove this via a straightforward modification of our approach in Theorem 1. In
particular, recall that in our proof argument for Theorem 1, we make use of an orthogonal
integer lattice embedding algorithm for a graph of maximum degree ≤ 4, then proceed by
substituting cells in at most a constant factor expansion of this embedding with different
UNIT-PURE-k-DIR subgraphs. Here, while there again exist linear time algorithms for
computing these embeddings [5, 54], for an order n graph there can be O

(
n2)

cells hosting
polylines (or polyline intersections). Furthermore, we remark that finding an embedding of a
degree ≤ 4 order n graph minimizing the total length of all polyline segments is NP -hard
[55] and, unless P = NP , inapproximable within a factor of O

(
n1/2−ϵ

)
[3].

A possible path forward would be to: (1) find a problem on a class of graphs that does
not admit a 2o(n/k) algorithm under the ETH, and (2) show that graphs in this class admit
linear time computable orthogonal integer lattice embeddings where the total length of all
polylines is asymptotically O (n). However, we know of no such problem.
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Abstract
We analyze the computational complexity of the following computational problems called Bounded-
Density Edge Deletion and Bounded-Density Vertex Deletion: Given a graph G, a budget k

and a target density τρ, are there k edges (k vertices) whose removal from G results in a graph
where the densest subgraph has density at most τρ? Here, the density of a graph is the number of
its edges divided by the number of its vertices. We prove that both problems are polynomial-time
solvable on trees and cliques but are NP-complete on planar bipartite graphs and split graphs. From
a parameterized point of view, we show that both problems are fixed-parameter tractable with
respect to the vertex cover number but W[1]-hard with respect to the solution size. Furthermore,
we prove that Bounded-Density Edge Deletion is W[1]-hard with respect to the feedback edge
number, demonstrating that the problem remains hard on very sparse graphs.
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1 Introduction

Finding a densest subgraph is a central problem with applications ranging from social network
analysis to bioinformatics to finance [21]. There is a rich literature on this topic with the first
polynomial-time algorithms given more than 40 years ago [15, 29]. In this work, we study
the robustness of densest subgraphs under perturbations of the input graph. More precisely,
we study the (parameterized) complexity of the following two computational problems called
Bounded-Density Edge Deletion and Bounded-Density Vertex Deletion: Given
a graph G, a budget k and a target density τρ, the questions are whether there are k edges,
respectively, k vertices, whose removal from G results in a graph where the densest subgraph
has density at most τρ? Here, the density ρ(G) of a graph G is defined as the ratio between
its number m of edges and number n of vertices, that is, ρ(G) = m/n, which is equal to
half the average degree of G. Thus, we contribute to the literature on graph modification
problems with degree constraints [13, 23, 27]. More broadly, our work fits into parameterized
algorithmics on graph modification problems – a line of research with a plethora of results.
See Crespelle et al. [6] for a recent survey focusing on edge modification problems.

Denote with ρ∗(G) the density of a densest subgraph of G. Note that cycles have density
exactly one and forests a density below one. Thus, it is easy to see that a graph G is
a forest if and only if ρ∗(G) < 1. Hence, our problems contain the NP-hard Feedback
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6:2 Destroying Densest Subgraphs Is Hard

Table 1 Our results for Bounded-Density Edge Deletion / Vertex Deletion.

Edge Deletion Vertex Deletion

Trees O(n3) (Theorem 7) O(n) (Theorem 16)
Cliques O(n2) (Theorem 9) O(n2) (trivial)
Split NP-complete (Theorem 13) NP-complete (Theorem 20)
Planar Bipartite NP-complete (Theorem 12) NP-complete (Theorem 17)

Solution Size k W[1]-hard (Theorem 15) W[2]-hard (Theorem 23)
Vertex Cover Number FPT (Theorem 14) FPT (Theorem 21)
Feedback Edge Number W[1]-hard (Theorem 15) ?

τρ

0 1/2

Maximum Matching

2/3

Theorem 6 Theorem 6Theorem 13
3/4

Maximum P3-Packing

1 - 1/n

Feedback Edge Set

1 1 + 1/c

Theorem 11

n−1
2

Figure 1 The computational complexity and special cases of Bounded-Density Edge Deletion
for specific values of the target density τρ, see Sections 3.1 and 3.2 for the details. Green (hatched)
boxes indicate polynomial-time solvable cases while red (solid) boxes denote NP-hard cases. The c

in 1 + 1/c can be any constant larger than 24. The complexity for larger values of τρ remains open.

Vertex Set and the polynomial-time solvable Feedback Edge Set1, respectively, as
special cases. For target densities smaller than one not only are cycles to be destroyed, but
also a bound on the size of the remaining connected components is implied. For example,
for τρ = 2/3 (= 1/2 or = 0) each connected component in the resulting graph can have at
most 2 edges (1 edge for τρ = 1/2 or 0 edges for τρ = 0). Consequently, Bounded-Density
Vertex Deletion generalizes Dissociation Set (τρ = 1/2) and Vertex Cover (τρ = 0).
Bounded-Density Edge Deletion generalizes Maximum Cardinality Matching
(τρ = 1/2) and the NP-hard Maximum P3-packing (τρ = 2/3) where the non-deleted edges
form the matching and P3-packing, respectively.

Our contributions. We refer to Table 1 for an overview of our results. Given the above
connections to known computational problems, we start with the seemingly easier of the two
problems: Bounded-Density Edge Deletion. We provide polynomial-time algorithms
for specific target densities below one (see Figure 1) or when the input is a clique or tree
(see Section 3.1). However, beyond these cases, the problem turns out to be surprisingly
hard. There are target densities above or below one for which it is NP-hard, see Figure 1
for an overview. We show that Bounded-Density Edge Deletion remains NP-hard on
claw-free cubic planar, planar bipartite, and split graphs (see Section 3.2). Moreover, we
prove W[1]-hardness with respect to the combined parameter k and feedback edge number.
This implies that the problem remains hard even on very sparse graphs as the feedback
edge number in a connected graph is m − n + 1, despite being polynomial-time solvable on
trees. Note that this also implies W[1]-hardness with respect to prominent parameters like
treewidth. Moreover, our employed reduction shows W[1]-hardness for Th+1-Free Edge

1 Given a graph G and an integer k, Feedback Vertex Set (Feedback Edge Set) asks if there is a
set of k vertices (k edges) whose removal makes G acyclic.



C. Bazgan, A. Nichterlein, and S. Vazquez Alferez 6:3

Deletion2 with respect to the treewidth, thus answering an open question by Enright and
Meeks [10]. On the positive side, using integer linear programming, we classify the problem
as fixed-parameter tractable with respect to the vertex cover number (see Section 3.3).

Turning to Bounded-Density Vertex Deletion, we derive NP-hardness for all τρ ∈
[0, n1−1/c] for any constant c. Note that the density of a graph is between 0 and (n − 1)/2
and the case τρ = (n − 1)/2 is trivial. Moreover, we show NP-hardness on planar bipartite
graphs of maximum degree four, line graphs of planar bipartite graphs, and split graphs (see
Section 4.2) as well as a polynomial-time algorithm for trees (see Section 4.1). Furthermore,
we prove W[2]-hardness with respect to k and fixed-parameter tractability with respect to
the vertex cover number (see Section 4.3). Notably, the latter algorithm is easier than in the
edge deletion setting; in particular it does not rely on integer linear programming.

Due to space restrictions the proofs of some statements (marked by ⋆) are omitted.

Further related work. The density as defined above is related to a variety of useful concepts.
It belongs to a family of functions of the form f(G, a, b, c) = a|E(G)|/(b|V (G)| − c) with
a, b, c ∈ Q. Depending on the values of a, b and c, the function has been used to study a
variety of network properties [17]. For instance ρ(G) = f(G, 1, 1, 0) is used in the study of
random graphs [1], whilst f(G, 1, 1, 1) comes up in the study of vulnerability of networks [7],
and f(G, 1, 3, 6) is used to study rigid frameworks [20]. A more general class of functions can
be studied, where a, b, c are not rational numbers but functions. For instance, Hobbs [16]
studies the vulnerability of a graph G by finding the subgraph H of G that maximizes
|E(H)|/(|V (H)| − ω(H)) with ω(H) being the number of connected components in H. The
interpretation being that attacking such a subgraph would lead to the maximum number of
connected components being created per unit of effort spent on the attack, where the effort
is proportional to the number of edges being targeted by the attacker.

The maximum average degree mad(G) of a graph G is the maximum of the average degrees
of all subgraphs of G. Note that mad(G) = 2ρ∗(G). Recently, Nadara and Smulewicz [25]
showed that for every graph G and positive integer k such that mad(G) > k, there exists a
polynomial-time algorithm to compute a subset of vertices S ⊆ V (G) such that mad(G−S) ≤
mad(G) − k and every subgraph of G[S] has minimum degree at most k − 1. Though no
guarantees are given that S has minimum size for subsets S that achieve mad(G − S) ≤
mad(G) − k.

Modifying a graph to bound its maximum average degree can be of use because of a
variety of results on the colorability of graphs with bounded mad. In general, mad can be
used to give a bound on the chromatic number χ(G) of G, as χ(G) ≤ ⌊mad(G)⌋ + 1 [26]. It
is well-known that for any planar graph G, the maximum average degree is related to the
girth g(G) of G in the following way: (mad(G) − 2)(g(G) − 2) < 4 [25]. Several results are
known for variations of coloring problems and mad [2, 3, 4, 19].

2 Preliminaries

Notation. For n ∈ N we set [n] = {1, 2, . . . , n}. Let G be a simple, undirected, and
unweighted graph. We denote the set of vertices of G by V (G) and the set of edges of G by
E(G). We set nG = |V (G)| and mG = |E(G)|. We denote the degree of a vertex v ∈ V (G)
by degG(v). If the graph is clear from context, then we drop the subscript. The minimum

2 Given a graph and an integer k, the question is whether k edges can be removed so that no connected
component has more than h vertices?
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degree of G is denoted by δ(G), and the maximum degree of G is denoted by ∆(G). We
denote with H ⊆ G that H is a subgraph of G. The density of G is ρ(G) = m/n. We define
the density of the empty graph as zero. We denote by ρ∗(G) the density of the densest
subgraph of G, that is, ρ∗(G) = maxH⊆G ρ(H). For a subset of vertices W ⊆ V (G), we
denote with G[W ] the subgraph induced by W . For two subsets of vertices W, U ⊆ V (G) we
set E(W, U) to be the set of edges with one endpoint in W and another in U .

We denote by Pn the path on n vertices, by Kn the complete graph on n vertices (also
called a clique of size n), and by Ka,b the complete bipartite graph with a and b the size of
its two vertex sets. A graph G is r-regular if deg(v) = r for every vertex v ∈ G. A perfect
P3-packing of G is a partition of V (G) into sets V1, V2, . . . , Vn/3 such that for all i ∈ [n/3]
the graph G[Vi] is isomorphic to P3.

A graph G is balanced if ρ(G′) ≤ ρ(G) for every subgraph G′ ⊆ G. Let ρ′(G) = m
n−1

for 1 ≤ n − 1 and define ρ′ to be 0 for the empty graph and one-vertex graph. A graph G

is strongly balanced if ρ′(G′) ≤ ρ′(G) for every subgraph G′ ⊆ G. Ruciński and Vince [31,
page 252] point out that every strongly balanced graph is also balanced, though the converse
is not true.

Problem Definitions. The problem definition for the edge deletion variant is as follows (the
definition for vertex deletion is analogous):

Bounded-Density Edge Deletion
Input: A graph G, an integer k ≥ 0 and a rational number τρ ≥ 0.
Question: Is there a subset F ⊆ E(G) with |F | ≤ k such that ρ∗(G − F ) ≤ τρ?

There are two natural optimization problems associated to Bounded-Density Edge
Deletion which we call Min Density Edge Deletion (given k minimize τρ) and Min
Edge Deletion Bounded-Density (given τρ minimize the number of edge deletions k).

We emphasize that all problems for vertex deletion are defined and named analogously.

Useful Observations. We often compare the ratio of vertices to edges in different induced
subgraphs. To this end, the following basic result is useful.

▶ Lemma 1 (⋆). a
b ≤ a+c

b+d ⇐⇒ a
b ≤ c

d and a
b = a+c

b+d ⇐⇒ a
b = c

d .

The following is a collection of easy observations that can be obtained with Lemma 1.

▶ Lemma 2 (⋆). Let G∗ be a densest subgraph of G with ρ(G∗) = ρ∗(G). Then:
1. If G∗ is not connected, then each connected component C of G∗ has density ρ∗(G).
2. If ρ(G∗) = a/b for a, b ∈ N and a < b, then a = b − 1 and G∗ is a tree on b vertices or a

forest where each tree is on b vertices.
3. Any vertex v /∈ V (G∗) has at most ⌊ρ(G∗)⌋ neighbors in V (G∗).
4. The minimum degree in G∗ is at least ⌈ρ(G∗)⌉. This is tight for trees.

Note that Lemma 2 (4.) implies that we can remove vertices with degree less than our
desired target density τρ.

▶ Data Reduction Rule 3. Let v be a vertex with degree deg(v) < τρ. Then delete v.

The following two observations imply that there are only a polynomial number of
“interesting” values for the target density τρ. Thus, if we have an algorithm for the decision
problem, then, using binary search, one can solve the optimization problems with little
overhead in running time.
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▶ Observation 4. The density of a graph G on n vertices can have values between 0 and
(n − 1)/2 in intervals of 1/n: ρ(G) ∈ {0, 1/n, 2/n, . . . ,

(
n
2
)
/n = (n − 1)/2}.

▶ Observation 5 ([15]). The maximum density of a subgraph of G can take only a finite
number of values: ρ∗(G) ∈ {m′/n′ | 0 ≤ m′ ≤ m, 1 ≤ n′ ≤ n}. Moreover, the minimum
distance between two different possible values of ρ∗(G) is at least 1/(n(n − 1)).

3 Bounded-Density Edge Deletion

In this section we provide our results for Bounded-Density Edge Deletion, starting
with the polynomial-time algorithms, continuing with the NP-hard cases, and finishing with
our parameterized results.

3.1 Polynomial-time solvable cases
Specific Density Intervals. We show that if the density τρ falls within one of two inter-
vals, then Min Edge Deletion Bounded-Density boils down to computing maximum
matchings or spanning trees.

▶ Theorem 6. Min Edge Deletion Bounded-Density can be solved in time O(m
√

n)
if 0 ≤ τρ < 2/3 and in time O(n + m) if 1 − 1/n ≤ τρ ≤ 1.

Proof. The proof is by case distinction on τρ.
Note that if τρ < 1/2, then no edge can remain in the graph as a K2 has density 1/2.

Similarly, if 1/2 ≤ τρ < 2/3, then no connected component can have more than one edge:
Otherwise, the component would contain a P3 which has density 2/3. Hence, computing
a maximum cardinality matching in time O(m

√
n) [24] and removing all edges not in the

matching solves the given instance of Min Edge Deletion Bounded-Density.
The second interval is similar. If 1 − 1/n ≤ τρ < 1, then the resulting graph cannot have

any cycle as a cycle has density 1. Moreover, any tree on at most n vertices has density at
most 1 − 1/n. Thus, in this case Min Edge Deletion Bounded-Density is equivalent
to computing a minimum feedback edge set, which can be done in time O(n + m) by e. g.
deleting all edges not in a spanning tree.

Lastly, if τρ = 1, then each connected component can have at most one cycle, that is, the
resulting graph must be a pseudoforest: Consider a connected component C with ℓ vertices
and at least two cycles. Any spanning tree of C contains ℓ − 1 edges and misses at least one
edge per cycle. Hence, C contains at least ℓ + 1 edges and has, thus, density larger than one.
Thus, each connected component in the remaining graph can have at most as many edges as
vertices. Hence, a solution to the Min Edge Deletion Bounded-Density instance is to
do the following for each connected component: delete all edges not in a spanning tree and
reinsert an arbitrary edge. This can be done in O(n + m) time. ◀

Trees. If the input is a tree, then any target threshold τρ ≥ 1 makes the problem trivial.
Hence, the case τρ < 1 is left. Thus, each tree in the remaining graph can have at most h =
⌊1/(1 − τρ)⌋ many vertices: a tree with h′ > h vertices has density (h′ − 1)/h′ = 1 − 1/h′ >

1 − 1/h ≥ 1 − (1 − τρ) = τρ. Hence, the task is to remove as few edges as possible so that
each connected component in the remaining graph is of order at most h. This problem is
known as Th+1-Free Edge Deletion and can be solved in O((wh)2wn) time [10], where w

is the treewidth. As trees have treewidth one and h ≤ n (otherwise the problem is trivial),
we get the following.
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6:6 Destroying Densest Subgraphs Is Hard

▶ Theorem 7. On the trees, Min Edge Deletion Bounded-Density can be solved in
time O(n3).

Cliques. The problem is not completely trivial on cliques: While a target threshold τρ

indicates an upper bound on the remaining edges (as ρ(G − F ) ≤ τρ must hold), the question
is whether for all m and n there is a balanced graph G with m edges and n vertices; recall
that a graph is balanced if the whole graph is a densest subgraph. Ruciński and Vince [31]
showed a slightly stronger statement about strongly balanced graphs. Recall that every
strongly balanced graph is also balanced; refer to Section 2 for formal definitions.

▶ Theorem 8 ([31, Theorem 1]). Let n and m be two integers. If 1 ≤ n − 1 ≤ m ≤
(

n
2
)
, then

there exists a strongly balanced graph with n vertices and m edges.

The proof of Ruciński and Vince [31] is constructive: A strongly balanced graph (that is
also a balanced graph) with m edges and n vertices can be constructed in O(m) time.

▶ Theorem 9. On the complete graph Kn, Min Edge Deletion Bounded-Density and
Min Density Edge Deletion can be solved in time O(n2).

Proof. We provide the proof for Min Edge Deletion Bounded-Density. The proof for
Min Density Edge Deletion is analogous.

Consider an instance (G = Kn, τρ) of Min Edge Deletion Bounded-Density. Let
F ⊆ E(G) be a solution that our algorithm wants to find. Throughout the proof we assume
τρ ≤ (n − 1)/2 and n ≥ 1, as otherwise F = ∅. We consider two cases: τρ < 1 and τρ ≥ 1.

Case 1. (τρ < 1): Let t ≤ n be the largest integer satisfying (t − 1)/t ≤ τρ. By Lemma 2
(2.), the resulting graph Kn − F must be a collection of trees on at most t vertices each.
Thus, partition the vertices in ⌈n/t⌉ parts of size at most t. For each part keep an arbitrary
spanning tree. Then F consists of all non-kept edges, i. e., all edges between the parts and
all edges not in the selected spanning trees. Clearly, this can be done in O(n2) time.

Case 2. (τρ ≥ 1): We will construct a strongly balanced graph G′ on n vertices with
density as close to τρ as possible, as allowed by Observation 4. To this end, let t be the
largest number in {0, 1/n, . . . , (n − 1)/2} so that t ≤ τρ, thus t = ℓ/n for some integer
ℓ ∈ {n, n + 1, . . . ,

(
n
2
)
} (as τρ ≥ 1).

Now we use Theorem 8 to construct a balanced graph G′ with ℓ edges and n vertices,
thus ρ∗(G′) ≤ τρ. We will select F ⊆ E(G) so that G′ = G − F , that is, F contains all edges
not in G′ and |F | =

(
n
2
)

− ℓ. By choice of ℓ we know that (ℓ + 1)/n > τρ. Hence, removing
less than

(
n
2
)

− ℓ edges from G means the whole graph has density more than τρ. As building
the graph G′ takes time O(ℓ) the overall running time is O(n2).

To construct the analogous proof for Min Density Edge Deletion use two cases:
k >

(
n
2
)

− n (equivalent of Case 1 above) and k ≤
(

n
2
)

− n (equivalent of Case 2). ◀

3.2 NP-Hardness for special graph classes
Claw-free cubic planar graphs. For our first hardness proof of Bounded-Density Edge
Deletion we provide a reduction from Perfect P3-packing which was proven NP-complete
even in claw-free cubic planar graphs [33]. Denote with Pk a path on k vertices. A perfect
P3-packing of a given graph G is a partition of G into subgraphs in which each subgraph is
isomorphic to P3. The Perfect P3-packing problem is defined as follows:

Perfect P3-packing
Input: A graph G.
Question: Is there a perfect P3-packing of G?



C. Bazgan, A. Nichterlein, and S. Vazquez Alferez 6:7

▶ Theorem 10. Bounded-Density Edge Deletion is NP-complete for τρ = 2/3 even on
claw-free cubic planar graphs.

Proof. Given an instance G of perfect P3-packing where G is a claw-free cubic planar
graph, let I = (G, k, τρ) be an instance of Bounded-Density Edge Deletion where
k = m − 2n/3 and τρ = 2/3. We claim that G has a perfect P3-packing if and only if there is
a set F ⊆ E(G) with ρ∗(G − F ) = 2/3 and |F | = m − 2n/3.

“⇒:” Given a perfect P3-packing of G, we set F to be the set of all edges in G that are
not in the P3-packing. Clearly ρ∗(G − F ) = 2/3. Additionally, |F | = m − 2n/3 since there
are n/3 paths in a perfect P3-packing, and each path has two edges.

“⇐:” Consider F ⊆ E(G) of size at most m − 2n/3 such that ρ∗(G − F ) ≤ 2/3. Then
|E(G) \ F | ≥ 2n/3. Note that τρ = 2/3 implies, by Lemma 2 (2.), that all connected
components of G − F must be trees of size at most 3. In other words, all connected
components in G − F are singletons, P2’s, or P3’s. Denote by t the number of connected
components that are P3’s in G − F . Then there are 3t vertices and 2t edges of G − F which
belong to a P3. Consequently, there are n−3t vertices and |E(G)\F |−2t ≥ 2(n−3t)/3 edges
of G − F which are either singletons or belong to a P2. This is possible only if n − 3t = 0,
that is G − F is a perfect P3-packing of G. ◀

Planar graphs with ∆ = 3, target density above 1. We next show that Bounded-Density
Edge Deletion remains NP-complete even for τρ > 1. To prove this, we reduce from
Vertex Cover on cubic planar graphs, which is known to be NP-complete [14]. Vertex
Cover is defined as follows:

Vertex Cover
Input: A graph G and a positive integer k.
Question: Is there a vertex cover C ⊆ V (G) of size at most k, that is, for each {u, v} ∈ E

at least one of u or v is in C?

▶ Theorem 11 (⋆). Bounded-Density Edge Deletion is NP-complete for τρ > 1 even
on planar graphs with maximum degree 3.

Bipartite graphs and split graphs. Finally, we show that Bounded-Density Edge
Deletion is NP-hard even on planar bipartite graphs and on split graphs.

▶ Theorem 12 (⋆). Bounded-Density Edge Deletion remains NP-complete on planar
bipartite graphs.

▶ Theorem 13 (⋆). Bounded-Density Edge Deletion is NP-complete on split graphs
with τρ = 3/4.

3.3 Parameterized Complexity Results
FPT wrt. Vertex Cover Number. The vertex cover number of a graph denotes the size of
a smallest vertex cover, i. e., the size of a set of vertices whose removal results in an edge-less
graph. Although this parameter is relatively large, we still need to rely on integer linear
programming in our next algorithm.

▶ Theorem 14. Bounded-Density Edge Deletion can be solved in 2O(ℓ22ℓ) + O(m + n)
time where ℓ is the vertex cover number.
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6:8 Destroying Densest Subgraphs Is Hard

Proof. Consider an instance (G, k, τρ) of Bounded-Density Edge Deletion.
We provide an algorithm that first computes a minimum vertex cover C ⊆ V (G), |C| = ℓ,

in O(2ℓ + n + m) time [8]. Then it computes edge deletions within G[C] and incident
to S = V (G) \ C with an ILP, i. e., computes F . To this end, we divide the vertices in S

into at most 2ℓ classes I1, . . . , I2ℓ , where two vertices are in the same class if and only if they
have the same neighbors. Hence, we can define for a class Ii the neighborhood N(Ii) = N(v)
for v ∈ Ii. We denote with |Ii| the number of vertices in the class Ii. The usefulness of these
classes hinges on the fact that at least one densest subgraph G′ of G is such that it either
contains all the vertices of a class Ii or none. This is a consequence of Lemma 1: if removing
(adding) a vertex of Ii from a subgraph of G increases its density, then removing (adding)
any other vertices from Ii must do the same, as they are twins and non-adjacent.

We say a class Ij is obtainable from a class Ii if N(Ij) ⊆ N(Ii), that is, by deleting some
edges a vertex from Ii can get into class Ij . Note that Ij is obtainable from Ij . Denote
with ob(Ii) all classes obtainable from Ii, formally, ob(Ii) = {Ij | N(Ij) ⊆ N(Ii)}. Similarly,
we denote with ob−1(Ij) all classes Ii so that Ij is obtainable from Ii, formally, ob−1(Ij) =
{Ii | N(Ij) ⊆ N(Ii)}. If Ij is obtainable from Ii, then we set cost(i → j) = |N(Ii) \ N(Ij)|
to be the number of edges that need to be deleted from a vertex v ∈ Ii to make it a vertex
in Ij .

We now give our ILP. To handle edges with one endpoint in the independent set S we
do the following: For each pair of classes Ii, Ij , we add a variable xi→j whose purpose is
to denote how many vertices from class Ii will end up in class Ij by deleting edges. For
convenience, we further have a variable yj =

∑
Ii∈ob−1(Ij) xi→j denoting the total number of

vertices that end up in a class Ij after deleting edges. To ensure correctness we require that
no vertex from class Ii gets transformed into a vertex from a class not obtainable from Ii

which we represent with the constraint
∑

Ij∈ob(Ii) xi→j = |Ii| for all i ∈ [2ℓ]. Moreover, both
xi→j and yj must be integers for all i, j ∈ [2ℓ].

To handle edges within C we do the following: For each edge e ∈ E(C) we create a binary
variable ze, where ze = 1 if e survives and 0 if it gets deleted. Again for convenience, for
a subset C ′ ⊆ C we denote with mC′ =

∑
e∈E(C′) ze the number of edges within C ′ that

survive. The ILP is as follows:

Minimize
2ℓ∑

j=1

∑
Ii∈ob(Ij)

cost(i → j) · xi→j +
∑

e∈E(C)

(1 − ze) (1)

such that
∑

Ij∈ob(Ii)

xi→j = |Ii| ∀i ∈ [2ℓ] (2)

∑
Ii∈ob−1(Ij)

xi→j = yj ∀j ∈ [2ℓ] (3)

∑
e∈E(C′)

ze = mC′ ∀C ′ ⊆ C (4)

mC′ +
∑
i∈I

yi|N(Ii) ∩ C ′| ≤ τρ(|C ′| +
∑
i∈I

yi) ∀C ′ ⊆ C, ∀I ⊆ [2ℓ] (5)

xi→j , yi ∈ {0, 1, 2, . . .} ∀i, j ∈ [2ℓ] (6)
ze ∈ {0, 1} ∀e ∈ E(C) (7)

To prove correctness it remains to show that the ILP admits a solution such that the
objective value is at most k if and only if there exist an edge deletion set F of size at most k

such that ρ∗(G − F ) ≤ τρ.
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Firstly, suppose there exists a feasible solution to the ILP that achieves an objective
value of at most k. Because the vertices in Ii are indistinguishable, the set of variables
{xi→j | j ∈ [2ℓ]} uniquely determines the set of edges incident to Ii that need to go into F

for each class Ii, i ∈ [2ℓ]. The other edges in F can be directly read off the solution
E(C) ∩ F = {ze | ze = 0}. A densest subgraph G′ of G contains some vertices from C

and from S. If G′ does not contain all vertices from some class Ii, then either adding or
removing all vertices from Ii will give a graph G′′ that is as least as dense as G′ (cf. Lemma 1).
Inequality (5) ensures that all such possible subgraphs G′′ have density at most τρ. Therefore,
this constraint guarantees that all subgraphs of G − F have density at most τρ. In the
objective function,

∑
e∈E(C)(1 − ze) counts the number of edges that are deleted from C,

whilst
∑2ℓ

j=1
∑

Ii∈ob(Ij) cost(i → j) · xi→j counts the number of edges that are deleted from
E(C, S). Since the feasible solution achieves an objective value of at most k, we have that
|F | ≤ k. Thus, F as built above is the desired edge deletion set of size at most k.

Secondly, consider an edge subset F ⊆ E(G) of size at most k such that ρ∗(G − F ) ≤ τρ.
We can assign values to xi→j by reading the number of edges in F that are incident to each
vertex v in class Ii. The first and second constraint will be satisfied by construction. The
third constraint will be satisfied because ρ∗(G − F ) ≤ τρ. And since |F | ≤ k the minimum
of the objective function will have value at most k.

The ILP has at most 22ℓ variables of type xi→j and at most
(

ℓ
2
)

of type ze. The linear
program can be expressed without variables of types yj and mC′ simply by substituting their
expressions into the other constraints. This yields a total of O(22ℓ+1) variables. In addition,
we have O(2ℓ · 22ℓ) constraints. Since an ILP instance I on p variables can be solved in time
O(p2.5p+o(p) · |I|) [22, 18, 12] we obtain a total (FPT) running time of 2O(ℓ22ℓ) + O(m + n)
for our algorithm. We note that one can achieve a running time of ℓO(22ℓ) + O(n + m) by
using a randomized algorithm that solves ILPs on p variables in time log(2p)O(p)[30]. ◀

W[1]-Hardness wrt. feedback edge number and solution size. We next prove that
Bounded-Density Edge Deletion is W[1]-hard with respect to the combined parameter
solution size and feedback edge number. To this end, we use the construction of Enciso et
al. [9], who reduced Multicolored Clique to Equitable Connected Partition. These
problems are defined as follows.

Multicolored Clique
Input: An undirected graph G properly colored with ℓ colors.
Question: Does G contain a clique on ℓ vertices?

Equitable Connected Partition
Input: An undirected graph G and a positive integer c.
Question: Is there a partition of G into c equally sized connected components, that is, a

partition of V (G) into V1, . . . , Vc so that each G[Vi] is connected and ||Vi|−|Vj || ≤
1 for each i, j ∈ [c]?

Note that since G is properly colored any clique in G is multicolored, that is, contains at
most one vertex per color.

As a byproduct, we also obtain W[1]-hardness for Th+1-Free Edge Deletion parame-
terized by the combined parameter feedback edge number and solution size. This confirms a
conjecture by Enright and Meeks [10]: Th+1-Free Edge Deletion is indeed W[1]-hard
with respect to treewidth.
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6:10 Destroying Densest Subgraphs Is Hard

Connection between problems. Let us briefly discuss the connections between the three
problems to see why the construction of Enciso et al. [9] works for all three: Consider a cycle
on 3n vertices. Requiring c = 3 for Equitable Connected Partition guarantees one
solution (up to symmetry): delete 3 edges so that 3 paths on n vertices remain. Similarly,
requiring k = 3 and h = n for Th+1-Free Edge Deletion guarantees the same solution.
The same applies for Bounded-Density Edge Deletion with τρ = (n − 1)/n and k = 3.

The construction of Enciso et al. [9] will enforce the following: Any connected component
in a solution will be a tree. Hence, we can control its maximum size via the density τρ or
directly via h. Combining the budget k with the size constraint ensures that the minimum
number of vertices per component is equal to the maximum number of vertices per component.
Thus, for the constructed graph all three problems will ask essentially for the same solution.

▶ Theorem 15. Bounded-Density Edge Deletion and Th+1-Free Edge Deletion
are W[1]-hard with respect to the combined parameter solution size and feedback edge number.

Proof. We use the same reduction as Enciso et al. [9]. Let (G, ℓ) be an instance of Multicol-
ored Clique, which is W[1]-hard with respect to ℓ [11]. Assume without loss of generality
that G contains exactly n/ℓ vertices of each color i ∈ [ℓ]. (We can add isolated vertices of
the appropriate color to G to meet this demand.) Denote with λ : E(G) → [m] a bijection
that assigns each edge in G a unique integer from [m]. Further, denote with vi

1, . . . , vi
n/ℓ the

vertices of color i in G.

Construct instances (H, k, τρ) of Bounded-Density Edge Deletion and (H, k, h) of
Th+1-Free Edge Deletion as follows. Let α and β be the smallest integers satisfying β >

2m + 10 and α > β · n/ℓ + 2m + 10. Then set h = α + β · n/ℓ + m + 1 which will be the
maximum number of vertices any subtree in the resulting graph H − F is allowed to have.
To ensure this, set τρ = 1 − 1/h.

The basic building block for H is the so-called anchor. For q ≥ 1, a q-anchor is a
vertex adjacent to q − 1 many vertices of degree one. The idea is that we cannot afford
to cut off single vertices, thus all anchors in the constructed graph stay intact. Hence, a
q-anchor acts as a single vertex with weight q (the vertex contributes q to the size of its
connected component). We use anchors in the choice gadget (see Figure 2 for an illustration):
Let A = {a1, . . . , aq} be a set of integers so that 1 ≤ ai < aj for all 1 ≤ i < j. An A-choice is
a path on p vertices u1, . . . , up where vertex ui, i ∈ [p], is the center of an (ai − ai−1)-anchor
(u1 is the center of an a1-anchor). Note that an A-choice has exactly ap many vertices (ap

is the maximum of A), and that removing the edge {ui, ui+1} splits the A-choice gadget
into two connected components with ai and aq − ai vertices respectively. We say we cut the
A-choice at ai, i ∈ [|A| − 1], to indicate the removal of the edge {ui, ui+1}. To connect two
vertices u and v by an A-choice means to merge the first and last anchor of the A-choice
gadget with u and v, respectively. Merging a vertex v with an q-anchor means to remove
the anchor, add q degree-one vertices adjacent only to v and make v adjacent to all vertices
the center of the anchor was adjacent to. In other words, identify v with the center of the
anchor and add one vertex only adjacent to v (to ensure the overall number of vertices stays
the same). Note that connecting two vertices u and v by an A-choice still leaves |A| − 1
many possible cuts of the A-choice. We only connect center vertices of α-anchors by choice
gadgets, thus enforcing a cut in each choice gadget.

For each of the ℓ colors in G add 2(ℓ − 1) many α-anchors to the initially empty graph H .
Note that α is sufficiently large to ensure that no two anchors can be in the same connected
component, that is, 2α > h. Denote with N i

j , P i
j , j ∈ [ℓ] \ {i}, the center vertices of the
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u v

8 vertices 19 − 8 = 11 vertices

{5, 8, 15, 19}-choice gadget

Connecting u and v with the {5, 8, 15, 19}-choice gadget

Figure 2 Left above: A {5, 8, 15, 19}-choice gadget consisting of four anchors. The two red dashed
boxed indicate a possible split into 8 and 11 vertices. Left below: A more compact representation
(used in further figures) of the same gadget used to connect u and v. The length of the vertical lines
correspond to the number of degree-one neighbors of the corresponding anchor; we omit the line for
the first and last anchor. The diamond shaped vertices indicate α-anchors. Each choice-gadget in
the construction connects two α-anchors as visualized above. Right: A gadget constructed for each
color. It consists of 2(ℓ − 1) many α-anchors (so ℓ = 5 in the example) that are connected in a cycle
via choice-gadgets (in the example there are 4 vertices per color).

anchors for color i ∈ [ℓ]. Set AV = {1} ∪ {pβ | p ∈ [n/ℓ]} containing 1 + n/ℓ elements, thus
accommodating one cut for each vertex of color i. Let j′ be the “successor index” of j,
formally:

j′ =


1, if (j = ℓ ∧ i ̸= 1) ∨ (j + 1 = i = ℓ)
2, if j = ℓ ∧ 1 = i

j + 1, if j + 1 ̸= i ∧ j + 1 ≤ ℓ

j + 2, if j + 1 = i ∧ j + 2 ≤ ℓ

For each j ∈ [ℓ] \ {i}, connect N i
j and P i

j′ by an AV -choice gadget. Set Ai
E = {(p − 1)β +

λ({u, vi
p}) | p ∈ [n/ℓ] ∧ u ∈ V (G) ∧ {u, vi

p} ∈ E(G)} ∪ {βn/ℓ + m + 1} containing one
element for each edge incident to each vertex of color i and a large final element to make
sure each Ai

E-choice has exactly βn/ℓ + m + 1 many vertices. Next, connect P i
j and N i

j by
an Ai

E-choice gadget. For i, j ∈ [ℓ], i ̸= j connect P i
j and N j

i by an [m + 1]-choice gadget
(leaving one m cut possibilities), see Figure 3 for an illustration and some intuition. Finally,
set k = 2(ℓ − 1)ℓ + 2

(
ℓ
2
)

= 3(ℓ − 1)ℓ.
Observe that removing in H the degree-one vertices, we are left with ℓ cycles that are

pairwise connected by two paths. Thus, the feedback edge number of the constructed graph H

is ℓ + 2
(

ℓ
2
)

− (ℓ − 1) = 2
(

ℓ
2
)

+ 1.
We show that any solution for the instance (H, k, τρ) creates connected components of

exactly the same size. Let F be a solution to the constructed Bounded-Density Edge
Deletion instance (H, k, τρ), that is, |F | ≤ k and the densest subgraph in G − F has
density at most τρ. Observe that each “large” α-anchor is in a different connected component
in H − F as 1/(1 − τρ) = h < 2α. Thus, F contains at least one edge of each choice gadget as
each choice gadget connects two α-anchors. Since there are k choice gadgets, it follows that F

contains exactly one edge from each choice gadget. Thus, H − F contains exactly 2(ℓ − 1)ℓ
many connected components. Note that H consists of 2(ℓ−1)ℓ many α-anchors, (ℓ−1) many
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P i
j−1

P j
i−1

N i
j

N j
i

P i
j

P j
i

N i
j+1

N j
i+1

part of gadget for color i

part of gadget for color j

vertex selectionvertex selection edge selection

Figure 3 Illustration of the representation of edges of the original graph in the constructed
graph. The top part (highlighted in gray) indicates part of the gadget (cycle) created for color i;
correspondingly on the bottom for color j. The intuition for the reduction is as follows. Consider
a solution for H, that is, a set of edges F so that ρ∗(H − F ) ≤ τρ. Some connected components
in H − F are indicated by dashed lines enclosing parts of the vertices. The size constraint for
each connected component (enforced by the density threshold τρ < 1) ensures that each connected
component of H − F contains at most one α-anchor (indicated by diamond-shaped vertices), at
most n/ℓ many β-anchors (indicated by the longer vertical lines in the choice-gadgets, here n/ℓ = 4),
and an additional m + 1 vertices. In the vertex-selection part (the AV -choice gadgets that only
contains β-anchors) there are n/ℓ many choices to cut; each corresponding to selecting one of the n/ℓ

vertices of the respective color. The bound of at most n/ℓ many β-anchors per connected component
enforces the same choice throughout the color gadget (see right side of Figure 2). The edge selection
follows the same idea as the vertex selection for each color (the number are just smaller): The
[m + 1]-choice gadgets between N i

j and P j
i as well as between P i

j and N j
i imply that 2m + 2 vertices

need to be distributed to the connected components around N i
j , P j

i , P i
j , N j

i . Moreover, the vertex
pairs {N i

j , P i
j } and {N j

i , P j
i } are connected via an Ai

E- resp. Aj
E-choice gadget. Both of these

gadgets contain n/ℓ + m + 1 vertices. Thus, 4m + 4 vertices needs to be distributed to the connected
components around N i

j , P j
i , P i

j , N j
i . By construction, this requires a cut at an anchor representing

the same edge in all four connections. This implies that the selected vertices in the color gadgets are
adjacent in the original graph. As one vertex needs to be selected per color a clique needs to be
selected.

AV -choice and Ai
E-choice gadgets for each i ∈ [ℓ], and 2

(
ℓ
2
)

many [m + 1]-choice gadgets.
Recall that a A-choice contains exactly maxa∈A{a} vertices. Thus, the number of vertices
in H is

2(ℓ−1)ℓ·α+(ℓ−1)ℓ·(2βn/ℓ+m+1)+(ℓ−1)ℓ·(m+1) = 2(ℓ−1)ℓ·(α+βn/ℓ+m+1) = 2(ℓ−1)ℓ·h.

Hence, by pigeon principle, each connected component in H − F contains exactly h vertices.
Thus, F certifies also a solution to the Equitable Connected Partition instance (H, 2(ℓ−
1)ℓ). The correctness of the reduction follows from the arguments of Enciso et al. [9], as they
use the same reduction for Equitable Connected Partition. ◀

We remark that the above theorem also implies W[1]-hardness with respect to the treewidth
for Bounded-Density Edge Deletion and Th+1-Free Edge Deletion as the treewidth
of is upper bounded by twice the feedback edge number. This resolves an open question of
Enright and Meeks [10].
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4 Bounded-Density Vertex Deletion

In this section we show that Bounded-Density Vertex Deletion is NP-complete on
several graph classes. We also prove the W[2]-hardness with respect to the parameter k, the
number of vertices to remove.

4.1 Polynomial-time algorithm for trees
In this part we discuss the case of trees and show that the problem is polynomial-time
solvable. As in the edge deletion variant, we only need to consider the case that τρ < 1 (see
the discussion before Theorem 7). Thus, we need to delete vertices such that each connected
component in the resulting graph has at most h = 1/(1 − τρ) many vertices.

Shen and Smith [32] consider the problem of deleting k vertices to minimize the size of
the largest connected component. They established an algorithm in O(n3 log n) time for
trees. We improve on this as follows.

▶ Theorem 16. Bounded-Density Vertex Deletion can be solved in O(n) time on
trees.

Proof. Let T be the input tree. We propose a simple greedy algorithm that works bottom
up from the leaves. In each vertex we visit we store the size (number of vertices) of the
current subtree. For a vertex v this can be easily computed by summing up the values in
its children and adding one. Whenever a vertex reaches subtree size above h, we delete the
vertex. Naturally, when computing the subtree size, then deleted children will be ignored.
This algorithm runs in O(n) time.

Clearly, the algorithm provides a graph where each connected component contains at
most h vertices. It remains to show that there is no smaller solution. To this end, consider a
subtree Tv rooted at vertex v. If Tv contains more than h vertices, then any solution must
delete at least one vertex in Tv. If Tv has size less than h, then we claim there is an optimal
solution not deleting any vertex in Tv: Assume otherwise and let S ⊆ V (T ) be an optimal
solution deleting a vertex u in Tv. Then removing u from S and adding the parent from v

to S results in another solution of the same cost – a contradiction. Hence, our algorithm
produces an optimal solution. ◀

4.2 NP-hardness results
We prove in the following the NP-hardness of Bounded-Density Vertex Deletion by
reduction from Feedback Vertex Set, which remains NP-hard on Hamiltonian planar
4-regular graphs [5]. Given an instance of Feedback Vertex Set, that is a graph G, and
an integer k, the problem consists in deciding the existence of a subset V ′ ⊆ V (G) with
|V ′| ≤ k such that the G − V ′ is cycle-free.

Bounded-Density Vertex Deletion is closely related to Feedback Vertex Set.
Given a graph G and a subset V ′ ⊆ V (G), we have that G − V ′ is cycle-free if and only
if ρ∗(G − V ′) < 1. Thus Bounded-Density Vertex Deletion is NP-complete on all
classes of graphs where Feedback Vertex Set is NP-complete, for example on planar and
maximum degree 4 graphs. We can even prove a stronger result as follows:

Let G be an undirected graph. The bipartite incidence graph of G (also called subdivision
of G) is the bipartite graph H whose vertex set is V (G) ∪ E(G) and there is an edge in H

between v ∈ V (G) and e ∈ E(G) if and only if e is incident to v in G.
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6:14 Destroying Densest Subgraphs Is Hard

▶ Theorem 17. Bounded-Density Vertex Deletion is NP-complete for τρ < 1 even
for planar bipartite graphs with maximum degree 4.

Proof. We prove the NP-hardness by reduction from Feedback Vertex Set. Considering
a graph G on n vertices and an integer k, instance of Feedback Vertex Set, let H be the
bipartite incidence graph of G. Remark that if G is planar of maximum degree 4 then H

is still planar with maximum degree 4. We show in the following that G contains a subset
V ′ ⊆ V (G) with |V ′| ≤ k such that G − V ′ is cycle-free if and only if H contains a subset
F ⊆ V (G) ∪ E(G) with |F | ≤ k such that the ρ∗(H − F ) ≤ 1 − 1/n2.

Note that to any cycle v1, v2, . . . , vi, v1 in G it corresponds a cycle
v1, v1v2, v2, . . . , vi, viv1, v1 in H. Moreover, to any cycle from H where the vertices
alternate between vertices from V (G) and E(G), there corresponds a cycle in G.
Furthermore, a subgraph G[V ′] is cycle-free if and only if ρ(G[V ′]) < 1.

If G contains a subset F ⊆ V with |F | ≤ k such that the G − F is cycle-free, then H − F

contains no cycle and thus ρ∗(H − F ) ≤ 1 − 1/n2.
Consider, now, that H contains a subset F ⊆ V (G) ∪ E(G) with |F | ≤ k such that

ρ∗(H − F ) ≤ 1 − 1/n2. Any vertex e ∈ F ∩ E(G) from H has two neighbors. We can replace
it by one of its neighbors in F . This exchange makes the degree of e less than or equal to 1
in H − F , and therefore guarantees that e is not in any cycle. Thus, exchanging e in F for
one of its neighbors cannot create any cycles, and moreover |F | ≤ k. At the end of these
exchanges, F contains only vertices from V (G) and moreover H − F contains no cycle. Thus
F is a solution for the instance (G, k) of Feedback Vertex Set. ◀

In the next reduction we use the following problem:

Dissociation Set
Input: A graph G and an integer k

Question: Is there a subset of vertices S ⊆ V (G) of size at least k such that G[S] has
maximum degree at most 1?

Dissociation Set is NP-hard even in line graphs of planar bipartite graphs [28].

▶ Theorem 18. Bounded-Density Vertex Deletion is NP-complete for τρ = 1/2 even
for line graphs of planar bipartite graphs.

Proof. Given an instance (G, k′) of Dissociation Set on planar line graphs of planar
bipartite graphs we construct the instance (G, k = n − k′, τρ = 1/2) of Bounded-Density
Vertex Deletion. We can easily see that G has a solution S of size at least k′ if and only
if ρ∗(G[S]) ≤ 1/2 as G[S] has density at most 1/2 and V (G)\S has size at most k. ◀

The two previous results show hardness for small values of τρ. Next we show that
Bounded-Density Vertex Deletion remains NP-hard for most values of τρ.

▶ Theorem 19 (⋆). Bounded-Density Vertex Deletion is NP-complete for any rational
τρ such that 0 ≤ τρ ≤ n1−1/c, where c is any constant.

The last result in this subsection concerns split graphs. The following hardness result
holds for large (non-constant) values of τρ.

▶ Theorem 20 (⋆). Bounded-Density Vertex Deletion remains NP-hard on split
graphs.
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4.3 Parameterized complexity results
We show that Bounded-Density Vertex Deletion is FPT with respect to vertex cover
number and W[2]-hard with respect to k, the number of vertices to remove.

▶ Theorem 21. Bounded-Density Vertex Deletion can be solved in time 2O(ℓ2)nO(1)

where ℓ is the vertex cover number.

Proof. Let (G, k, τρ) be an instance of Bounded-Density Vertex Deletion where G has
vertex cover number ℓ. One can find a minimum vertex cover of size ℓ in time O(2ℓ + n + m)
[8]. Denote by C the set of vertices that belongs to the minimum vertex cover, and by
S = V (G) − C the set of vertices in the independent set. We divide the vertices in S into at
most 2ℓ classes I1, . . . , I2ℓ , where two vertices v1, v2 ∈ S are in the same class Ii if they have
the same neighbors in C.

Notice that for k ≥ ℓ we always have a yes-instance, as deleting the ℓ vertices in the
vertex cover yields a graph with density 0. Thus, we are interested in the case where we
delete at most ℓ − 1 vertices, that is k ≤ ℓ − 1.

The vertices in each Ii (with i = 1, . . . , 2ℓ) are all indistinguishable from each other, and
we need to delete between 0 and ℓ − 1 vertices S. Thus we need to check at most (ℓ2ℓ)ℓ sets
of vertices from S as candidates for deletion. For vertices in C we check all 2ℓ subsets of
vertices from C as candidates for deletion. In total, we check at most 2ℓ(ℓ2ℓ)ℓ subsets as
candidates for deletion, yielding a running time of 2ℓ2+ℓ log ℓ+ℓnO(1). ◀

▶ Remark 22. Note that if τρ ≥ ℓ, then nothing needs to be deleted: On the one hand, any
vertex from the independent set has degree at most ℓ ≤ τρ. By Lemma 2 (4.) no vertex of
the independent set belongs to a subgraph of density greater than τρ. On the other hand,
the vertex cover has density at most (ℓ − 1)/2 < τρ.

The following hardness result holds for large (non-constant) values of τρ.

▶ Theorem 23 (⋆). Bounded-Density Vertex Deletion is W[2]-hard with respect to
the number k of vertices to remove.

5 Conclusion

Our work provides a first (parameterized) analysis of Bounded-Density Edge Deletion
and Bounded-Density Vertex Deletion. Both problems turn out to be NP-hard even in
restricted cases but polynomial-time solvable on trees and cliques. While the W[1]-hardness
for Bounded-Density Edge Deletion with respect to the feedback edge number rules
out fixed-parameter tractability with respect to many other parameterizations, the respective
reduction relies on a very specific target density. In fact, Figure 1 seems to indicate that
the computational complexity of Bounded-Density Edge Deletion might change when
altering the target density τρ a bit. Does this alternating pattern between tractable and
intractable target density extend beyond target density 2? For example the polynomial-time
solvable f -Factor problem might be helpful in designing polynomial-time algorithms for
Bounded-Density Edge Deletion with τρ ∈ N (any 2τρ-regular subgraph would be a
valid resulting graph G − F ). Could such behavior be exploited in approximation algorithms?

We leave also several open questions concerning the parameterized complexity of these
problems. Is Bounded-Density Vertex Deletion fixed-parameter tractable with respect
to the treewidth (plus the solution size)? What is the parameterized complexity with respect
to parameters that are smaller than the vertex cover number, e. g., vertex integrity or twin
cover number?
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Abstract

We propose a novel way of generalizing the class of interval graphs, via a graph width parameter
called simultaneous interval number. This parameter is related to the simultaneous representation
problem for interval graphs and defined as the smallest number d of labels such that the graph
admits a d-simultaneous interval representation, that is, an assignment of intervals and label sets
to the vertices such that two vertices are adjacent if and only if the corresponding intervals, as
well as their label sets, intersect. We show that this parameter is NP-hard to compute and give
several bounds for the parameter, showing in particular that it is sandwiched between pathwidth
and linear mim-width. For classes of graphs with bounded parameter values, assuming that the
graph is equipped with a simultaneous interval representation with a constant number of labels, we
give FPT algorithms for the clique, independent set, and dominating set problems, and hardness
results for the independent dominating set and coloring problems. The FPT results for independent
set and dominating set are for the simultaneous interval number plus solution size. In contrast, both
problems are known to be W[1]-hard for linear mim-width plus solution size.
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7:2 The Simultaneous Interval Number

1 Introduction

Interval graphs are among the best-known and most studied graph classes, due to their
intuitive representation with an interval intersection model, their rich structure, and many
algorithmic advantages. Many problems that are NP-hard on general graphs can be solved
in polynomial time on interval graphs. Examples are the coloring problem [35,37,47], the
dominating set problem [12], and the Hamiltonian cycle problem [46]. Furthermore, due to
their definition via interval representations, there are plenty of real-world applications for
interval graphs (see [45] for a nice, short overview of such applications).

There are several different ways to generalize the concept of an interval graph. One of
these concepts are the so-called d-interval graphs where every vertex is represented by a set of
d intervals on the real line and two vertices are adjacent if any pair of their intervals intersect.
A subclass of these graphs are the d-track interval graphs where we have d parallel lines and
every vertex is represented by d intervals, one on each line. It is easy to see that any graph
is a d-track interval graph (and, thus, a d-interval graph) for some d. Therefore, it makes
sense to define the parameters interval number i(G) [34] and track number t(G) [36] as the
minimal numbers d such that G is a d-interval (resp. d-track interval) graph. There is some
work on these graph classes concerning parameterized complexity [24,44]. However, most
of the classical graph problems are NP-hard for graphs with i(G) = 2 or t(G) = 3 [21, 22].
Furthermore, even the independent set problem and the dominating set problem are W[1]-hard
when parameterized by the solution size for graphs with t(G) = 2 [44].

Another way to define a whole family of generalizations of interval graphs comes from the
so-called simultaneous representation problems. In this generalization, we are given d interval
graphs G1, . . . , Gd which may share some vertices and asks for an interval representation
that assigns to every vertex in V (G1) ∪ · · · ∪ V (Gd) exactly one interval such that for every
i ∈ {1, . . . , d} two vertices of Gi are adjacent if and only if their intervals intersect. The
problem of deciding whether a given set of graphs has such a simultaneous representation
was introduced in 2009 by Jampani and Lubiw [41], where they considered chordal graphs,
comparability graphs, and permutation graphs, all classes of graphs that can also be defined
via certain intersection representations. A year later, the same authors considered the
problem of simultaneous interval representations [42]. Since then, there has been several
results on the complexity of this problem for different classes of graphs [4, 7, 58].

An equivalent definition for a simultaneous interval representation can be given as follows:
For some interval model we add additional label sets in the form of subsets of {1, . . . , d}
and two vertices belonging to two intervals are adjacent if these intervals intersect and the
intersection of their label sets is non-empty. This definition leads to an intuitive application
in scheduling, where each of the labels 1, . . . , d represents some machine and an interval
represents a job with its processing window (the interval) and the set of machines needed to
perform the job (the label set). An independent set in such a graph would then represent a
conflict-free schedule of a subset of jobs.

Similar to d-interval graphs and d-track interval graphs, any graph can be defined as a
d-simultaneous interval graph for some d. Thus, we can introduce the simultaneous interval
number si(G) as the smallest number d for which G is a d-simultaneous interval graph. Many
width parameters are unbounded for interval graphs, as these tend to grow with the clique
number (for example treewidth/pathwidth is unbounded for interval graphs). Furthermore,
even width parameters that can be bounded for dense graphs, such as cliquewidth or twin-
width, are unbounded for interval graphs [8, 31]. On the other hand, those parameters that
are bounded for interval graphs, such as linear mim-width or tree-independence number
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Table 1 Parameterized complexity summary. Abbreviations mean ind → independent, dom
→ dominating, W[1] → W[1]-hard, W[2] → W[2]-hard, pNPh → para-NP-hard, tree-α → tree-
independence number. Green results are given in this paper. Hardness results for problems with
given solution size k means that the problem is hard when parameterized by p+k. For space reasons,
we omitted the O and O∗ notations in the running time bounds.

problem\parameter p = si(G) p = linear-mim(G) p = tree-α(G) p = t(G)

clique p22p+2p pNPh [60] pNPh [23] pNPh [26]
clique of size k 2kp ? 2kp

[14, 19] pkkk+2 [24]
coloring pNPh pNPh [28] pNPh [28] pNPh [28]
k-coloring kkp nkp [32] kkp

[14, 19] pNPh [22]
ind set np W[1]/n2p [25, 39] np [19, 62] pNPh [22]
ind set of size k 2kp W[1]/n2p [25, 39] ? W[1] [24]
dom set n2p W[1]/n2p [25, 39] pNPh [3,16] pNPh [22]
dom set of size k 2kp W[1]/n2p [25, 39] W[2] [49] W[1] [24]
ind dom set W[1]/n2p W[1]/n2p [25, 39] ? pNPh [22]
ind dom set of size k n2p W[1]/n2p [25, 39] ? W[1] [24]

(see [19,40]), do not properly reflect the structural advantages of interval graphs. Many of
the problems that are easy for interval graphs, such as coloring or independent set, are either
para-NP-hard or W[1]-hard (see Table 1). Furthermore, the maximum clique problem is
para-NP-hard when parameterized by one of those parameters, even though the structure of
the maximal cliques is very restricted for interval graphs.

When parameterized by the simultaneous interval number, however, the maximum clique
problem becomes FPT, as we will show. In addition, some of the problems that are W[1]-hard
when parameterized by linear mim-width plus solution size, such as independent set and
dominating set (see [25,39]), are FPT when parameterized by simultaneous interval number
plus solution size. Therefore, we argue that the simultaneous interval number is a strong
candidate to fill the gap in describing graphs with a structure similar to interval graphs.

Our Contribution. We introduce a new graph width parameter, the simultaneous interval
number, in Section 2. This parameter is compared to most of the other common width
parameters such as treewidth, cliquewidth, or mim-width in Section 3, where we also give
several bounds involving the order and the size of the graph, the edge clique cover number, the
clique number, and other width parameters. In Section 4 we show that the computation of the
simultaneous interval number is NP-hard. Furthermore, we give results on the parameterized
complexity of several graph problems, such as clique (Section 5), coloring (Section 6), and
variants of the independent set and dominating set problems (Section 7). For an overview
of these results see Table 1. Proofs omitted due to lack of space can be found in the full
version [1].

Definitions and Notation. Unless stated otherwise, all the graphs considered are simple,
finite, non-empty and undirected. Given a graph G, we denote by V (G) its vertex set and
by E(G) its edge set. Often we will denote the number of vertices of graph, i.e., |V (G)|, as
n and the number of edges, i.e., |E(G)|, as m. A matching in a graph is a set of pairwise
disjoint edges; a matching is induced if no two vertices belonging to different edges of the
matching are adjacent.
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Next we define the term class of intersection graphs. Such a graph class C can be defined
via a family SC of sets whose elements are also families of sets. For the sake of convenience,
we assume that SC contains a set family that contains a non-empty set. A C-representation
of a graph G is a mapping R : V (G) → F where F ∈ SC such that xy ∈ E(G) if and only if
R(x) ∩ R(y) ̸= ∅. We call F the ground set family of R. By definition, C consists precisely of
graphs G having a C-representation.

The class of chordal graphs is defined via the set SC that contains for every tree the set
of its subtrees. For the class of interval graphs, the set SC contains only the one set family,
namely the set of all open intervals of the real line. For any interval representation R of
graph G, we define ℓ(v) and r(v) to be the left and right endpoints of the interval R(v).

A graph G is a bipartite graph if its vertex set can be partitioned into two independent
sets A and B. Furthermore, a bipartite graph is complete bipartite if every vertex of A is
adjacent to every vertex of B. A graph is a split graph if its vertex set can be partitioned
into a clique and an independent set. A graph is a complete split graph if there exists a
partition in which every vertex of the independent set is adjacent to all the vertices of the
clique. A graph is C4-free if it does not contain an induced cycle of length 4.

2 Simultaneous Representations and Simultaneous Interval Number

In [41,43], Jampani and Lubiw introduce the concept of simultaneous representations as well
as the simultaneous representation problem. This concept was then taken up by Bok and
Jedličková [7] who give the following definition:

▶ Definition 2.1. Let C be a class of intersection graphs. Graphs G1, . . . Gd ∈ C are
simultaneously C-representable if there exist C-representations R1, . . . , Rd of G1, . . . Gd with
a common ground set family F ∈ SC such that

∀i, j ∈ {1, . . . , d}, ∀v ∈ V (Gi) ∩ V (Gj) : Ri(v) = Rj(v).

In particular, we say that G = G1 ∪ . . . ∪ Gd is a d-simultaneous C-graph.

For convenience of notation, we will oftentimes use the following equivalent definition of
a simultaneous representation.

▶ Definition 2.2. Let d ∈ N, let G be a graph, and let L : V (G) → P({1, . . . , d}) be a labeling
of the vertices of G. Furthermore, let G′ ∈ C with V (G) = V (G′) and E(G) ⊆ E(G′) be a
graph with a C-representation R. We say that (R, L) is a d-simultaneous C-representation of
G if it holds that vw ∈ E(G) if and only if R(v) ∩ R(w) ̸= ∅ and L(v) ∩ L(w) ̸= ∅.

Note that this definition allows the empty set as a label set. Obviously, any vertex with an
empty label set is isolated. Therefore, the graphs admitting a 0-simultaneous C-representation
are exactly the edgeless graphs.

▶ Observation 2.3. Let C be a class of intersection graphs. Let the graphs G1, . . . , Gd ∈ C
be simultaneously C-representable with C-representations R1, . . . , Rd with a common ground
set family F . Let G := G1 ∪ · · · ∪ Gd and let R : V (G) → F be defined as R(v) := Ri(v) for
any i with v ∈ V (Gi). Let L be the labeling given by L(v) = {i : v ∈ Gi} for all v ∈ V (G).
Then (R, L) is a d-simultaneous C-representation of G.
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Figure 1 Two forbidden induced subgraphs of interval graphs with 2-simultaneous interval
representations. Yellow intervals have label set {1}, blue intervals have label set {2} and black
intervals have label set {1, 2}. Note that the representation of the 4-cycle can be extended to a
2-simultaneous interval representation of cycles of arbitrary length.

This observation implies that every d-simultaneous C-graph has a d-simultaneous
C-representation. However, the converse is not true in general.1 However, if we exclude
empty label sets and unused labels, then there is an analogous result to Observation 2.3.

▶ Observation 2.4. Let (R, L) be a d-simultaneous C-representation of a graph G with
L(v) ̸= ∅ for all v ∈ V (G) and such that for all i ∈ {1, . . . , d} there exists a vertex v with
i ∈ L(v). Let Gi be the subgraph of G induced by the vertex set {v : i ∈ L(v)} and let Ri be
the restriction of R to V (Gi). Then the graphs G1, . . . , Gd are simultaneously C-representable
with C-representations R1, . . . , Rd.

A vertex with an empty label set would have to be considered as a vertex that is in
none of the graphs of a simultaneous representation. However, this technical addition to the
definition is very useful to address the issue of isolated vertices and leads to more compact
statements and simpler proofs. For all of the classes considered here, it is always possible to
represent isolated vertices without the empty label set. For example, for interval graphs we
can always represent such a vertex with an interval that intersects nothing else. However,
in general we cannot assume that this is possible for any class of intersection graphs (see
Footnote 1).

▶ Theorem 2.5. For every class of intersection graphs C, every graph G has an |E(G)|-
simultaneous C-representation.

In particular, this theorem holds for the class of intervals graphs, motivating the following
definition.

▶ Definition 2.6. Let G be a graph. The simultaneous interval number si(G) of G is the
smallest integer d such that there exists a d-simultaneous interval representation of G.

As observed before, the graphs with simultaneous interval number 0 are exactly the
edgeless graphs. Furthermore, the graphs with simultaneous interval number at most 1 are
exactly the interval graphs, and the class of graphs with the simultaneous interval number
equal to 2 contains some asteroidal triples and all cycles (see Figure 1).

In the following, we show some bounds on the simultaneous interval number. The first
result is implied directly by Theorem 2.5.

▶ Corollary 2.7. For any graph G it holds that si(G) ≤ |E(G)|.

Next we show that this bound is tight, up to a constant factor.

1 As an example, we consider the class K of complete graphs which can be represented as intersection
graphs via the set SK = {{1}}. The n-vertex edgeless graph has a 1-simultaneous K-representation
where all vertices are labeled with the empty set. However, it is not a d-simultaneous K-graph for any d.
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pathwidth edge clique cover number

treewidth

simultaneous interval number

path-independence number

tree-independence number

cliquewidth rank-width

twin-widthlinear mim-width

mim-width

o-mim-width

sim-width

track number interval number

thinness

boxicity

Figure 2 Diagram illustrating the relations between different graph width parameters. A directed
edge from parameter P to parameter Q means that a bounded value of P implies a bounded value
for Q. If a directed path from P to Q is missing, then parameter Q is unbounded for the graphs of
bounded P .

▶ Theorem 2.8. Let G be a complete 3-partite graph with parts of equal size. Then,
si(G) = 1

9 |V (G)|2 = 1
3 |E(G)|.

▶ Theorem 2.9. Let G = (V, E) be a bipartite graph with a bipartition V = X∪̇Y . Then
si(G) ≤ min{|X|, |Y |}. This bound is tight for complete bipartite graphs.

The complement of a matching is a graph obtained from a complete graph of even order n

by removing from it n
2 pairwise disjoint edges.

▶ Lemma 2.10. If G is the complement of a matching with n vertices, then si(G) ≥ log2(n−1).

We will see later, in Lemma 5.5, that this bound is tight.

3 Placing si(G) in the Zoo of Graph Width Parameters

In this section we compare the simultaneous interval number to several other graph width
parameters. See Figure 2 for an overview. A verification of the figure can be found in the
full version [1].

3.1 Lower Bounds
It is easy to see that d-simultaneous interval graphs are d-track interval graphs. This implies
the following result.

▶ Theorem 3.1. Every graph satisfies t(G) ≤ si(G).

The concept of thinness was introduced by Mannino et al. [51].

▶ Definition 3.2 (Thinness). The thinness thin(G) of a graph G is the smallest integer k

such that there is a partition {V1, . . . , Vk} of V (G) and a vertex ordering (v1, . . . , vn) of G

fulfilling that for any three vertices va, vb, vc with a < b < c and va, vb ∈ Vi for some i it
holds that vbvc ∈ E(G) if vavc ∈ E(G).
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▶ Theorem 3.3. For any graph G it holds that thin(G) ≤ 2si(G).

Complements of matchings with n edges have thinness n [13]. We will later see in
Lemma 5.5 that the simultaneous interval number of such a graph is O(log n). This implies
that the bound given in Theorem 3.3 is asymptotically sharp. Bipartite permutation graphs
and, hence, also complete bipartite graphs have thinness at most 2 [10]. As we have seen in
Theorem 2.9, the simultaneous interval number of complete bipartite graphs is unbounded.
Therefore, this class shows that bounded thinness does not imply bounded simultaneous
interval number.

The concept of a linearized version of mim-width was introduced by Vatshelle [60] as
mim-width using a caterpillar decomposition. This concept has since been called linear
mim-width (for example by Golovach et al. [30]).

▶ Definition 3.4 (Linear mim-width). Given a graph G and a vertex ordering σ =
(v1, . . . , vn) of G, we define the quantity linear-mim(G, σ, i) for 1 ≤ i ≤ n to be the max-
imum size of an induced matching in the bipartite graph that contains all the edges of
G between the two sets {v1, . . . , vi} and {vi+1, . . . , vn}. We define linear-mim(G, σ) :=
maxi∈{1,...,n} linear-mim(G, σ, i). The linear mim-width of G, denoted linear-mim(G), is de-
fined as the minimum value linear-mim(G, σ) among all vertex orderings σ of G.

It was shown by Bonomo and de Estrada [9] that for any graph G it holds that
linear-mim(G) ≤ thin(G). Combining this with Theorem 3.3 we see that bounded simultane-
ous interval number also implies bounded linear mim-width. Moreover, using a more direct
argumentation, the lower bound on the simultaneous interval number given by the logarithm
of the linear mim-width can be improved to a linear lower bound.

▶ Theorem 3.5. For any graph G it holds that linear-mim(G) ≤ si(G).

A tree decomposition of a graph G is a pair (T, {Xt}t∈V (T )) consisting of a tree T and
a mapping asigning to each node t ∈ V (T ) a set Xt ⊆ V (G) (called a bag) such that
the following conditions are satisfied: (i) the union of all the bags equals V (G), (ii) for
every edge uv ∈ E(G) there exists a bag Xt such that u, v ∈ Xt, and (iii) for every vertex
v ∈ V (G) the bags containing v form a subtree of T . A path decomposition of G is a tree
decomposition of G such that T is a path. For simplicity, we will denote a path decomposition
simply by the corresponding sequence P = (X1, . . . , Xk) of bags. Note also that in this
case, condition (iii) simplifies to: for every vertex v ∈ V (G) the bags containing v form a
consecutive subsequence of P. The width of a tree decomposition is the maximal size of its
bags minus 1. The treewidth of a graph G, denoted by tw(G), is the minimum width of a
tree decomposition of G. The pathwidth, denoted by pw(G), is defined analogously, with
respect to path decompositions. Yolov [62] and independently Dallard et al. [19] introduced
the parameter called tree-independence number (or α-treewidth). The independence number
of a tree decomposition (T, {Xt}t∈V (T )) of a graph G is defined as the maximum cardinality
of an independent set I in G such that there exists a bag Xt with I ⊆ Xt, or, equivalently,
the maximum, over all bags Xt, of the independence number of the subgraph of G induced
by the bag Xt. The tree-independence number of a graph G, denoted by tree-α(G), is
defined as the minimum independence number of a tree decomposition of G. We define
the path-independence number, denoted by path-α(G), analogously, with respect to path
decompositions.

We now prove a characterization of the path-independence number, which relies on the
concept of the intersection of two graphs G1 = (V1, E1) and G2 = (V2, E2), denoted by
G1 ∩ G2 and defined as the graph (V1 ∩ V2, E1 ∩ E2). In the proof we will use the following
two known facts about path decompositions and interval graphs (see [6, 27]):

SWAT 2024



7:8 The Simultaneous Interval Number

i

j
aij bij ∅ bij ∅ aij

aij ∅ aij bij ∅ bij aij

Figure 3 Illustration of the proof of Theorem 3.9. The thick intervals mark the active intervals.
A black edge between two intervals means that the corresponding vertices are adjacent in G. The
symbol ∅ means that the corresponding vertex has neither label aij nor the label bij . However, the
vertex will have other labels.

Let G be a graph, let P be a path decomposition of G, and let S ⊆ V (G) be a set of
vertices of G such that for every two vertices u, v ∈ S there exists a bag Xi of P such
that u, v ∈ Xi. Then there exists a bag Xj of P such that S ⊆ Xj .
A graph G is an interval graph if and only if it admits a path decomposition in which
each bag is a clique in G.

▶ Theorem 3.6. Let G be a graph. Then, the path-independence number of G equals the
minimum integer k ≥ 0 such that G is the intersection of an interval graph and a graph with
independence number at most k.

With a similar approach as that used to prove Theorem 3.6, it can be proved that the
tree-independence number of a graph G equals the minimum integer k ≥ 0 such that G is
the intersection of a chordal graph and a graph with independence number at most k.

Theorem 3.6 has the following consequence.

▶ Corollary 3.7. Every graph G satisfies path-α(G) ≤ si(G).

Note that complements of matchings have independence number 2 and, thus, also path-
independence number at most 2. Due to Lemma 2.10, they form a class of graphs with
bounded path independence number but unbounded simultaneous interval number.

In the spirit of Dallard et al. [18], we can also show that graphs with bounded simultaneous
interval number are (pw, ω)-bounded (and consequently (tw, ω)-bounded; note that Chaplick
et al. [14] refer to the same property as the clique-treewidth property). A graph class G is
said to be (pw, ω)-bounded (resp., (tw, ω)-bounded) if there is a function f such that for all
graphs G ∈ G and all induced subgraphs G′ of G, it holds that pw(G′) ≤ f(ω(G′)) (resp.,
tw(G′) ≤ f(ω(G′))), where ω(G′) is the clique number of G′.

▶ Theorem 3.8. Every graph G satisfies pw(G) ≤ si(G)ω(G) − 1.

3.2 Upper Bounds
We begin our discussion on upper bounds by proving that bounded pathwidth implies
bounded simultaneous interval number.

▶ Theorem 3.9. Every graph G satisfies si(G) ≤ pw(G)2 + pw(G).

Proof. Let k := pw(G) + 1. Consider a path decomposition P of G with maximal bag
size k. It is easy to see that we can transform P in such a way that every bag has size k.
Furthermore, we can ensure that two consecutive bags differ only in two vertices, i.e., both
vertices are part of exactly one of the two bags and all the other vertices are part of both
bags or of none of them. This can be done by adding a sequence of new bags between two old
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ones in which the vertices are removed and introduced one by one. Let P ′ = (X1, . . . , Xp) be
the resulting path decomposition of G. Now there exists a mapping f : V (G) → {1, . . . , k}
such that every bag of P ′ contains a vertex v with f(v) = i for all i ∈ {1, . . . , k}. For every
vertex of G, we define the interval R(v) as (a − ε, b + ε) where 0 < ε < 1

2 , a is the smallest
index such that Xa contains v and b is the largest index such that Xb contains v. It follows
that the intervals of two vertices have a non-empty intersection if and only if these vertices
are part of a common bag. Therefore, intervals of vertices with the same f -value have an
empty intersection.

It remains to show that we can label the vertices with at most k · (k − 1) labels in such a
way that the defined intervals form a simultaneous interval representation of G. For every
set {i, j} ⊆ {1, . . . , k} with i ̸= j, we introduce labels aij and bij . Note that aij = aji and
bij = bji. In the following we describe a procedure how to label the vertices of G (see Figure 3
for an illustration). During that labeling procedure, we will always have one active vertex v̂

and one active label cij ∈ {aij , bij}. To define the first active vertex let x be the vertex with
f(x) = i whose interval ends first and let y be the vertex with f(y) = j whose interval ends
first. Without loss of generality, we may assume that r(x) < r(y). We define the first active
vertex v̂ to be y. The first active label cij is aij . The active vertex v̂ gets the label cij . For
all vertices z with f(z) ∈ {i, j} \ f(v̂) and ℓ(v̂) < r(z) < r(v̂), we add cij to L(z) if and only
if v̂z ∈ E(G). Now consider the vertex w with f(w) ∈ {i, j} \ f(v̂) and ℓ(w) < r(v̂) < r(w).
Vertex w becomes the new active interval. If v̂w ∈ E(G), then the active label stays the
same, otherwise the new active label becomes the other one. In any case w gets the new
active label. Note that L(v̂) ∩ L(w) ̸= ∅ if and only if v̂w ∈ E(G). We repeat this procedure
until the end of the interval representation. Furthermore, we repeat the whole procedure for
all sets {i, j} ⊆ {1, . . . , k}. In the end, we obtain a d-simultaneous interval representation
(R, L) of G where d = 2

(
k
2
)

= k(k − 1) = pw(G)2 + pw(G). ◀

Observe at this point that bounded simultaneous interval number does not imply bounded
pathwidth as is proven by the class of interval graphs.

An edge clique cover of a graph G is a set K of cliques of G such that every edge of G is
contained in some clique of K. We denote by ecc(G) the edge clique cover number of G, that
is, the minimum size of an edge clique cover of G.

▶ Lemma 3.10. Let C be a class of intersection graphs. Let G be a graph, let d ≥ 0
be an integer, and let R be a C-representation of some graph F ∈ C. Then, there exists
a d-simultaneous C-representation (R, L) of G if and only if there exists a graph H with
ecc(H) ≤ d and G is the intersection of F and H.

Lemma 3.10 implies the following.

▶ Corollary 3.11. Let C be a class of intersection graphs, let G be a graph, and let d ≥ 0 be an
integer. Then, G has an d-simultaneous C-representation if and only if G is the intersection
of a graph in C and a graph with edge clique cover number at most d.

Lemma 3.10 also implies the following strengthening of Theorem 2.5.

▶ Theorem 3.12. For every class of intersection graphs C, every graph G has an
ecc(G)-simultaneous C-representation.

▶ Corollary 3.13. Every graph G satisfies si(G) ≤ ecc(G).

Interval graphs, and in particular paths, have unbounded edge clique cover number. Thus,
bounded simultaneous interval number does not imply bounded edge clique cover number.
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The bound given by Corollary 3.13 is tight. Let us denote by Kp
n the complete multipartite

graph on p partite sets of the same size n and by λ(n) the largest size of a family of mutually
orthogonal Latin squares of order n. It is known that λ(n) ≤ n − 1 and that equality holds if
and only if there exists a projective plane of order n. Thus λ(q) = q − 1 if q is a prime power,
but in general the exact computation of the value of λ(n) is difficult. Park, Kim, and Sano
showed in [55] that for any two integers p and n such that 3 ≤ p ≤ λ(n) + 2, the edge clique
cover number of Kp

n equals n2. Taking p = 3, we thus obtain, by combining Theorem 2.8
and Corollary 3.13, that for the complete 3-partite graph G with parts of equal size, we have
si(G) = ecc(G) = |V (G)|2

9 .

4 Complexity of Computing the Simultaneous Interval Number

Using the characterization from Definition 2.2, we can state three natural recognition problems
for d-simultaneous C-representations.

▶ Problem 1 (Simultaneous C-Representation Problem).
Input: A graph G and a labeling L : V (G) → P({1, . . . , d}) of G.
Question: Does there exist a d-simultaneous C-representation (R, L) of G?

By Observations 2.3 and 2.4, Problem 1 is a generalization of the simultaneous represen-
tation problems by Jampani and Lubiw [41].

In the second problem we are given the graph and some representation and want to find
a suitable labeling.

▶ Problem 2 (Simultaneous Labeling Problem Given a C-Representation).
Input: A graph G and a C-representation R of a graph F with V (G) = V (F ) and E(G) ⊆

E(F ).
Question: What is the smallest number d ∈ N such that there exists a d-simultaneous

C-representation (R, L) of G?

In the third version, we are given just a graph and wish to compute the smallest number
of labels needed for the graph to have a d-simultaneous C-representation.

▶ Problem 3 (Generalized Simultaneous C-Representation Problem).
Input: A graph G.
Question: What is the smallest number d ∈ N such that there exists a d-simultaneous

C-representation of G?

Recall the definition of a class of intersection graphs given on p. 4.

▶ Theorem 4.1. The Simultaneous Labeling Problem Given a C-Representation is NP-hard
for any class of intersection graphs C, even if all sets in the given C-representation pairwise
intersect.

▶ Theorem 4.2. The Generalized Simultaneous C-Representation Problem is NP-hard for
every class of intersection graphs that is a subclass of the class of C4-free graphs and contains
the class of complete split graphs.

▶ Corollary 4.3. Let C be the class of interval graphs or the class of chordal graphs. Then,
the Generalized Simultaneous C-Representation Problem is NP-hard.

▶ Corollary 4.4. It is NP-hard to compute the simultaneous interval number of a graph G.
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5 Cliques

In this section, we focus on the Maximum Clique problem: Given a graph G = (V, E),
compute a largest clique in G. The problem can be naturally generalized to the weighted
case, where the input graph is equipped with a vertex weight function w : V → Q+ and
the task is to find a clique C in G maximizing its weight, w(C), defined as the sum of the
weights of the vertices in C.

▶ Theorem 5.1. A graph G has at most 22si(G) · n many maximal cliques.

Proof. Let d = si(G) and fix a d-simultaneous interval representation (R, L) of G. Let C

be a maximal clique of G. There exists a point p on the real line that is contained in any
interval of the vertices contained in C. Furthermore, for every subset S ⊆ {1, . . . , d}, if there
is any vertex u ∈ C such that L(u) = S, then the clique C contains all the vertices v whose
label set is exactly S and whose interval R(v) contains p. There are at most n points on the
real line such that the sets of intervals containing these points are pairwise incomparable with
respect to inclusion. These are always points before the endpoint of some interval. For each
of those points we have to decide for every subset of {1, . . . , d} if vertices having this subset
as label set are contained in the maximal cliques. There are 2d many subsets. Therefore,
there are 22d different decisions and, thus, there are at most 22d

n many maximal cliques. ◀

▶ Theorem 5.2. Given a graph G with n vertices and a d-simultaneous interval representation
of G, the maximal cliques of G can be enumerated in time O(d · 22d+2d · n log n).

This result implies directly that we can compute a maximum-weight clique of a graph G

within the same time bound.

▶ Corollary 5.3. Given a vertex-weighted graph G with n vertices and a d-simultaneous
interval representation of G, we can find a maximum weight clique of G in time O(d · 22d+2d ·
n log n).

Tsukiyama et al. [59] gave an algorithm that generates all maximal cliques in time O(n3µ)
where µ is the number of maximal cliques. Using this algorithm, we can drop the requirement
in Theorem 5.2 and Corollary 5.3 that the input graph is given together with a d-simultaneous
interval representation.

▶ Theorem 5.4. Given a vertex-weighted graph G with n vertices, we can find a list of all
maximal cliques and a maximum weight clique of G in time O(22si(G) · n3).

Let us remark that a faster dependency on n (although still slower than quadratic in n)
could be obtained by using some of the more recent maximal clique enumeration algorithms
(see, e.g., [15]).

Note that the unweighted maximum clique problem is already NP-hard for 2-unit interval
graphs and 3-track interval graphs [26] while it is polynomial-time solvable for 2-track interval
graphs. However, there is an FPT algorithm for the clique problem on d-interval graphs
when parameterized by d plus solution size [24].

Next we prove that the bound given in Theorem 5.1 is tight. To this end, we consider
complements of matchings. As we have seen in Lemma 2.10, the simultaneous interval number
of those graphs is at least log2(n − 1) where n is the number of vertices. Here, we show that
this bound is tight. Let Mm be the complement of a matching with m edges. Gregory and
Pullman [33] showed that limm→∞

ecc(Mm)
log2(m) = 1. As we have seen in Corollary 3.13, it holds

that si(G) ≤ ecc(G). This implies the following result.
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▶ Lemma 5.5. For any ε > 0, there exists some n′ ∈ N such that for all even n ≥ n′,
the following holds: If G is the complement of a matching with n vertices, then si(G) ≤
(1 + ε) log2 n.

Using this result, we are able to prove that the bound given in Theorem 5.1 is tight.

▶ Theorem 5.6. For any ε with 0 < ε < 1 and any k ∈ N, there is an infinite family F of
graphs such that any graph G ∈ F with n vertices has at least 22(1−ε)si(G) · nk many maximal
cliques.

This result shows that the bound on the running time of our approach for the Maximum
Clique problem cannot be significantly improved. Furthermore, the following result shows
that the Maximum Clique problem cannot be solved with a single-exponential FPT algorithm
parameterized by the simultaneous interval number.

▶ Theorem 5.7. Unless P = NP, for any fixed k ∈ N there is no algorithm that solves the
Maximum Clique problem on complements of cubic graphs with n vertices in time 2O(si)nk.

Note that the above result does not rule out the possibility that it may be possible to solve
the Maximum Clique problem in time 2O(d)nk when a d-simultaneous interval representation
of the graph is given.

As graphs with bounded simultaneous interval number are (pw, ω)-bounded (Theorem 3.8),
we can use the results from Chaplick et al. [14, Theorem 11] to show that the clique problem
admits an FPT algorithm when parameterized by the simultaneous interval number plus
solution size.

▶ Theorem 5.8. Given an n-vertex graph G and an integer k, it can be determined in time
2O(si(G)k)n whether G contains a clique of size k.

6 Coloring

Circular-arc graphs have linear mim-width at most 2 [2, Lemma 4], path-independence
number at most 2 [53, proof of Theorem 4.5] and track number at most 2. Since the
Coloring problem is NP-hard on circular-arc graphs [28], the same holds for graphs whose
linear mim-width, path-independence number, and track number are at most 2. This result
does not transfer directly to the simultaneous interval number, as the simultaneous interval
number of complements of matchings and, thus, of circular-arc graphs is unbounded, due
to Lemma 2.10. Nevertheless, we can adapt a proof for the NP-hardness of the Coloring
problem on circular-arc graphs given by Marx [52] to the case of graphs of simultaneous
interval number 2. This proof uses the following definitions and results.

▶ Problem 4 (Disjoint Paths).
Input: Directed graphs G and H on the same vertex set.
Question: Are there paths Pe in G for each e ∈ E(H) such that these paths are edge disjoint

and path Pe together with edge e forms a directed cycle?

Given a directed graph G = (V, E), the in-degree (resp. out-degree) of a vertex v ∈ V

in G is the number of directed edges (x, y) ∈ E such that v = y (resp. v = x), and the
degree dG(v) of v in G is the number of directed edges (x, y) ∈ E such that v ∈ {x, y}. A
directed graph G = (V, E) is Eulerian if for each vertex v ∈ V , the in-degree of v equals its
out-degree.
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▶ Theorem 6.1 (Vygen [61]). The Disjoint Paths problem remains NP-complete even if G is
acyclic and G + H is Eulerian.

▶ Lemma 6.2 (Marx [52]). If G + H is Eulerian and G is acyclic, then every solution of the
Disjoint Path problem given G and H uses every edge of G.

▶ Lemma 6.3. The Disjoint Paths problem remains NP-complete even if G is acyclic, G + H

is Eulerian, and every vertex in H has degree at most one.

▶ Theorem 6.4. The Coloring problem is NP-complete on graphs G with si(G) ≤ 2 even if a
2-simultaneous interval representation of G is given.

Proof. We adapt a proof given by Marx [52] to establish NP-completeness of the Coloring
problem on circular-arc graphs. Let (G, H) be an instance of the Disjoint Paths problem
such that G is acyclic, G + H is Eulerian, and dH(v) ≤ 1 for all v ∈ V (G). Let k = |E(H)|.

Let v1, . . . , vn be a topological sort of G. For every edge (vi, vj) ∈ E(G) we construct an
interval (i, j) with label set {1}. Note that i < j, due to the property of the topological sort.
For every edge (vi, vj) ∈ E(H) we may assume that i > j since otherwise there is no path
from vj to vi in G. We add the intervals (0, j) and (i, n + 1) with label set {1, 2} and the
interval (j, i) with label set {2}. We call the resulting 2-simultaneous interval graph G′.

We claim that (G, H) is a yes instance of the disjoint path problem if and only if G′

can be colored with k colors. First assume that (G, H) is a yes instance. Fix a solution,
that is, paths Pe in G for each e ∈ E(H) such that these paths are edge-disjoint and path
Pe together with edge e forms a directed cycle. By Lemma 6.2, the solution covers all
the edges with k directed cycles. Let C be the ℓ-th cycle in the solution. For every edge
(vi, vj) ∈ E(C) ∩ E(G) we color the corresponding interval (i, j) that has label {1} with color
ℓ. For the edge (vi, vj) ∈ E(C) ∩ E(H) we color with color ℓ the intervals (0, j) and (i, n + 1)
that have label set {1, 2} as well as the interval (j, i) that has label set {2}. This leads to a
proper coloring of G′ since the only intervals with the same color that intersect each other
do not share a label and, thus, their corresponding vertices are not adjacent.

Now assume the graph G′ can be properly colored with k colors. As all the k intervals
with label set {1, 2} that start in 0 pairwise intersect, they have different colors. Now consider
the subgraph of G induced by the intervals containing label 2. Since every vertex in H has
degree at most one, whenever an interval ends before point n + 1, there is no other interval
that ends at this point. Furthermore, there is exactly one interval that starts at this point.
This implies that every point p in the interval (0, n + 1) in which no interval ends belongs to
exactly k intervals. Consequently, any two intervals such that the second one starts where
the first one ends must have the same color. This implies, in particular, that the two intervals
with label set {1, 2} representing the same edge of H have the same color.

Now consider all the intervals that contain the label 1. There are k of those intervals
that start in point 0. If exactly j of those intervals end in point i, then there are exactly j

intervals that start in i, due to the Eulerian property of G + H . Thus, any non-integer point
in (0, n + 1) is contained in exactly k intervals. This also implies that for any of those points
there is an interval with color d ∈ {1, . . . , k}. Therefore, the intervals with color d represent
a directed cycle in G + H containing exactly one edge of H .Thus, (G, H) is a yes instance of
the disjoint path problem. ◀

As any class of graphs with bounded simultaneous interval number are (pw, ω)-bounded
(Theorem 3.8), we can use the results from Chaplick et al. [14, Theorem 12] to show that
the List k-Coloring problem admits an FPT algorithm when parameterized by k plus the
simultaneous interval number.

▶ Theorem 6.5. Given a graph G, we can solve the List k-Coloring problem on G in time
kO(si(G)k)n.

SWAT 2024
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7 Domination and Independent Sets

The Dominating Set problem and the Independent Set problem can be solved in polynomial
time on interval graphs [29, 57]. However, when we parameterize these problems by the
solution size and linear mim-width they are W[1]-hard [39]. If we parameterize the Dominating
Set problem by tree-α and the solution size then it is W[2]-hard [49]. In contrast, when the
problems are parameterized by simultaneous interval number and the solution size, then
bounded-search-tree methods lead to FPT-algorithms.

▶ Theorem 7.1. Given a graph G with n vertices and a d-simultaneous interval representation
of G, we can decide whether G has a dominating set of size at most k or an independent set
of size k in time O(2kd · n).

Using a technique due to Fomin et al. [25], in [39] Jaffke et al. showed that a whole range
of domination-type problems (including dominating and independent set) are W[1]-hard
when parameterized by mim-width and solution size. While that approach cannot be easily
adapted for the simultaneous interval number, it is possible to show that at least one of these
problems is W[1]-hard when parameterized just by si.

▶ Problem 5. Independent Dominating Set Problem (IDSP)
Instance: A graph G and an integer k.
Question: Does there exist a set X of at most k vertices of G such that G[X] is edgeless and

NG[X] = V (G)?

The results in [25] use a reduction from the Multicolored Clique problem (MCP), a
technique popularized by Fellows et al. [24]. We will use a reduction from the Multicolored
Independent Set problem.

▶ Problem 6. Multicolored Independent Set Problem (MISP)
Instance: A graph G with a proper coloring of k colors.
Question: Is there an independent set I in G such that I contains exactly one vertex of each

color?

The MCP (and thus the MISP) was shown to be W[1]-hard when parameterized by
solution size by Pietrzak [56] and by Fellows et al. [24]. In fact, in [17,50] the authors show
the following result under the assumption of the Exponential Time Hypothesis (ETH) which
asserts that solving n-variable 3-SAT requires time 2Ω(n) (see [38]).

▶ Theorem 7.2 (Cygan et al. [17], Lokshtanov et al. [50]). Assuming the Exponential Time
Hypothesis, there is no f(k)no(k) time algorithm for the MCP (MISP) for any computable
function f .

For an instance G of the MCP we can assume that all color classes are of the same size q,
since adding isolated vertices does not affect the existence or nonexistence of a multicolored
clique. A similar assumption can be made for the MISP. For each color class i ∈ {1, . . . , k},
we denote the vertices in the class by vi1, . . . , viq.

We will show that the IDSP is W[1]-hard when parameterized by the simultaneous interval
number. To this end we will construct a reduction from the MISP in the following way. Let
G together with a vertex partition V (G) = V1∪̇ . . . ∪̇Vk be an instance of the MISP, where
Vi = {vi1, . . . , viq} for all i ∈ {1, . . . , k}.
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Figure 4 The yellow intervals represent the edges of G, the black intervals are the intervals of the
W i

j . The blue intervals are in Si. Each of the rows marked Vi represent that vertex set of G. For
visual reasons the intervals belonging to the Vi have not been shifted by ϵ as in the definition. For
the same reason, we define ζ := k + 1 and ψ := k + 2. The labels of the edge intervals are denoted
completely above these. Each of the other intervals also contains the label i if it is associated with
Vi. The intervals on the right have not been labeled.

Let E(G) = {e1, . . . , em}. We will now define a (k + 2)-simultaneous interval graph G′

together with its (k + 2)-simultaneous interval representation. For each vertex vij ∈ V (G) we
will define a collection of m + 1 (open) intervals (see Figure 4)

W i
j :=

{(
γ − 1 + (j − 1)1

q
+ iϵ, γ + (j − 1)1

q
+ iϵ

)
: γ ∈ {1, . . . , m + 1}

}
,

where ϵ ≪ 1
kq , i.e., all k shifts in sum are much smaller than one interval of a W i

j .
We will denote the γ-th interval of vij as Iij(γ). These intervals will be referred to as the

vertex intervals. Note that none of these intervals have common left endpoints or common
right endpoints. Furthermore, for each of the Vi we add an additional collection of 2mq + 2
intervals

Si :=
{(

q − 1
q

+ γ
1
q

+ iϵ, 1 + γ
1
q

+ iϵ

)
: γ ∈ {0, . . . , 2mq + 1}

}
,

where again ϵ ≪ 1
qk .

Finally, we add further intervals for each edge in G. Let eγ = viavjb be an edge with
via ∈ Vi, vjb ∈ Vj . W.l.o.g. we may assume that a ≤ b and if a = b, then i < j. We add an
interval of the form I(eγ) = (r(Iia(γ)), ℓ(Ijb (γ + 1))). These intervals will be referred to as
the edge intervals. As none of the intervals of different vertices have common endpoints, we
can be sure that each of these edge intervals has strictly positive length. In the following, we
will frequently identify the intervals and vertices of G′ in order to simplify the notation.

In the next step, we assign a label set to each of the intervals in order to construct a
simultaneous interval graph. To each interval in Si we assign the label set {i} and to each
I(eγ) we assign the label set {k + 1} if γ is odd and {k + 2} if γ is even.

Before we label the vertex intervals, we need the following observation which follows
easily from the definitions above.
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▶ Observation 7.3. Any interval Iij(γ) intersects at most two edge intervals and these
intervals have distinct labels.

Any interval of a W i
j is given at least the label i. Let Iij(γ) be one of the intervals

representing the vertices of G. If Iij(γ) does not intersect any edge interval such that one of
the endpoints of that edge is contained in Vi, then L(Iij(γ)) = {i}. If Iij(γ) intersects some
edge interval such that one of that edges endpoints is contained in Vi but is not identical
to vij , then we add the label of that edge to L(Iij(γ)). If Iij(γ) intersects some edge interval
such that one of that edges’ endpoints is identical to vij , then L(Iij(γ)) does not contain the
label of that edge. Note that these last two rules cannot lead to a contradiction, due to
Observation 7.3. Therefore, any interval Iij(γ) has label set either {i}, {i, k + 1}, {i, k + 2}
or {i, k + 1, k + 2}.

▶ Lemma 7.4. Any minimum independent dominating set of G′ must contain all the vertices
corresponding to the intervals in the set W 1

j1
∪ . . . ∪ W k

jk
for some set of indices {j1, . . . , jk}.

▶ Lemma 7.5. The vertices belonging to W := W 1
j1

∪ . . . ∪ W k
jk

form an independent
dominating set of G′ if and only if C := {v1

j1
, . . . , vkjk

} is a multicolored independent set of G.

Combining Lemmas 7.4 and 7.5 with the fact that MISP is W[1]-hard when parameterized
by the solution size and Theorem 7.2 we get the following result.

▶ Theorem 7.6. The IDSP is W[1]-hard when parameterized by the simultaneous interval
number even if a si(G)-simultaneous interval representation is given. Furthermore, assuming
the ETH, there is no f(si)no(si)-time algorithm for the ISDP for any computable function f .

Note that this reduction cannot be easily adapted to show that independent dominating
set is W[1]-hard when parameterized by the simultaneous interval number and the solution
size k, as the minimum size of an independent dominating set in G′ is of the order Ω(km).

8 Conclusion

While we have presented some algorithmic properties for graphs of bounded simultaneous
interval number, many open problems still remain. First and foremost is the computation
of si. Unsurprisingly, the computation of si is NP-hard, however, we are not aware of any
results regarding the decision problem whether si is at most some fixed value d. It still
remains to be seen whether there exists a computable function f and an FPT or an XP
algorithm that for a given graph G and integer d, either correctly determines that si(G) > d

or computes an f(d)-simultaneous interval representation of G. Such FPT algorithms are
known for treewidth [5, 48] and cliquewidth [54], and XP algorithms are known for the
tree-independence number [20,62].

Furthermore, the complexity status of many important problems is still open when
parameterized by si, for example that of independent set and dominating set (see Table 1).
Regarding the obtained FPT results, it remains to be shown whether the running times are
best possible. Especially in the case of the clique problem, there is still a large discrepancy
between the achieved running time and the lower bound.

The simultaneous representation problem has also been considered for chordal graphs [41].
This imposes the question whether similar results can be made for a simultaneous chordal
number. In fact, some of the results given here for the simultaneous interval number can be
directly translated for the simultaneous chordal number as well. However, as the Dominating
Set problem is W[2]-hard for chordal graphs, the FPT algorithm for that problem given in
Theorem 7.1 does not carry over.
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Abstract
We explore Cluster Editing and its generalization Correlation Clustering with a new operation
called permissive vertex splitting which addresses finding overlapping clusters in the face of uncertain
information. We determine that both problems are NP-hard, yet they exhibit significant differences
in terms of parameterized complexity and approximability. For Cluster Editing with Permissive
Vertex Splitting, we show a polynomial kernel when parameterized by the solution size and
develop a polynomial-time 7-approximation. In the case of Correlation Clustering, we establish
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1 Introduction

Discovering clusters, or communities, is a core task in understanding the vast amounts of
relational data available. One limitation of many traditional clustering algorithms is the
necessity of specifying a desired number of clusters as part of the input. The problem
known as Cluster Editing avoids this by instead aiming to minimize the number of edge
insertions and removals necessary to transform the input into a cluster graph (a disjoint
union of cliques). This problem has been heavily studied in the graph-algorithms community,
and was first proved to be fixed-parameter tractable with respect to the number of edge
modifications (k) by Cai in 1996 [12]. The running time has significantly improved since,
with the best known algorithm running in O(1.62k(n + m)) time [11]. The problem also
admits a polynomial kernel with 2k vertices [16].
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8:2 Correlation Clustering with Vertex Splitting

Formally in Cluster Editing, we consider a complete graph where each edge is labeled
as positive (which we imagine as colored blue) or negative (colored red) and we ask for the
minimum number of edges whose color must be changed so that there is a partition of the
vertex set where all edges within each part are blue, and all edges between parts are red.
This convention of an edge-labeled complete graph will be useful in our setting and easily
maps onto the more common formalism for Cluster Editing with an incomplete, uncolored
graph as input (imagine the graph edges as blue and its non-edges as red). We also note
that other conventions for labelling positive/negative edges exist in the literature, e.g. using
labels like ⟨+⟩ and ⟨−⟩.

In practice, the positive or negative association between objects is usually computed using
a similarity metric which we can think of as an oracle function which, given two objects,
computes a score that expresses the (dis)similarity of the inputs. For large-scale data, the
assumption of complete information is then unrealistic for two reasons: First, the quadratic
complexity of computing all pairwise associations is prohibitively expensive. Second, the
similarity oracle may be unable to provide a clear answer for certain pairs – suggesting that
objects can either be grouped together or kept separate, depending on other parts of the
data or even external domain context.

Consequently, we should also consider cases in which the input is an incomplete graph
with positive and negative labels on the existing edges and no information about pairs not
joined by an edge. This scenario has previously been investigated by Demaine et al. [20]
by allowing “0-weight edges” (zero-edges) in their cluster-editing framework1. For clarity,
we will refer to the problem where zero-edges (non-edges) are allowed as Correlation
Clustering and to the problem where the input graph is complete – i.e. every vertex pair
is connected either by a blue or a red edge – as Cluster Editing.

The approximability of both Cluster Editing and Correlation Clustering are
well-studied. First considered by Bansal, Blum, and Chawla [8], under the name correlation
clustering2, Cluster Editing admits a 1.73-approximation [17] when minimizing the number
of disagreements (red edges within and blue edges between clusters). Other variants of
Cluster Editing which maximize the number of agreements or the correlation (agreements
minus disagreements) admit a PTAS (polynomial-time approximation scheme) and a Ω(log n)-
approximation, respectively [8, 14]. In the more general setting of minimizing disagreements
for Correlation Clustering (i.e., when zero-edges are present but never constitute a
disagreement), an O(log n)-approximation is known [20]. This result arises from the strong
relation between Correlation Clustering and Multicut3. The connection was first
observed with Multiway Cut by Bansal, Blum, and Chawla [8], before an approximation-
preserving reduction from Multicut to Correlation Clustering was given independently
by both Charikar, Guruswami, and Wirth [13] and Demaine et al. [20]. The connection to
Multicut also implies that no constant-factor approximation is possible for Correlation
Clustering, unless the Unique Games Conjecture is false [15].

These algorithmic advances provide a positive outlook on applying these clustering
variants in practice, however, we need to also investigate whether the proposed clustering
model could be improved. In particular, we need to question the underlying assumption
that real-world data segregates into neat, disjoint clusters. The following domain examples
illustrate why this assumption is probably too optimistic:

1 In the version discussed by Demaine et al. [20], real weights are assigned to edges, reflecting the certainty
level of the oracle in determining the similarity between objects. We only consider weights in {−1, 0, 1},
a common restriction in the literature.

2 There is significant inconsistency in the literature regarding the nomenclature of these problems; as
stated, we reserve the name Correlation Clustering for the problem where the input is incomplete.

3 Given a set of pairs of terminals, (s1, t1), (s2, t2), . . . , (sp, tp), find a set of at most k edges such that
after removing these edges, every pair (si, ti) is disconnected



M. Bentert, A. Crane, P. G. Drange, F. Reidl, and B. D. Sullivan 8:3

v1 v2

y

w

v

y

w

v1 v2

y

w

v1 v2

y

w

Blue edge
Red edge

Figure 1 A vertex v in an (incomplete) correlation graph (top). The bottom row gives toy
examples of exclusive (left), inclusive (center), and permissive (right) vertex splits of v into v1 and v2.
For clarity, some red edges incident to v1 and v2 are omitted from each figure on the bottom row.

Document classification: Individual documents often span multiple topics and should
therefore belong to multiple topic-clusters;
Sentiment analysis: A single piece of text can express very different emotions (e.g. sadness
mixed with humor);
Community detection: Individuals typically participate in multiple communities, such as
family, professional, and hobbyist groups.
Language processing: Homonyms like “bat” should belong both to an “animal” cluster as
well as a “sports-equipment” cluster.

Hence, the emphasis in clustering has recently shifted towards algorithms for overlapping
clustering [3, 4, 5, 6, 7, 9, 10, 18, 19, 22, 23, 24, 25, 26, 27, 28]. These models move away
from the requirement that data must be partitioned into disjoint subsets by considering a
variety of definitions for clusters which may intersect. One natural approach is to edit to a
more general target graph class (instead of a cluster graph, consider minimizing the number
of edge modifications required to achieve some more complex structure that exhibits strong
community structure but allows overlap), but it is difficult to define generalizations that
align with many applications.

Motivated by this, Abu-Khzam et al. [3] proposed an alternative model for overlapping
clustering based on the concept of splitting a vertex into two new vertices, representing an
object having two distinct roles within a dataset. This approach led to the problem Cluster
Editing with Vertex Splitting, where edges can be added or deleted, and vertices can
be split. Here, splitting a vertex v means replacing it with two copies, v1 and v2, ensuring
the union of their (blue) neighbor sets equals the original vertex’s (blue) neighbor set. In
fact, Abu-Khzam et al. [3] propose two different vertex splitting operations: one (exclusive
splitting) where v1 and v2 are required to have disjoint (blue) neighborhoods, and another
(inclusive splitting) where they are allowed to share (blue) neighbors. See Figure 1 for an
example. Abu-Khzam et al. [1] show that Cluster Editing with Vertex Splitting is
NP-hard and has a 6k-vertex kernel, where k is the number of edits (edge modifications/vertex
splits) allowed. The approximability of this problem remains unknown.

A significant limitation of both existing notions of vertex splitting is that they require
red edges to be preserved by both copies of a split vertex. For example, consider a red
edge uv in data arising from word classification, where u and v correspond to “bat” and “cat”,
respectively. It could be that the edge was produced by our oracle as a result of “bat” being
interpreted as a piece of sports equipment, not an animal. However, when “bat” is split
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8:4 Correlation Clustering with Vertex Splitting

so that each meaning has its own vertex, we wish to retain the red edge only on one of
the copies of v (the one not corresponding to the small flying mammal, as this does have
similarities with a cat). Motivated by this, we introduce a new operation called permissive
vertex splitting which allows replacing a vertex v with two copies v1 and v2 with the restriction
that if uv is a blue edge (or red edge, respectively), then at least one of uv1 and uv2 is
a blue edge (red edge, respectively). Beyond that, we are free to choose what to do with
the newly-created neighborhoods. We call the new problem variant, where edges can be
added or deleted and vertices can be permissively split, Correlation Clustering with
Permissive Vertex Splitting (CCPVS). We show that sequences of permissive vertex
splits solving this problem correspond directly to a natural notion of overlapping clustering
(see Definition 4), adding to the motivation for this definition of splitting.

Extending the prior work relating Correlation Clustering to Multicut, we show
that CCPVS can be reduced to the new problem Multicut with Vertex Splitting
(MCVS) and vice versa, meaning that the computational complexities of these problems
are essentially the same. We then show that MCVS, and hence also CCPVS, are para-NP-
hard (with respect to solution size), and NP-hard to approximate within an n1−ϵ factor for
any ϵ > 0. Because of the inherent hardness of CCPVS, we then turn our attention to the
setting where there are no zero-edges, i.e., to Cluster Editing with Permissive Vertex
Splitting (CEPVS). We show that this problem remains NP-hard, but on the positive
side admits a polynomial kernel (and thus is fixed-parameter tractable). Finally, we give a
polynomial-time algorithm which provides a 7-approximation for CEPVS.

2 Preliminaries

We refer the reader to the textbook by Diestel [21] for standard graph-theoretic definitions
and notation. A star is a tree with exactly one internal vertex. In particular, a star has at
least two leaves. A red clique is a clique in which all edges are red. A blue clique is defined
similarly. For a positive integer n, we denote by [n] = {1, 2, . . . n} the set of all positive
integers up to n. An incomplete correlation graph is a simple, unweighted, and undirected
graph G = (V, B, R) with two disjoint edge relations B (blue) and R (red). If such a graph
is complete, i.e., B ∪ R =

(
V
2
)
, then we call it a correlation graph. For a vertex v ∈ V

we write NR(v) to denote the set of neighbors adjacent to v via red edges (red neighbors)
and NB(v) for those adjacent via blue edges (blue neighbors). A cluster graph is a correlation
graph in which the blue edges form vertex-disjoint cliques (and thus all edges between the
cliques are red). We can now formally define our vertex-splitting operation.

▶ Definition 1. A permissive vertex split of a vertex v in an (incomplete) correlation graph G

is the replacement of v in G with two new vertices v1 and v2 such that
NR(v) ⊆ NR(v1) ∪ NR(v2), and
NB(v) ⊆ NB(v1) ∪ NB(v2),

In other words, we create a new graph where every red (blue) neighbor of v is a red (blue)
neighbor of at least one of v1 or v2. All other “edges” incident to v1 and v2 can be chosen
arbitrarily. In particular, in incomplete correlation graphs, we can assume that all these
other edges are neutral (i.e., the “edges” do not exist), while in correlation graphs, it is
usually simpler to make these edges either red or blue to keep the graph complete. Notably,
the edge v1v2 can always be assumed to be a red edge as splitting a vertex into two vertices
that end up in the same (blue) connected component is never advantageous. For the
remainder of this text, unless otherwise specified all vertex splits are permissive. Given a
sequence σ = (σ1, σ2, . . . , σk) of k vertex splits performed on an (incomplete) correlation
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graph, we denote the resulting (incomplete) correlation graph by G|σ. Each vertex u in G|σ
corresponds to exactly one vertex v in G. We say that v is u’s ancestor, and that u is a
descendant of v. If u = v, then u and v are unsplit vertices. Otherwise we say that v is a
split vertex and that u is the descendant of a split vertex.

▶ Definition 2. An erroneous cycle is a simple cycle that contains exactly one red edge. An
(incomplete) correlation graph G contains an erroneous cycle if it contains a subgraph that is
an erroneous cycle. A bad triangle is an erroneous cycle of length 3.

Erroneous cycles are the canonical obstruction in Correlation Clustering [13, 20], and
bad triangles are the canonical obstruction in Cluster Editing. Usually, these problems
are formulated as edge editing problems, i.e., delete a minimum number of edges (blue or
red) such that the resulting graph has no erroneous cycles/bad triangles. Previous work on
Cluster Editing with (inclusive or exclusive) vertex splitting has allowed both edge edits
and vertex splits as editing operations [3, 2, 1, 5]. However, we note that permissive vertex
splitting is flexible enough to capture all editing operations. First, note that in the setting
with blue and red edges, each edge-editing operation can be seen as changing the color of an
edge. Now, consider any solution σ in which the color of an edge uv is changed. Then, we
construct a new sequence of the same length where this edge edit is replaced by a vertex
split. We choose one endpoint (without loss of generality v) and split it into v1 and v2. The
neighborhood of v1 is exactly the neighborhood of the initial vertex v except that the edge
towards u has the other color. If the edge uv was initially red, then the vertex v2 has all
vertices in the graph as red neighbors. If the edge uv was blue, then we add blue edges
between v2 and all vertices that end up in the same (blue) connected component as (one
descendant of) u in G|σ. The result of the edge edit is now modeled exactly by v1 and the
operation is safe because v2 cannot participate in any erroneous cycle as it is a twin of (one
descendant of) u. Moving forward, we assume that all editing operations are vertex splits,
and we say that a sequence σ of vertex splits clusters an (incomplete) correlation graph G if
G|σ has no erroneous cycles. We now state the problems that we study:

Input: An (incomplete) correlation graph G and a non-negative integer k.
Problem: Does there exist a sequence σ of at most k vertex splits which clusters G?

Correlation Clustering with Permissive Vertex Splitting (CCPVS)

Cluster Editing with Permissive Vertex Splitting (CEPVS) is the same problem
restricted to correlation graphs. We conclude this section with our main structural insight,
which is that clustering an (incomplete) correlation graph G via a sequence of vertex splits is
equivalent to performing a very natural notion of overlapping clustering on the vertices of G.

▶ Definition 3. A covering of an (incomplete) correlation graph G = (V, E) is a set
family F ⊆ 2V such that

⋃
F = V . The cost of the covering F is

costG(F) =
∑
v∈V

(#F(v) − 1),

where #F(v) := |{X | v ∈ X ∈ F}| counts the number of sets in F which contain v.
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▶ Definition 4. An overlapping clustering of an (incomplete) correlation graph G is a
covering F with the following two properties:

for every blue edge uv ∈ B, there exists at least one cluster X ∈ F with {u, v} ⊆ X, and
for every red edge uv ∈ R, there exists two distinct clusters X, Y ∈ F with u ∈ X

and v ∈ Y .
For a specific edge uv, we say that a clustering covers the edge if it is blue and the first
condition holds and we say that it resolves the edge if it is red and the second condition holds.

▶ Lemma 5. An (incomplete) correlation graph G can be clustered with k vertex splits if
and only if G has an overlapping clustering of cost k.

Proof. For the first direction, let σ be a sequence of k vertex splits clustering G = (V, B, R),
i.e., σ produces a graph G|σ = (V|σ, E|σ) with no erroneous cycles. We will construct
an overlapping clustering F of cost at most k. We note that it is easy to extend any
such overlapping clustering to one of cost exactly k. We begin by choosing an arbitrary
vertex v ∈ V|σ. We denote by v∗ the ancestor of v in V . Let Cv ⊆ V|σ be the vertices of the
connected component of v in the subgraph of G|σ induced by all blue edges, and Cv∗ be the
set of corresponding ancestor vertices in V . We add Cv∗ to F and remove Cv from G|σ. We
repeat this process exhaustively. The resulting F is a covering of G, as each vertex in V

has at least one descendant in V|σ. Moreover, our construction guarantees that each vertex
in V|σ is considered exactly once. Consequently, for each vertex v ∈ V we have that #F(v)
is no greater than the number of descendants of v in V|σ. Thus, F has cost at most k. Each
blue edge is covered by construction.

For the final step, we show how to augment F such that all red edges are resolved while
maintaining that costG(F) ≤ k. We begin by identifying some red edge uv which is not
resolved by F . This implies that each of u and v are contained in exactly one cluster X ∈ F .
The red edge uv implies that there is some red edge u1v1 in G|σ, where u1 is a descendant
of u and v1 is a descendant of v. Moreover, the construction of F guarantees that there
is some blue path between v1 and a descendant of u, but this latter descendant cannot
be u1 or else we have identified an erroneous cycle in G|σ. Thus, u has multiple descendants
in G|σ and is therefore a split vertex. Since u is a split vertex but is only contained in one
cluster X in F , we can add the cluster {u} to F , thereby resolving uv, while maintaining
that costG(F) ≤ k. We repeat this process until all red edges are resolved.

For the other direction, let F be an overlapping clustering of G with cost k. For
each vertex v that is contained in more than one cluster set in F , we split v a total
of #F(v) − 1 times. We assign each descendant to one set X ∈ F with v ∈ X and we create
blue edges towards all other vertices that are contained in X (or to the specific descendant of
a vertex in X that was also assigned to X). All other edges incident to the descendant of v

are red. We first show that this construction indeed corresponds to a series of vertex splits.
For each blue edge uv, we have that there is some cluster set X ∈ F with u, v ∈ X. Hence,
if u and/or v are split, then the blue edge uv corresponds to the blue edge between the two
copies of u and v that are assigned to X. For each red edge uv, we have that there are some
cluster sets X ̸= Y ∈ F with u ∈ X and v ∈ Y . Hence, if u and/or v are split, then the red
edge uv corresponds to the red edge between (the descendant of) u assigned to X and (the
descendant of) v that is assigned to Y . Moreover, we did exactly cost(F) splits.

It remains to show that the sequence of splits results in a graph that contains no erroneous
cycles. Suppose that an erroneous cycle (u = v0, v1, . . . , vp = w, u) with red edge uw remains.
Note that each vertex is assigned to exactly one cluster set in F as each unsplit vertex is
contained in exactly one set in F and each descendant of a split vertex is assigned to a
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cluster set by construction. We will show that there is no blue edge between vertices that are
assigned to different clusters and no red edge between vertices that are assigned to the same
cluster set. This finishes the proof as u and w are then assigned to different cluster sets as
they share a red edge, but wi and wi−1 are assigned the same cluster set for each i ∈ [p],
a contradiction. First, assume that there is a blue edge xy where x and y are assigned to
different cluster sets. If x and y are both unsplit vertices, then the blue edge between them is
not covered by F , a contradiction. Hence, at least one of the two vertices is the descendant of
a split vertex and by construction, all edges to vertices that are assigned to different cluster
sets are red. Now assume that there is a red edge xy where x and y are assigned to the same
cluster set X ∈ F . Again, if x and y are both unsplit vertices, then they are only contained
in X in F and hence the red edge between them is not resolved by F , a contradiction. So
at least one of the two vertices is the descendant of a split vertex and by construction, all
edges to vertices that are assigned to X are blue, a final contradiction. This concludes the
proof. ◀

3 Incomplete Information

We first consider the more general problem, Correlation Clustering with Permissive
Vertex Splitting, which allows for incomplete information. Without vertex splits, it has
long been known that Correlation Clustering is in fact equivalent to Multicut [20],
which is the problem of deleting a minimum number of edges from a graph G = (V, E)
such that every terminal pair of distinct vertices in a set S ⊆

(
V
2
)

is separated in the
resulting graph. We define Multicut with Vertex Splitting (MCVS) and show that it
is equivalent to CCPVS. We believe that this result is of independent interest, but it will
also prove immediately useful as it facilitates the main results of this section. Specifically,
CCPVS and MCVS are both para-NP-hard when parameterized by the number of vertex
splits, and for any ε > 0 it is NP-hard to approximate either problem within a n1−ε factor.

First we must define our new Multicut variant. In this context we use standard graph
terminology, i.e., we discuss simple, unweighted, and undirected graphs with a single edge
relation E. Note that this is equivalent to a correlation graph where edges in E are blue
and all other vertex pairs are red, so permissive vertex splits are still well-defined. However,
in the Multicut context we can safely assume that all vertex splits are exclusive, i.e.,
whenever splitting a vertex v into descendants v1 and v2 we have that N(v1) ∪ N(v2) = N(v)
and N(v1) ∩ N(v2) = ∅. The reason is that in Multicut it is never advantageous to assign
more edges than required. Note that in the classic version of Multicut, it does not make
sense to have an edge between two vertices of a terminal pair. We decided to keep this
restriction as it streamlines some of the following arguments. A related technical detail to
discuss is what happens to a terminal pair when one of its two vertices is split. We work
with the variant where the terminal pair is simply removed in this case. Note that this
is equivalent to the variant where we can choose either of the descendants to replace the
original vertex in the terminal pair, since, as previously mentioned, we may always assume
that any two descendants of the same vertex end up in different connected components.

Input: A graph G = (V, E), an integer k, and a set S ⊆
(

V
2

)
of terminal pairs

with S ∩ E = ∅.
Problem: Does there exist a sequence σ of at most k (exclusive) vertex splits such that

each pair in S is separated in G|σ?

Multicut with Vertex Splitting (MCVS)
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We now show that CCPVS and MCVS are equivalent problems. Let (G = (V, B, R), k) be
an instance of CCPVS. We construct an equivalent instance (H = (V ′, E′), S, k) of MCVS
as follows. For each vertex v ∈ V we create a vertex v′ in V ′. Additionally, for each blue
edge uw ∈ B we add the edge u′w′ to E′. Finally, for each red edge uw ∈ R we add the
terminal pair (u′, w′) to S. This completes the construction of H.

▶ Theorem 6. For any integer k ≥ 0, (G, k) is a yes-instance of Correlation Clustering
with Permissive Vertex Splitting if and only if (H, S, k) is a yes-instance of Multicut
with Vertex Splitting.

Proof. For the first direction, let σ = (σ1, σ2, . . .) be a sequence of vertex splits clustering G.
We will construct a sequence σ′ of the same length which separates each pair in S by
considering each σi in order. If σi splits vertex v ∈ V into v1 and v2 then σ′

i splits v′ into v′
1

and v′
2. By construction, each neighbor u′ of v′ corresponds to a blue neighbor u of v. If u is

a blue neighbor of v1, then we create the edge v′
1u′. Otherwise, we create the edge v′

2u′. This
completes the construction of σ′. Now, we assume toward a contradiction that some terminal
pair (v′, u′) is connected in H|σ′ . Then there is some path (v′ = w′

0, w1, . . . , w′
p = u′) in H|σ′ .

Note that our construction ensures that this path contains at least two edges, and that there
is a corresponding blue path (v = w0, w1, . . . , wp = u) in G|σ. Moreover, because (v′, u′)
is a terminal pair in H|σ′ , vu is a red edge in G|σ. Thus, we have identified an erroneous
cycle (v = w0, w1, . . . , wp = u, v) in G|σ, contradicting that σ clusters G.

For the other direction, let σ′ = (σ′
1, σ′

2, . . .) be a sequence of vertex splits such that no
terminal pair is connected in H|σ′ . As before, we will construct a solution σ of the same
length by considering each σ′

i in order. If σ′
i splits v′ into v′

1 and v′
2, then we split the

corresponding vertex v into v1 and v2 as follows. If v′ is a terminal with partner u′, then
our construction guarantees that vu is a red edge in G. We create the red edge v1u if v′

1
(or one of its descendants) is in a different component from u (or one of its descendants)
in H|σ′ . Otherwise, we create the red edge v2u. We mark the relevant pair of descendants
so that, when performing subsequent splits, the red edge is always assigned such that its
endpoints in Gσ correspond to vertices in different connected components of H|σ′ . Next,
for each u′ ∈ N(v′), we create the blue edge v1u if σ′

i assigns u′ to N(v′
1). Otherwise,

we create the blue edge v2u. We now assume toward a contradiction that there is an
erroneous cycle (v = w0, w1, . . . , wp = u, v) in G|σ, with vu being the red edge. The blue
path (v = w0, w1, . . . , wp = u) guarantees that there is a path (v′ = w′

0, w′
1, . . . , w′

p = u′)
from v′ to u′ in H|σ′ , and this together with the red edge vu implies that (v′, u′) is a terminal
pair. This contradicts that no terminal pair is connected in H|σ′ . ◀

To reduce MCVS to CCPVS, we simply reverse the previous reduction of CCPVS
to MCVS. Formally, let (G = (V, E), S, k) be an instance of MCVS. We create an in-
stance (H = (V ′, B, R), k) of CCPVS as follows. For each vertex v ∈ V we add vertex v′

to V ′, for each edge uw ∈ E we add the blue edge u′w′ to B, and finally for each terminal
pair (u, v) ∈ S, we add the red edge u′v′ to R. Note that B and R are disjoint, as by
definition no terminal pair in S is also an edge in E.

▶ Theorem 7. For any integer k ≥ 0, (G, S, k) is a yes-instance of Multicut with
Vertex Splitting if and only if (H, k) is a yes-instance of Correlation Clustering
with Permissive Vertex Splitting.

Proof. Note that applying the reduction behind Theorem 6 to H results in the in-
stance (G, S, k). Thus, Theorem 6 already shows that the two instances are equivalent. ◀
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Theorems 6 and 7, together with the observation that both reductions exactly preserve the
number of vertices, allow us to state the following strong notion of equivalence between
CCPVS and MCVS.

▶ Corollary 8. For any function f , CCPVS admits a kernel of size f(k) if and only
if MCVS does. Furthermore, the minimization variant of CCPVS admits a polynomial-time
f(n)-approximation algorithm if and only if the minimization variant of MCVS does.

Now that we have established the equivalence of MCVS and CCPVS, we are ready to show
the hardness of both problems.

▶ Theorem 9. MCVS is NP-hard even if k = 2 Additionally, for any ε > 0 it is NP-hard to
approximate MCVS to within a factor of n1−ε.

Proof. Let G = (V, E) be the input graph for k-Colorability with k ≥ 3. We will construct
an equivalent input instance (H, S, k −1) for MCVS. We construct the graph H and terminal
set S from G as follows. We add V to H and for each edge uv ∈ E, we add (u, v) to S. We
then add a new vertex a to H, and create edges from a to all other vertices. This completes
the construction.

We first argue that we may assume that any solution of (H, S, k − 1) only splits a. To see
this, let σ be a sequence of vertex splits of length at most k − 1 such that all terminal pairs
are disconnected in H|σ. Suppose that some vertex v ̸= a is split. Before this split, v only has
one neighbor a∗, which is either equal to a or a descendant of a. We simply replace the split
of v with a split of a∗ into a∗

1 and a∗
2 such that N(a∗

1) = {v} and N(a∗
2) = N(a∗) \ {v}. In

the resulting graph, v is disconnected from all other vertices in V , and so it is disconnected
from all of its terminal partners. We proceed with the assumption that in any solution a is
the only split vertex.

Assume that (H, S, k − 1) is a yes-instance. We show that then G is k-colorable. By the
above, H|σ contains k descendants a1, . . . , ak of a and these vertices naturally partition the
set V into k sets Ci = N(ai) for i ∈ [k]. No terminal-pair can appear with both endpoints in
one of these sets so the same holds for E ⊆ S. Hence, C1, . . . , Ck is a valid k-coloring of G.

In the other direction, assume that G has a k-coloring with the color partition C1, . . . , Ck.
Then we can split a ∈ H a total of k−1 times into descendants a1, . . . , ak such that N(ai) = Ci.
Since {a1, . . . , ak} is independent it is easy to verify that these k − 1 splits separate every
terminal pair in S.

We conclude that MCVS is already NP-hard with parameter k = 2 as the above provides
a reduction from 3-Colorability. The approximation hardness follows directly from the
facts that, given any constant ε > 0, computing an n1−ε-approximation for Chromatic
Number is NP-hard [29], and that our constructed instance of MCVS has only n + 1
vertices. ◀

Taken together with Corollary 8, Theorem 9 gives us the same result for CCPVS.

▶ Corollary 10. CCPVS is NP-hard even if k = 2 Additionally, for any ε > 0 it is NP-hard
to approximate CCPVS to within a factor of n1−ε.

4 Complete Information

We now restrict our study to correlation graphs, i.e., we study Cluster Editing with
Permissive Vertex Splitting. Our main results are NP-hardness (Section 4.1), a polyno-
mial kernel (Section 4.2), and a polynomial-time 7-approximation (Section 4.3). We begin by
introducing a new structure and subsequent lemmas which will be helpful in attaining the
latter two results.
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8:10 Correlation Clustering with Vertex Splitting

▶ Definition 11. A bad star S in a correlation graph G is a set {v0, v1, . . . , v|S|−1} of vertices
where all edges in {{v0, vi} | i ∈ [|S|−1]} are blue and all edges in {{vi, vj} | i ̸= j ∈ [|S|−1]}
are red. The vertex v0 is called the center and all other vertices are called leaves. The weight
of a bad star weight(S) is the number of leaves in the star minus one. A bad star forest is a
collection T of vertex-disjoint bad stars. We write weight(T ) :=

∑
S∈T weight(S) to denote

the sum of weights of its members. A correlation graph G contains a bad star forest if it
contains a subgraph which is a bad star forest.

The first lemma states a useful lower bound in terms of bad stars.

▶ Lemma 12. If G contains a bad star forest of weight k then we need at least k vertex splits
to cluster G.

Proof. We begin by showing that if G = (V, B, R) contains a (not necessarily induced)
subgraph H = (VH , BH , RH) and at least k vertex splits are needed to separate each pair
in S, then at least k vertex splits are needed to cluster G. Suppose otherwise. Then,
using Lemma 5, there is some overlapping clustering F of G with cost less than k. We
will construct an overlapping clustering FH of H with cost less than k. We begin by
setting FH = {X ∩ VH | X ∈ F}. It is clear that this is a covering of H, that every blue
edge is covered, and that #FH(v) ≤ #F(v) for every vertex v ∈ VH . We now ensure that
each red edge is resolved. Let uv be a red edge which is not resolved, so each of u and v

belong to only a single cluster X ∈ FH . In this case we claim that F contains two distinct
clusters Y ̸= Z such that Y ∩ VH = Z ∩ VH = X. Otherwise, either F does not resolve uv or
one of u or v is contained in multiple clusters of FH , both contradictions. Thus, we can safely
add the cluster {u} (chosen without loss of generality) to FH , thereby resolving uv while
maintaining that #FH(u) ≤ #F(u). We repeat this process iteratively until all red edges
are resolved. In doing so, we produce an overlapping clustering FH of H with costH(FH) ≤
costG(F) < k, a contradiction.

It remains to show that a bad star forest of weight k requires at least k vertex splits to
cluster. We begin by showing that a bad star S of weight k requires at least k vertex splits.
Let x be the center vertex of S and let F be an overlapping clustering of S. Let the clusters
in F which contain x be C1, C2, . . . , Cp. Moreover for each 1 ≤ i ≤ p, let Ĉi = Ci \ {x}. Note
that we may assume each Ĉi is nonempty, as the cluster {x} covers no blue edges and resolves
no red edges in S, and can therefore be safely removed from F . Observe also that each leaf v

of S must be contained in some set Ĉi since the edge xv is blue. Now suppose that some
leaf v is contained in two sets Ĉi ≠ Ĉj . We remove v from the cluster Cj (chosen arbitrarily)
and add the cluster {v} to F . The blue edge xv is still covered by Ci, the cluster {v} ensures
that all red edges incident to v are still resolved, and we have not increased the cost of the
clustering. Thus, we may safely assume that the sets Ĉ1, Ĉ2, . . . Ĉp are a partition of the
leaves of S. Consider one such set Ĉi. These leaves induce a red clique and none of these
red edges is resolved by Ci, so we have that at least |Ĉi| − 1 of these leaves are contained in
multiple clusters in F . Since we also know that #F(x) = p, we conclude

costS(F) ≥ (|Ĉ1| − 1) + (|Ĉ2| − 1) + . . . + (|Ĉp| − 1) + #F(x) − 1

= |Ĉ1| + |Ĉ2| + · · · + |Ĉp| − p + p − 1 = |S \ {x}| − 1 = weight(S) = k

Finally, let T be a bad star forest made up of t bad stars S1, S2, . . . , St. Let k be the weight
of T and suppose toward a contradiction that T admits an overlapping clustering F of cost
less than k. Then, we repeat the technique from earlier in this proof to construct overlapping
clusterings FS1 , FS2 , . . . FSt

of the bad stars. Because the bad stars are vertex-disjoint, we
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have that costS1(FS1) + costS2(FS2) + . . . + costSt
(FSt

) ≤ costT (F) < k. This implies that
there is some Si such that costSi

(FSi
) is less than the weight of Si, but we have already

proven that this is impossible. ◀

The second lemma states that every optimal solution contains a cluster that contains all
vertices of a sufficiently large blue clique.

▶ Lemma 13. If a correlation graph G contains a blue clique C of size at least k + 1, then
any overlapping clustering F of cost at most k contains a set X ∈ F with C ⊆ X.

Proof. Let C be a blue clique in G of size at least k + 1 and let F be any overlapping
clustering of cost at most k. Assume towards a contradiction that F does not contain a set X

with C ⊆ X. Since F has cost at most k, there exists a vertex v ∈ C that is contained in
exactly one set Y ∈ F . Moreover, since Y does not contain all vertices of C by assumption,
there exists a vertex u ∈ C \ Y . Since C is a blue clique, the edge uv is blue and is covered
by some set Z ∈ F . Observe that Y ̸= Z as u ∈ Z and u /∈ Y . Since Z covers the edge uv,
it holds that v ∈ Z, a contradiction to the assumption that v is only contained in Y . ◀

4.1 NP-hardness

We now show that Cluster Editing with Permissive Vertex Splitting is NP-hard.

▶ Proposition 14. Deciding whether a given correlation graph admits an overlapping clus-
tering of cost at most k is NP-hard.

Proof. We reduce from Vertex Cover. Let (G = (V, E), k′) be an instance of Vertex
Cover. We construct a correlation graph H as follows. Let U be a set of k′ + 1 vertices
(not contained in V ). The vertex set of H is U ∪ V . For each edge e = uv ∈ E, we add a
red edge uv to H. All other edges (including all edges incident to a vertex in U) are blue.
Finally, we set k = k′.

We next show that the reduction is correct. First assume that there is an overlapping
clustering F of H of cost at most k. By Lemma 13, for each vertex v ∈ V , there exists
a set Xv ∈ F with U ∪ {v} ⊆ Xv. Note that U ⊂ Xu ∩ Xv for any pair u, v ∈ V and
therefore Xu = Xv as otherwise the cost of F is at least |U | > k. Hence, there exists a
set X ∈ F with U ∪V ⊆ X. Since all blue edges are covered by X, we next focus on resolving
all red edges. Note that since X contains all vertices in H and the cost of F is at most k, all
remaining sets in F ′ = F \ X contain at most k vertices combined. If for some red edge uv

none of the two vertices u or v is contained in a set in F ′, then this red edge is not resolved
by F . Thus for each red edge, at least one of the two endpoints is contained in a set in F ′.
Note that this immediately implies that G contains a vertex cover of size at most k (all
vertices that are contained in a set in F ′).

For the other direction, assume that G contains a vertex cover S of size at most k. We
construct an overlapping clustering F of H of cost at most k as follows. The family F
contains one set X = U ∪ V and for each vertex v ∈ S, it contains a set Xv = {v}. Note
that the cost of F is at most k and all blue edges in H are covered by X. Moreover, each
red edge uw in H is resolved as by construction it holds that F contains the set Xu = {u}
or Xw = {w}. Without loss of generality, let F contain Xu. Then, the red edge uw is
resolved as w is contained in X and u is contained in Xu ̸= X. This concludes the proof. ◀
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4.2 Polynomial Kernel
We next show that Cluster Editing with Permissive Vertex Splitting parameterized
by k admits a polynomial kernel. Note that this is in stark contrast to the para-NP-hardness
of Correlation Clustering with Permissive Vertex Splitting parameterized by k.

▶ Theorem 15. Cluster Editing with Permissive Vertex Splitting parameterized
by the number of vertex splits admits a kernel with O(k3) vertices.

Proof. Let (G = (V, B, R), k) be the input instance of CEPVS. We begin by computing an
inclusion-maximal bad star forest T in G. If weight(T ) ≥ k, then we conclude, according to
Lemma 12, that (G, k) is a no-instance and output an appropriate trivial kernel.

Otherwise let S be the vertices of T and note that |S| ≤ 3 weight(T ) ≤ 3k. Since T is
inclusion-maximal, we know that G \ S cannot contain any bad stars and in particular no
bad triangles. We conclude that G \ S is therefore a cluster graph. Let C1, C2, . . . , Cp be
these clusters. We next exhaustively apply the following simple reduction rule.

▶ Reduction rule 1. If G contains a blue clique C such that all edges with one endpoint
in C are red, then remove C from G.

Next, we bound the number p of cliques in G \ S as follows. Assume that G \ S contains
at least 4k + 1 cliques. Note that by application of Reduction Rule 1, all clusters in G \ S

have at least one blue edge towards S. Pick for each clique C in G \ S one such blue edge
towards S and let vC be the endpoint in C of this edge. Note that these chosen edges form a
collection of vertex-disjoint stars with all centers in S (but not necessarily all vertices in S

being centers). Moreover, since the vertices vC and vC′ belong to different cliques for each
pair C ̸= C ′ of cliques in G \ S, the edge between the two is red. Hence, all stars with at
least two leaves in V \ S are bad stars. Let S′ ⊆ S be the set of vertices in S that are not
the center of such bad stars, that is, vertices in S for which we chose at most one incident
blue edge as a representative for a clique. Let S∗ = S \ S′. Since we chose at most one blue
edge svC for each vertex s ∈ S′, the number of chosen blue edges included in bad stars is at
least

(4k + 1) − |S′| ≥ (4k + 1) − |S| + |S∗| ≥ (4k + 1) − 3k + |S∗| = k + 1 + |S∗|.

Hence, the weight of the constructed collection of bad stars is at least k +1 and by Lemma 12,
we conclude that (G, k) is a no-instance. Thus, if G \ S contains at least 4k + 1 cliques after
applying Reduction Rule 1 exhaustively, we can return a trivial no-instance. Otherwise, the
number p of cliques is bounded by 4k.

We are now left with the task of bounding the size of each individual cluster Ci to
arrive at a polynomial kernel. To that end, we apply the following marking and deletion
procedure to each cluster: For a fixed cluster Ci, begin with an initially empty set Mi.
For each vertex v ∈ S, arbitrarily mark k + 1 red and k + 1 blue neighbors of v in Ci by
adding them to Mi (or all red/blue neighbors if there are at most k). Note that we mark at
most |Mi| ≤ |S|(2k + 2) ≤ 6k2 + 6k vertices this way.

▶ Reduction rule 2. For any cluster Ci, delete all (unmarked) vertices in Ci \ Mi from G.

Let Ĝ be the graph obtained after applying the reduction rule to some cluster Ci. We now
need to show that this reduction rule is safe and sound. Let Ri := Ci \ Mi be the vertices
removed by the reduction rule.
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First note that if F is an overlapping clustering of G, then F \ Ri (interpreted as
a multiset4, that is, the same cluster might appear multiple times in it) is trivially an
overlapping clustering of Ĝ and costĜ(F \ Ri) ≤ costG(F). Thus, the reduction rule is safe.

To prove soundness, let F̂ be an overlapping clustering of Ĝ with costĜ(F̂) ≤ k. Let u ∈ Ri

be one of the removed vertices. We argue that we can include u in the clustering without
increasing the cost. Note that since we removed a vertex, the size of Ci was initially at
least 2k + 2 and hence, by Lemma 13, we have that F̂ contains a set Ĉ with Ci ⊆ Ĉ. We
add u to this cluster and now argue that u does not have to be included in any further
clusters if (G, k) is a yes-instance. To that end, we show that every edge incident to u is
already covered/resolved by this new clustering.

Let uv be any blue edge incident to u. Note that if v ∈ Ci then uv is covered by Ĉ, so
we may assume that v ∈ S. Then v has at least k + 2 blue neighbors in Ci as otherwise we
would have marked u. Let N be a set of k + 1 neighbors of v in Ci that were marked. By
Lemma 13, there exists a cluster set X ∈ F̂ with N ∪ {v} ⊆ X. Hence, X = Ĉ as otherwise
the cost of F̂ would be at least k + 1 as each vertex in N would appear in at least two sets.
Thus, uv is covered by Ĉ ∪ {u} in the constructed overlapping clustering.

Now let uv be any red edge incident to u. Again, we claim that because u was unmarked,
v must have at least k + 2 red neighbors in Ci. Either v ∈ S, in which case the argument
is the same as before, or v ∈ V \ (S ∪ Ci). In this case, all of Ci is contained in v’s red
neighborhood, and we have already observed that Ci has at least 2k + 2 vertices. Let N

be a set of k + 1 red neighbors of v in Ci that were marked. Note that v is contained in
a set X ̸= Ĉ ∈ F̂ as otherwise each vertex in N would be contained in at least two sets
and cost(F̂) ≥ k + 1. Hence, uv is resolved as u ∈ Ĉ ∪ {u} and v ∈ X.

We conclude that the resulting clustering covers all blue edges incident to u and resolves
all red edges incident to u at the same cost as the clustering F̂ . By repeating the procedure
for the remaining vertices of Ri we conclude that there exists a clustering F which clusters G

and costG(F) = costĜ(F̂). Repeating this argument for every cluster demonstrates that
Rule 2 is indeed sound.

Finally, note that after application of Rule 1 and Rule 2 to a yes-instance, we have p ≤ 4k

clusters of size at most |S|2(k + 1) ≤ 6k2 + 6k each and therefore the total number of vertices
in the end is at most |S| + 4k(6k2 + 6k) = 24k3 + 24k2 + 3k ∈ O(k3). This concludes the
proof. ◀

4.3 Constant-Factor Approximation
We conclude this section with a constant-factor approximation for Cluster Editing
with Permissive Vertex Splitting. Again, this is in stark contrast to Correlation
Clustering with Permissive Vertex Splitting.

▶ Theorem 16. Cluster Editing with Permissive Vertex Splitting admits a 7-
approximation in polynomial time.

Proof. Let G = (V, E) be a correlation graph. We again begin by computing an inclusion-
maximal bad star forest T in G. By Lemma 12, the weight of T is at most opt (the minimum
cost of an overlapping clustering of G). Since the number of vertices in a bad star is at most
thrice its weight (a bad triangle has weight one and contains three vertices), the set S of

4 Technically an overlapping clustering cannot be a multiset. We refer the reader to the proof of Lemma 12,
in which we formally show how to adapt this construction into an overlapping clustering with cost
bounded by costG(F).
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vertices in T is at most 3 opt. Since T is inclusion-maximal, the graph induced by V \ S does
not contain any bad star, that is, the blue edges form a cluster graph. Let C be the set of
(blue) cliques in this graph. If |C| ≤ 1, then we find a simple 3-approximation by putting
each vertex v ∈ S into its own cluster set Xv and adding one cluster set XS = V . Note that
the cost of this overlapping clustering is |S| ≤ 3 opt. Hence, we assume for the remainder of
the proof that |C| ≥ 2.

Next, we restrict our search to a solution that contains one cluster set XS with S ⊆ XS

and for each vertex v ∈ S one cluster set Xv = {v}. Note that we can add these sets to any
solution (if they are not already present within the solution) to get a new solution whose cost
is at most 2|S| ≤ 6 opt larger than the original. We call overlapping clusterings that satisfy
the above simple solutions and we denote the minimum cost of a simple solution by opt′.

We next show that there is always a simple solution of cost opt′ that contains for each
clique C ∈ C a cluster set XC with C ⊆ XC . Start with any simple solution F of cost opt′

and any clique C ∈ C and assume that F does not contain a cluster set containing C. We
prove that in this case each vertex in C is contained in at least two cluster sets in F . Assume
towards a contradiction that some vertex v ∈ C is contained in exactly one cluster set Y

(note that by definition of overlapping clusterings, each vertex is contained in at least one
cluster set). Since we assumed that no cluster set completely contains C, there exists a
vertex u ∈ C \ Y . However, since u and v are contained in the same clique C, the edge
between them is blue and has to be covered by some cluster set Z ∈ F (and hence Z has
to contain both u and v). Note that Z ̸= Y since u ∈ Z but u /∈ Y . This contradicts the
assumption that v is only contained in cluster set Y .

We construct a new simple solution F ′ of cost opt′ by removing all vertices in C from all
cluster sets in F and adding them all to XS . In addition, we add one new cluster set XC = C.
Note that the cost of F ′ is at most the cost of F as we removed each vertex in C from
at least two cluster sets and added them to exactly two cluster sets. Moreover, the new
solution is indeed an overlapping clustering as all blue edges incident to a vertex in C are
covered by XS as all blue neighbors are either in S or in C. Since no red neighbors of any
vertex in C are contained in C, the new cluster set XC ensures that all red edges incident to
vertices in C are resolved. Repeating the above for all cliques in C yields a simple solution of
cost opt′ that contains for each clique C ∈ C a cluster set XC with C ⊆ XC .

The next step is to show that there is always an optimal simple solution (a simple
solution of cost opt′) in which XC ̸= XC′ for any pair C ̸= C ′ ∈ C. Start with any optimal
simple solution F that contains a cluster set XC ⊇ C for each clique C ∈ C and assume
that XC1 = XC2 for some cliques C1 ̸= C2. Observe that all vertices from at least one of
the two cliques are contained in at least two cluster sets each as if there are vertices u ∈ C1
and v ∈ C2 that are only contained in XC1 = XC2 , then the red edge between them is not
resolved by F . Without loss of generality, let all vertices of C1 be contained in at least two
cluster sets each. Then, we construct a new simple solution F ′ of cost opt′ by removing all
vertices in C1 from all cluster sets in F and adding them all to XS and adding one new
cluster set XC1 = C1. The proof that this is correct is exactly the same as before. The cost
of F ′ is at most the cost of F as we removed each vertex in C1 from at least two cluster
sets and added them to exactly two cluster sets. Moreover, the new solution is indeed an
overlapping clustering as all blue edges incident to a vertex in C1 are covered by XS and
the new cluster set XC1 ensures that all red edges incident to vertices in C are resolved.
Repeating the above for all cliques in C yields an optimal simple solution that contains for
each clique C ∈ C a cluster set XC ⊇ C such that XC ̸= XC′ for all C ̸= C ′ ∈ C.
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Next, we guess which clique C∗ ∈ C satisfies XC∗ = XS in an optimal simple solution
satisfying all of the above.5 By that, we mean that we try all possibilities of the following
and return the best solution found. For each clique C ∈ C \ {C∗}, we compute a minimum
vertex cover KC of the blue edges between C and S in O(n3) time using Kőnig’s theorem
(note that the considered graph is bipartite by construction). We add each vertex in KC ∩ S

to XC and each vertex in KC ∩ C to XS .
We claim that

∑
C∈C\{C∗} |KC | ≤ opt′ −|S|. By the above arguments, we can start with

an overlapping clustering F consisting of one cluster set XS = S ∪C∗, one cluster set XC = C

for each C ∈ C \ {C∗}, and one cluster set Xv = {v} for each v ∈ S. Note that all red edges
are resolved and all blue edges except for those between S and V \ (S ∪ C∗) are covered.
To cover a blue edge uv with u ∈ S and v ∈ C for some C ∈ C \ {C∗}, there are three
possibilities: We can add u to XC , we can add v to XS , or there exists a different cluster
set Y ∈ F with {u, v} ⊆ Y . Note that in the third case, we can remove v from Y and add
it to XS and still get an optimal simple solution. Moreover, the optimal way to cover all
blue edges between S and V \ (S ∪ C∗) using the first two possibilities corresponds exactly
to

∑
C∈C\{C∗} |KC |. Since now all red edges are resolved and all blue edges are covered and

the cost of the constructed overlapping clustering is

|S| +
∑

C∈C\{C∗}

|KC | ≤ opt′ ≤ 7 opt,

we successfully computed a factor-7 approximation in polynomial time. ◀

We leave it as an open problem to improve the approximation factor. We conjecture that a
refined concept of a simple solution might yield an approximation factor of 4.

5 Conclusion

We have introduced permissive vertex splitting, which generalizes the earlier exclusive and
inclusive vertex splitting notions by allowing symmetry with respect to “positive” and
“negative” pairwise similarity data. Our type of vertex splitting turns out to be quite
satisfying, as it corresponds to a natural definition of overlapping clustering. Unfortunately,
the general case of Correlation Clustering with Permissive Vertex Splitting is
rather intractable, as it is para-NP-hard and admits no n1−ε approximation in polynomial
time for any ε > 0 (unless P = NP). On the positive side, when restricted to datasets with
complete data we obtain a kernel with O(k3) vertices and a polynomial time 7-approximation.
Interesting questions remain, for example whether one can reduce our approximation factor
to 4 (or even lower), whether a kernel with only linearly many vertices exists (as is the case
when only inclusive splits and edge-edits are allowed [1]), or whether refined lower bounds
in terms of running time or approximation factor can be found. Future work might also
consider the parameterized complexity of Correlation Clustering with Permissive
Vertex Splitting and Cluster Editing with Permissive Vertex Splitting with
respect to structural parameters of the input, or with restrictions on the number of clusters
which contain any given node.

Finally, we would like to amplify the call of Abu-Khzam et al. [1] to extend the study of
vertex splitting (exclusive, inclusive, or permissive) to other classes of target graphs, many of
which (e.g., bicluster graphs, s-cliques, s-clubs, s-plexes, k-cores, and γ-quasi-cliques) have
been proposed as alternatives to cliques in clustering applications.

5 We can assume that one such clique always exists, but even if this was not the case, the following proof
still works if the guess {C∗} = ∅ yields an optimal simple solution.
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Abstract
A filter is a widely used data structure for storing an approximation of a given set S of elements
from some universe U (a countable set). It represents a superset S′ ⊇ S that is “close to S” in the
sense that for x ̸∈ S, the probability that x ∈ S′ is bounded by some ε > 0. The advantage of using
a Bloom filter, when some false positives are acceptable, is that the space usage becomes smaller
than what is required to store S exactly.

Though filters are well-understood from a worst-case perspective, it is clear that state-of-the-art
constructions may not be close to optimal for particular distributions of data and queries. Suppose,
for instance, that some elements are in S with probability close to 1. Then it would make sense
to always include them in S′, saving space by not having to represent these elements in the filter.
Questions like this have been raised in the context of Weighted Bloom filters (Bruck, Gao and Jiang,
ISIT 2006) and Bloom filter implementations that make use of access to learned components (Vaidya,
Knorr, Mitzenmacher, and Krask, ICLR 2021).

In this paper, we present a lower bound for the expected space that such a filter requires. We
also show that the lower bound is asymptotically tight by exhibiting a filter construction that
executes queries and insertions in worst-case constant time, and has a false positive rate at most ε

with high probability over input sets drawn from a product distribution. We also present a Bloom
filter alternative, which we call the Daisy Bloom filter, that executes operations faster and uses
significantly less space than the standard Bloom filter.
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1 Introduction

This paper shows asymptotically matching upper and lower bounds for the space of an
optimal (Bloom) filter when the input and queries come from specific distributions. For a
set S of keys (the input set), a filter on S with parameter ε ∈ (0, 1) is a data structure that
answers membership queries of the form “is x in S?” with a one-sided error: if x ∈ S, then the
filter always answers YES, otherwise it makes a mistake (i.e., a false positive) with probability
at most ε. The Bloom filter [9] is the most widely known such filter, although more efficient
constructions are known [2, 3, 5, 6, 20, 25,34,41, 42,45]. Filters are also intimately related to
dictionaries (or hash tables), the latter of which always answer membership queries exactly.

When errors can be tolerated, (Bloom) filters are much better than dictionaries at
encoding the input set: they require Θ(n log(1/ε)) bits to represent a set of size n, versus
the ≥ n log(u/n) bits that a dictionary would require (here, u is the size of the universe). As
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such, filters are often used in conjunction with dictionaries to speed up negative queries. In
particular, filters are often stored in a fast but small memory and are used to “filter out” a
majority of negative queries to a dictionary (which might reside in big but slow memory).
Because of this, they have proved to be extremely popular in practice and research on them
continues to this day, both in the direction of practical implementations [19,24,44] and on
the theoretical front [4, 5, 34]. For instance, recent advances in filter design have included
making them dynamic, resizeable and lowering the overall space that they require.

The filter encoding. In this paper, we ask ourselves what should optimal filters look like
when they encode sets that come from a specific distribution. While this question has been
resolved for exact encodings (i.e., entropy), no similar concepts are known for filter encodings.
Indeed, considering input distributions raises several technical questions. For instance, it is
not even clear how to define the concept of approximate membership with respect to a set
drawn from a distribution. Should we assume that the input set is given to us in full before
we build our filter and allocate memory? Moreover, we would like to obtain designs that are
never worse than filters with no knowledge of the input distribution, both in space allocated
and time required to perform every operation. Should we then require that the false positive
guarantee hold for every possible input set or just on average over the input distribution?

We also study optimality when additionally, we have access to a distribution over queries.
This is especially important for applications in which the performance of the filter is measured
over a sequence of queries, rather than for each query separately [11,26]. At the extreme end
of this one can consider adversarial settings, in which an adversary forces the filter to incur
many false positives (which can cause a delay in the system by forcing the filter to repeatedly
access the slow dictionary). In these settings, defining what it means for the filter to behave
efficiently can be a challenge and several definitions have been considered [2, 38–40]. For us,
the challenge is to use the query distribution to obtain gains, while making sure that the
filter does not on average exhibit more false positives than usual. This is natural when each
false positive has the same cost, independent of the query element.

To this end, we consider a natural generative model of input sets and queries. Specifically,
we let P and Q denote two distributions over the universe U of keys and let px (and qx,
respectively) denote the probability that a specific key x ∈ U is sampled from P (and Q,
respectively). The input set S is generated by n independent draws (with replacement) from
P and we let Pn denote this product distribution.1

We then define approximate membership for a fixed set S to mean that the average
false positive probability over Q is at most ε. Specifically, let F denote the filter and let
F(S, x) ∈ {YES, NO} denote the answer that F returns when queried on an element x ∈ U ,
after having been given S ⊆ U as input. Then we propose the following definition:

▶ Definition 1. For any ε with 0 < ε < 1, we say that F is a (Q, ε)-filter for S if it satisfies
the following conditions:
1. No false negatives: For all x ∈ S, we have that Pr [F(S, x) = YES] = 1.
2. Bounded false positive rate:∑

x∈U\S

qx · Pr [F(S, x) = YES] ≤ ε

1 We do not consider multiplicities although our design can be made to handle them by using techniques
from counting filters [6, 10,41,43].
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We note a detail in the above definition that has important technical consequences and
that is, the false positive rate is not computed with respect to the input distribution (i.e.,
the probability of a false positive only depends on the internal randomness of the filter and
not the random process of drawing the input set). As a consequence, we can argue about
filter designs that work over all input sets except some that occur very rarely under Pn.
This is stronger than saying that F works only on average over Pn. Moreover, we also want
designs that do not require knowing the specific realization of the input set in advance. Our
dependency on Pn shows up in the space requirements of the filter.

Access to P and Q. For simplicity, we consider filter designs that have oracle access to
P and Q: upon seeing a key x, we also get px and qx. We assume that this is done in
constant time and do not account for the size of the oracle when we bound the size of the
filter. Critics of this model have argued that assuming oracle access to a distribution over
the universe is too strong of an assumption. Indeed, this is a valid concern, since we are
talking about a data structure that is meant to save space over a dictionary. We try to
alleviate this concern in several ways. On one hand, our construction can tolerate mistakes.
In particular, our designs are robust even if we have a constant factor approximation for px

and qx, in the sense in which the space increases only by O(n) bits and the time to perform
each operation by an added constant. The assumption of access to such approximate oracles
is standard [13, 23] and can be based on samples of historical information, on frequency
estimators such as Count-Min [17] or Count-Sketch [16], or on machine learning models (see
for instance, the neural-net based frequency predictor of Hsu et al. [32]). This view is indeed
part of an emerging body of work on algorithms with predictions, to which the data structure
perspective is just beginning to contribute [14,18,27–30,36,37,48].

On the other hand, empirical studies have shown that significant gains are possible even
when using off-the-shelf, “simplistic” learned components such as random forest classifiers.
In particular, the Partitioned Learned Bloom Filter [48] and the Adaptive Learned Bloom
Filter [18] consider settings in which the size of the learned component is comparable to the
size of the filter itself (rather than proportional to the size of the universe), and compare the
traditional Bloom filter design [9] with a learned design whose space includes the random
forest classifier. In one experiment with a universe of ≈ 138, 000 keys and a classifier of
136Kb, [18] show that, within the range 150-300Kb, there is a 98% decrease in false positive
rate compared to the original Bloom filter. This continues to hold for larger universe (≈
450, 000 keys) with total allocated space between 200Kb and 1000Kb. A discussion of how our
current (theoretical) design compares to the ones in [18] and [48] can be found in Section 1.2.

Finally, strictly speaking, our designs do not necessarily rely on knowing px and qx for
every element inserted or queried. As we will see in the next section, our designs depend
rather on knowing which subset of the universe a key x belongs to. This corresponds to
a partitioning of the universe that mainly depends on the ratio qx/px, rather than the
individual values of px and qx (with the exception of values of px and qx that are very small,
e.g., smaller than 1/n). This can conceivably lead to even smaller oracles that just output
the partition to which an element belongs. We also do not need to query the entire universe
in order to set the internal parameters of the filter, in contrast to [18,48].

Weighted Bloom filters. The design that we propose starts by gathering information about
the input and query distributions, using polylog(n) samples.2 This information is used to
estimate the internal parameters of the filter which are then used to allocate space for the
filter and implement the query and insert operations. Thus, the most important aspect of
our design is in setting the aforementioned internal parameters.

2 Elements that are inserted in the set during that time can be stored in a small dictionary that only
requires polylog(n) bits, see Section 4.3.
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As a baseline for comparison, we can consider the classic Bloom filter design which
allocates an array of ≈ 1.44 · n log(1/ε) bits and hashes every key to log(1/ε) locations in the
array. Upon insertion, the corresponding bits are set to 1 and a query returns a YES if and
only if all locations are set to 1. The more locations we hash into, the lower the probability
that we make a mistake. Thus, a natural approach for our problem would be to vary the
number of hashed locations of x based on px and qx. Indeed, this is the question investigated
by Bruck, Gao and Jiang [12] in their Weighted Bloom filter design. More precisely, let kx

denote the number of locations that key x is hashed to. Then [12] investigates the optimal
choice of the parameters kx that limits the false positive rate in expectation over both the
input and the query distribution. Their approach follows the original Bloom filter analysis
and casts the problem as an unconstrained optimization problem in which kx is allowed to
be any real number (including negative). For more details, we refer the reader to Section 1.2
This formulation and the fact that their false positive rate is taken as an average over Pn

leads to situations in which kx can be made arbitrarily large and, with high probability, the
filter is filled with 1s and has a high false positive probability (for instance, when a key is
queried very rarely). To avoid such situations, as we shall see next, optimal choices for kx

exhibit some rather counter-intuitive trade-offs between px and qx.

1.1 Our Contributions
We start by discussing near-optimal choices for kx for a Weighted Bloom filter that is a
(Q, ε)-filter for sets drawn from Pn. While this filter is not the most efficient of the filters we
construct, reasoning through it helps us present our parametrizations and addresses the fact
that Bloom filters remain well-liked in practice [35]. Specifically, we define kx as follows:3

kx ≜


0 if or px > 1/n or qx ≤ εpx ,

log(1/ε · qx/px) if εpx < qx ≤ min{px, ε/n} ,

log(1/ε) if qx > px and px ≤ ε/n ,

log(1/(npx)) if qx > ε/n and ε/n < px ≤ 1/n .

The first case covers the situation in which x is very likely to be included in the set or
is queried very rarely (relative to px). Intuitively, it makes sense in these cases to always
say YES when queried. Thus, we set kx = 0 and store no information about these keys.
Conversely, the third case considers the case in which x is queried so often (relative to px)
that we need to explicitly keep the false positive probability below ε, which is achieved by
setting kx = log(1/ε). This is the largest number of hash functions we employ for any key, so
in this sense, we are never worse than the classical Bloom filter. The second case interpolates
smoothly between the first and third cases for elements that are rarely (but not very rarely)
queried (compared to how likely they are to be inserted). Finally, the fourth case interpolates
between the first and third case for elements that are not too rarely queried, in which case the
precise query probability does not matter. See Figure 1 for a visualization of these regimes.

To further make sense of these regimes, we consider the case of uniform queries, i.e.,
qx = 1/u, and assume that ε > n/u, a standard assumption in filter design (otherwise,
the filter would essentially have to answer correctly on all queries and the lower bound of
n log2(1/ε)−O(1) would not hold [15,20]). Then in the two extremes, we would set kx = 0 for
elements with px ≥ 1/(uε) (first case) and kx = log(1/ε) when px ≤ 1/u (third case). Keys

3 Throughout the paper, we employ log x to denote log2 x and ln x to denote loge x.
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Figure 1 A schematic visualization of the different regimes for kx.

with px between the two cases would exhibit the smooth interpolation kx = log(1/(uε) ·1/px),
corresponding to the intuition that the more likely an element is to be inserted, the less
information we should store about it (i.e., smaller kx).

The lower bound. Given the above parameters, we then define the quantity

LB(Pn, Q, ε) ≜
∑
x∈U

pxkx

and show that, perhaps surprisingly, it gives a lower bound for the expected space that any
(Q, ε)-filter requires when the input set is drawn from Pn:

▶ Theorem 2 (Lower bound - simplified). Let A be an algorithm and assume that for any
input set S ⊆ U with |S| ≤ n, A(S) is a (Q, ε)-filter for S. Then the expected size of A(S)
must satisfy

EPn,A [|A(S)|] ≥ LB(Pn, Q, ε) − 1 − 6n ,

where S is sampled with respect to Pn and the queries are sampled with respect to Q.

Previous approaches for filter lower bounds show that there exists a set S ⊆ U of size n

for which the filter needs to use n log2(1/ε) − O(1) bits [15, 20]. This type of lower bound is
still true in our model but it does not necessarily say anything meaningful, since the bad
set S could be sampled in Pn with a negligible probability. Indeed, if we were to ignore the
input distribution, then we would not be able to beat the worst input distribution and, in
particular, we would need to use at least supP LB(Pn, Q, ε) = LB(Qn, Q, ε) = n log(1/ε) bits
in expectation, where Qn denotes a distribution over n independent draws from Q.

In our model, it is therefore more natural to lower bound the expected size of the filter
over the randomness of the input set. Finally, we remark that the full lower bound we prove is
slightly stronger in that it holds for all but an unlikely collection of possible input sets, i.e. we
only require that A(S) is a (Q, ε)-filter for S ∈ T where T ⊆ P(U) and PrPn [S ̸∈ T ] ≤ 1

log u

(see Theorem 6).
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The space-efficient filter. We also show a filter design that asymptotically matches our
space lower bound and executes operations in constant time in the worst case:

▶ Theorem 3 (Space-efficient filter – simplified). Given 0 < ε < 1, there is a (Q, ε)-filter with
the following guarantees:

it is a (Q, ε)-filter with high probability over sets drawn from Pn, if
∑

x∈U pxqx ≤ ε/n,
queries and insertions take constant time in the worst case,
the space it requires is (1 + on(1)) · LB(Pn, Q, ε) + O(n) bits.

The construction uses the kx values from above in conjunction with the fingerprinting
technique of Carter et al. [15] to obtain results that are comparable to state-of-the-art
(classic) filter implementations that execute all operations (queries and insertions) in worst
case constant time, and are space efficient, in the sense in which they require (1 + on(1)) ·
n log(1/ε) + O(n) bits [1, 4–6]. The condition that

∑
x∈U pxqx ≤ ε/n can be seen as a

generalization of the standard filter assumption that ε ≥ n/u.

The Daisy Bloom filter. For completeness, we also present our variant of the Weighted
Bloom filter, which we call the Daisy Bloom filter :4

▶ Theorem 4 (Daisy Bloom filter – simplified). Given 0 < ε < 1, the Daisy Bloom filter has
the following guarantees:

it is a (Q, ε)-filter with high probability over sets drawn from Pn, if
∑

x∈U pxqx ≤ ε/n,
queries and insertions take at most ⌈log2(1/ε)⌉ time in the worst case,
the space it requires is log(e) · LB(Pn, Q, ε) + O(n) bits.

In contrast to the weighted Bloom filters of Bruck et al. [12], the Daisy Bloom filter
executes operations in time that is at most ⌈log2(1/ε)⌉ in the worst case (versus arbitrarily
large) and achieves a false positive rate of at most ε with high probability over the input
set (and not just on average). We also depart in our analysis from their unconstrained
optimization approach (to setting kx ) and instead use Bernstein’s inequality to argue that,
if the length of the array is set to log(e) · LB(Pn, Q, ε) + O(n) bits, then whp, at most half of
the entries in the array will be set to 1 (see Section 5 for more details).

1.2 Related Work
Filters have been studied extensively in the literature [2, 5, 6, 15, 20, 34, 41, 42, 45], with
Bloom filters perhaps the most widely employed variants in practice [35]. Learning-based
approaches to classic algorithm design have recently attracted a great deal of attention, see
e.g. [21, 31–33, 46]. For a comprehensive survey on learned data structures, we refer the
reader to Ferragina and Vinciguerra [29].

Weighted Bloom Filters

Given information about the probability of inserting and querying each element, Bruck, Gao
and Jiang [12] set out to find an optimal choice of the parameters kx that limit the false
positive rate (in expectation over both the input and the query distribution). The approach

4 The daisy is one of our favorite flowers, especially when in full bloom, and is also a subsequence of
“dynamic strechy” which describes the key properties of our data structure. It is also the nickname
of the Danish queen, whose residence is not far from the place where this work was conceived. Daisy
Bloom filters are not related to any celebrities.
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is to solve an unconstrained optimization problem where the variables kx can be any real
number. In a post-processing step each kx is rounded to the nearest non-negative integer.
Unfortunately, this process does not lead to an optimal choice of parameters, and in fact,
does not guarantee a non-trivial false positive rate. The issue is that the solution to the
unconstrained problem may have many negative values of kx, so even though the weighted
sum

∑
x pxkx is bounded, the post-processed sum

∑
x px max(kx, 0) can be arbitrarily large.

In particular, this is the case if at least one element is queried very rarely. This means that
the weighted Bloom filter may consist only of 1s with high probability, resulting in a false
positive probability of 1.

The above issue was noted by Wang, Ji, Dang, Zheng and Zhao [49] who attempt to
correct the values for kx, but their analysis still suffers from the same, more fundamental,
problem: the existence of a very rare query element drives the false positive rate to 1. Wang
et al. [49] also show an information-theoretical “approximate lower bound” on the number
of bits needed for a weighted Bloom filter with given distributions P and Q. The sense in
which the lower bound is approximate is not made precise, and the lower bound is certainly
not tight (for example, it can be negative).

Partitioned Learned Bloom Filters

There are several learned Bloom filter designs that assume that the filter has access to a
learned model of the input set [18,33,37,48]. The model is given a fixed input set S and a
representative sample of elements in U \ S ( the query distribution is not specified). Given a
query element x, the model returns a score s(x) ∈ [0, 1], which can be intuitively thought
of as the model’s belief that x ∈ S. Based on this score, Vaidya, Knorr, Mitzenmacher and
Kraska [48] choose a fixed number of k thresholds, partition the elements according to these
thresholds, and build separate Bloom filters for each set of the partition. For fixed threshold
values, they then formulate the optimization problem of setting the false positive rates fi

such that the total space of the data structure is minimized and the overall false positive
rate is at most a given F .

As noted by Ferragina and Vinciguerra [29], a significant drawback in these constructions
is that the guarantees they provide depend significantly on the query set given as input to
the machine learning component and in particular, the set being representative for the whole
query distribution. We avoid this issue by making the dependencies on qx explicit and by
bounding the average false positive probability even when just one element is queried. In
addition, our data structure does not need to know the set S in advance (and hence, training
can be done just once, in a pre-processing phase), employs only one data structure, and our
guarantees are robust to approximate values for px and qx.

1.3 Paper Organization
After some preliminaries, Section 3 shows our lower bound on the space usage. In Section 4,
we discuss a space-efficient filter with constant time worst-case operations. Finally, Section 5
presents the analysis of the Daisy Bloom filter.

2 Preliminaries

For clarity, throughout the paper, we will distinguish between probabilities over the random-
ness of the input set, denoted by PrPn [·], and probabilities over the internal randomness of
the filter, denoted by PrA [·]. Joint probabilities are denoted by PrPn,A [·]. For the analysis,
it will also make sense to partition the universe U into the following 5 parts:

SWAT 2024



9:8 Daisy Bloom Filters

U0 ≜ {x ∈ U | qx ≤ εpx} ,

U1 ≜ {x ∈ U | qx > εpx and px > 1/n} ,

U2 ≜ {x ∈ U | εpx < qx ≤ min{px, ε/n}} ,

U3 ≜ {x ∈ U | qx > px and ε/n ≥ px} ,

U4 ≜ {x ∈ U | qx > ε/n and ε/n < px ≤ 1/n} .

The high probability guarantees we obtain increase with LB(Pn, Q, ε). Therefore, such
bounds are meaningful for distributions in which the optimal size LB(Pn, Q, ε) of a filter is
not too small. Similarly, we can assume that the size of the universe is polynomial in n, and
so log(1/ε) = O(log n) in the standard case in which ε > n/ |U|. Therefore, while in general
LB(Pn, Q, ε) can be much smaller than n log2(1/ε), we do require some mild dependency on
n for the high probability bounds to be meaningful. Finally, we recall the following classic
result in data compression:

▶ Theorem 5 (Kraft’s inequality [47]). For any instantaneous code (prefix code) over an
alphabet of size D, the codeword lengths ℓ1, ℓ2, . . . , ℓm must satisfy the inequality∑

i

D−ℓi ≤ 1 .

Conversely, given a set of codeword lengths that satisfy this inequality, there exists an
instantaneous code with these word lengths.

3 The Lower Bound

The goal of this section is to prove the lower bound from Theorem 2. As discussed, we prove
a slightly stronger statement where we allow our algorithm to not produce a (Q, ε)-filter for
some input sets as long as the probability of sampling them is low. Formally, we show that:

▶ Theorem 6. Let T ⊆ P(U) be given such that PrPn
[S ̸∈ T ] ≤ 1

log u . If A is an algorithm
such that for all S ∈ T , A(S) is a (Q, ε)-filter for S. Then the expected size of A(S) must
satisfy

EPn,A [|A(S)|] ≥ LB(Pn, Q, ε) − 1 − 6n ,

where S is sampled with respect to Pn.

Proof. Each instance I of the data structure corresponds to a subset UI ⊂ U on which the
data structure answers YES. We denote the number of bits needed by such an instance by
|I|. For any set S ∈ T , we have that I = A(S) satisfies that S ⊆ UI and

EA

 ∑
x∈UI\S

qx

 ≤ ε .

The goal is to prove that

EPn,A [|A(S)|] ≥ n ·

(∑
x∈U2

px log
(

1
ε

· qx

px

)
+
∑

x∈U3

px log 1
ε

+
∑

x∈U4

px log 1
npx

)
− 1 − 6n .
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We will lower bound EPn,A [|A(S)|] by using it to encode an ordered sequence of n

elements drawn according to Pn. Specifically, for any ordered sequence of n elements Ŝ ∈ Un,
we let S ⊆ U be the set of distinct elements and let I = A(S) as above. We first note that
to encode Ŝ ∼ Pn, in expectation, we need at least the entropy number of bits, i.e.,

n
∑
x∈U

px log 1
px

. (1)

Now our encoding using I will depend on whether S ∈ T or not. First, we will use 1 bit
to describe whether S ∈ T or not. For (xi)i∈[n] ∈ Ŝ, we will denote bi to be the number
bits to encode xi. If S ̸∈ T then for all i ∈ [n] we encode xi using bi = ⌈log(1/pxi

)⌉ bits. If
S ∈ T then for all i ∈ [n] we encode xi depending on which subset if U it belongs to:
1. If xi ∈ U0 ∪ U1, we encode xi using bi = ⌈log(4/pxi

)⌉ bits.

2. If xi ∈ U2, we encode xi using bi =
⌈

log
(

4
∑

y∈UI ∩U2
qy

qxi

)⌉
bits.

3. If xi ∈ U3, we encode xi using bi =
⌈

log
(

4
∑

y∈UI ∩U3
py

pxi

)⌉
bits.

4. If xi ∈ U4, we encode xi using bi = ⌈log (4 |UI ∩ U4|)⌉ bits.
It is clear from the construction that we satisfy the requirement for Theorem 5 thus there
exists such an encoding. Now we will bound the expectation of the size of this encoding:

EPn,A

|A(S)| + 1 +
∑
i∈[n]

bi

 = EPn,A [|A(S)|] + 1 + EPn,A

∑
i∈[n]

bi

 .

We will write EPn,A

[∑
i∈[n] bi

]
= EPn,A

[
[S ∈ T ]

∑
i∈[n] bi

]
+EPn,A

[
[S ̸∈ T ]

∑
i∈[n] bi

]
, and

bound each term separately.
We start by bounding EPn,A

[
[S ̸∈ T ]

∑
i∈[n] bi

]
.

EPn,A

[S ̸∈ T ]
∑
i∈[n]

bi

 = EPn

[S ̸∈ T ]
∑
i∈[n]

⌈log(1/pxi)⌉


≤ PrPn

[S ̸∈ T ] n + EPn

[S ̸∈ T ] log

∏
i∈[n]

1/pxi


= PrPn

[S ̸∈ T ] n +
∑

ŝ∈Un

[ŝ ∈ T ] PrPn

[
Ŝ = ŝ

]
log 1

PrPn

[
Ŝ = ŝ

]
Now using Jensen’s inequality we get that∑

ŝ∈Un

[ŝ ∈ T ] PrPn

[
Ŝ = ŝ

]
log 1

PrPn

[
Ŝ = ŝ

] ≤ PrPn [S ̸∈ T ] log
(

1
PrPn [S ̸∈T ]un

)
.

Putting this together with the fact that PrPn
[S ̸∈ T ] ≤ 1

log u , we get that,

EPn,A

[S ̸∈ T ]
∑
i∈[n]

bi

 ≤ 2n .
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9:10 Daisy Bloom Filters

Now we bound EPn,A

[
[S ∈ T ]

∑
i∈[n] bi

]
=
∑

i∈[n] EPn,A [[S ∈ T ] bi]. We will bound
EPn,A [[S ∈ T ] bi] depending on which subset of U that xi belongs to.

If xi ∈ U0 ∪ U1, then we have that EPn,A [[S ∈ T ] bi] ≤ ⌈log(4/pxi
)⌉ ≤ 3 + log(1/pxi

).
If xi ∈ U2, define Z2 = UI ∩ U2. Then

EPn,A [[S ∈ T ] bi] ≤ 3 + EPn,A

[
[S ∈ T ] log

(∑
y∈Z2

qy

qxi

)]
.

We know that
∑

y∈S∩U2
qy ≤ ε since qy ≤ ε/n for all y ∈ U2 and |S| ≤ n. We also know that

EA

[∑
x∈Z2\S qx

]
≤ ε for S ∈ T . Now using Jensen’s inequality we get that

EPn,A

[
[S ∈ T ] log

(∑
y∈Z2

qy

qxi

)]
= EPn

[
[S ∈ T ]EA

[
log
(∑

y∈Z2
qy

qxi

)]]

≤ EPn

[S ∈ T ] log

EA

[∑
y∈Z2

qy

]
qxi


≤ EPn

[
[S ∈ T ] log

(
2ε
qxi

)]
≤ 1 + EPn

[
log
(

ε
qxi

)]
.

If xi ∈ U3, define Z3 = UI ∩ U3. Then

EPn,A [[S ∈ T ] bi] ≤ 3 + EPn,A

[
[S ∈ T ] log

(∑
y∈Z3

py

pxi

)]
.

We know that
∑

y∈S∩U3
py ≤ ε since py ≤ ε/n for all y ∈ U3 and |S| ≤ n. We also know that

EA

[∑
x∈Z3\S px

]
≤ EA

[∑
x∈Z3\S qx

]
≤ ε for S ∈ T . Using Jensen’s inequality we get that,

EPn,A

[
[S ∈ T ] log

(∑
y∈Z3

py

pxi

)]
= EPn

[
[S ∈ T ]EA

[
log
(∑

y∈Z3
py

pxi

)]]

≤ EPn

[S ∈ T ] log

EA

[∑
y∈Z3

py

]
pxi


≤ EPn

[
[S ∈ T ] log

(
2ε

pxi

)]
≤ 1 + EPn

[
log
(

ε
pxi

)]
.

If xi ∈ U4, define Z4 = UI ∩ U4. Then EPn,A [[S ∈ T ] bi] ≤ 3 + EPn,A [[S ∈ T ] log (|Z4|))].
We know that |Z4| = |Z4 ∩ S| + |Z4 \ S| ≤ n + n

ε

∑
x∈Z4\S qx since qy > ε/n for all y ∈ U4

and |S| ≤ n. Using Jensen’s inequality we get that, for Z ′
4 = Z4 \ S:

EPn,A

[S ∈ T ] log

n + n

ε

∑
x∈Z′

4

qx

 = EPn

[S ∈ T ]EA

log

n + n

ε

∑
x∈Z′

4

qx


≤ EPn

[S ∈ T ] log

EA

n + n

ε

∑
x∈Z′

4

qx


≤ EPn

[[S ∈ T ] log (2n)] ≤ 1 + log(n) .

Combining it all we get an encoding that in expectation uses at most

EPn,A [|A(S)|] + 1 + 6n+∑
x∈(U0∪U1)

px log(1/px) +
∑

x∈U2

px log(ε/qx) +
∑

x∈U3

px log(ε/px) +
∑

x∈U4

px log n .
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bits to encode Ŝ. Comparing this with Equation (1) we get that,

EPn,A [|A(S)|] ≥ n ·

(∑
x∈U2

px log
(

1
ε

· qx

px

)
+
∑

x∈U3

px log 1
ε

+
∑

x∈U4

px
1

npx

)
− 1 − 6n .

This proves the claim. ◀

4 Space-Efficient Filter

In this section, we show how one can use the kx values proposed to design a space-efficient
Q-filter with worst-case constant time operations. Formally, we show that:

▶ Theorem 7. Assume that Pn and Q satisfy n
∑

x∈U pxqx ≤ ε. Then there exists a filter
with the following guarantees:

there exists T ⊆ P(U) where a set S ∈ T with high probability over the randomness of
Pn, such that the filter is a (Q, ε)-filter for any S ∈ T ,
the filter uses (1 + on(1)) · LB(Pn, Q, ε) + O(n) bits,
the filter executes queries and insertions in worst case constant time and,
the filter does not fail with high probability over its internal randomness.

4.1 Construction
For j ∈ {1, . . . , ⌈log(1/ε)⌉}, we let U (j) ≜ {x ∈ U | ⌈kx⌉ = j} denote the set of elements that
hash to j locations in the Daisy Bloom filter and Pj ≜

∑
x∈U(j) px denote the probability

that we select an element from U (j) in one sample from P. Then nj ≜ n · Pj denotes the
average number of elements from U (j) that we expect to see in the input set. We distinguish
between the sets

{
U (j)} depending on their corresponding nj . Specifically, we say that U (j)

is a rare class if nj < n/ logc n, for some constant c > 2, and otherwise we say that U (j) is a
frequent class. We further define Ur ⊆ U to be the set of all elements that are in a rare class,
i.e., U (j) ⊆ U if and only if U (j) is a rare class.

Now let F(ε, n) be a (standard) filter implementation for at most n elements with false
positive probability at most ε. We focus on implementations that execute all operations
(queries and insertions) in worst-case constant time, and are space efficient: they require
(1 + on(1)) · n log(1/ε) + O(n) bits [1, 4–6]. We employ ⌈log(1/ε)⌉ + 1 instantiations of F ,
which we denote by F1, . . . , F⌈log(1/ε)⌉ and Fr. They are parametrized as follows: for j ∈
{1, . . . , ⌈log(1/ε)⌉}, we further define Nj ≜ (1+1/ log n) ·nj and instantiate Fj = F(2−j , Nj).
We instantiate Fr as Fr = F(F, Nr), where Nr ≜ Θ(n/ logc−1 n).

Operations. We distinguish between elements that are in a frequent class and elements that
are in a rare class. If an element is in a frequent class U (j), then operations are forwarded to
the corresponding filter Fj . Otherwise, the operation is forwarded to Fr. Since all the filters
we employ perform operations in constant time in the worst case, the same holds for our
construction5.

5 We note here that it is possible to combine the filters F1, . . . , F⌈log(1/ε)⌉ into one single data structure.
One could use, for example, the balls-into-bins implementation in [5], where elements are randomly
assigned to one of n/Θ(log n/(log(1/ε))) buckets and the buckets explicitly store random strings of
length log(1/ε) associated with the elements that hash into them. Combining F1, . . . , F⌈log(1/ε)⌉ would
then entail “superimposing” their buckets.
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9:12 Daisy Bloom Filters

Space. We now bound the total number of bits that F1, . . . , F⌈log(1/ε)⌉ and Fr require:

▶ Lemma 8. The above filter requires (1 + on(1)) · LB(Pn, Q, ε) + O(n) bits.

Proof. Recall that F1, . . . , F⌈log(1/ε)⌉ and Fr are instantiations of a filter F which requires
(1+f(n)) ·n log(1/ε)+O(n) bits for a set of n elements and false positive probability ε, where
the function f(n) satisfies f(n) = on(1) [1,4–6]. For simplicity, we choose the implementation
in [5], where f(n) = Θ(log log n/

√
log n). Consequently, for j ∈ {1, . . . , ⌈log(1/ε)⌉}, the

space of Fj is:

(1 + f(Nj)) · Nj log(1/2−j) + O(Nj) = (1 + f(Nj)) · Nj · j + O(Nj)

bits. Since Fj is instantiated only for frequent classes, it follows that n ≥ Nj ≥ n/ logc n and
hence, f(Nj) = Θ(f(n)) for all j with U (j) a frequent class. Furthermore, by definition, we
have that j ≤ kx +1 for all x ∈ U (j) and Nj = (1+1/ log n) ·nj = (1+1/ log n) ·n

∑
x∈U(j) px.

Therefore, the space that Fj requires can be upper bounded by

(1 + Θ(f(n))) · n
∑

x∈U(j)

pxkx + O(Nj) .

Since
∑

j Nj = (1 + 1/ log n) · n we get that, in the worst case in which all the classes are
frequent, the filters F1, . . . , F⌈log(1/ε)⌉ require

(1 + on(1)) · n
∑
x∈U

pxkx + O(n) = (1 + on(1)) · LB(Pn, Q, ε) + O(n)

bits. The space of the final filter Fr is upper bounded by Θ(n/ logc−1 n) · log(1/ε) =
Θ(n/ logc−2 n) = o(n) bits for any constant c > 2. The claim follows. ◀

4.2 Analysis
In this section, we show that the filter described above does not fail whp and that it achieves
a false positive probability of at most 3ε with respect to Q. In our construction, there are
two sources of failure: when the number of elements which we insert into each filter exceeds
the maximum capacity of the filter, and when the filters themselves fail as a consequence
of their internal randomness. In the latter case, we note that the failure probability of
F(ε, n) is guaranteed to be at most 1/ poly(n), where the degree of the polynomial is a
constant of our choosing [1, 4–6]. Since all of the instantiations we employ have maximum
capacities which are Ω(n/ polylog(n)), we conclude that each of these separate instantiations
also fails with probability at most 1/ poly(n), and therefore, by a union bound over the
⌈log(1/ε)⌉ + 1 = O(log n) instantiations, we get that some filter fails with probability at
most 1/ poly(n). We now show that the maximum capacities we set for each filter suffice.

▶ Lemma 9. Whp, at most Nr = Θ(n/ logc−1 n) elements from Ur are sampled in the input
set.

Proof. Let U (j) be a rare class and let Xj denote the number of elements from U (j) that we
sample in the input set. By definition, the expected number of elements we see from U (j)

satisfies EP [Xj ] = nj < n/ logc n, for some constant c > 2. By Chernoff bound, we therefore
get that:

Pr [Xj > 6n/ logc n] ≤ 2−6n/ logc n .

There are at most ⌈log(1/ε)⌉ = O(log n) possible rare classes, and so, by the union bound, the
number of elements from Ur that we sample in the input set is at most Nr = Θ(n/ logc−1 n)
whp. ◀
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We now focus on sampling elements from a frequent class:

▶ Lemma 10. Let U (j) be a frequent class. Then, whp, at most Nj elements from U (j) are
sampled in the input set.

Proof. Let Xj denote the number of elements from U (j) that we sample in the input set and
note that EP [Xj ] = nj ≥ n/ logc n. By Chernoff:

Pr [Xj > Nj ] = Pr [Xj > (1 + 1/ log n) · nj ] ≤ exp(−Θ(n/ logc−2 n)) ≤ 1/ poly n .

This concludes our proof. ◀

Finally, we bound the false positive rate of the filter:

▶ Lemma 11. Assume that Pn and Q satisfy n
∑

x∈U pxqx ≤ ε and that the input set S does
not make F1, . . . , F⌈log(1/ε)⌉ and Fr fail. Then the filter described is a (Q, 3ε)-filter on S.

Proof. Fix an input set S and denote by A′(S, x) the output of the filter when queried for an
element x. We are interested in bounding Pr [A′(S, x) = YES] for an element x /∈ S. If x ∈ Ur,
then we forward the query operation to Fr, which guarantees that Pr [A′(S, x) = YES] ≤ ε.
Therefore:∑

x∈Ur

qx · Pr [A′(S, x) = YES] ≤
∑

x∈Ur

qx · ε ,

Otherwise, if x /∈ Ur, the query is forwarded to Fj , where j = ⌈kx⌉. In this case,
Pr [A′(S, x) = YES] ≤ 2−j ≤ 2−kx and we get that∑

x∈U0∪U2\Ur

qx · Pr [A′(S, x) = YES] ≤
∑

x∈U0\Ur

qx +
∑

x∈U2\Ur

pxε ≤
∑

x∈U0∪U2\Ur

px · ε ,

and similarly,∑
x∈U1∪U4\Ur

qx · Pr [A′(S, x) = YES] ≤
∑

x∈U1\Ur

qx +
∑

x∈U4\Ur

npxqx ≤
∑

x∈U1∪U4\Ur

npxqx .

Finally, we have that∑
x∈U3\Ur

qx · Pr [A′(S, x) = YES] ≤
∑

x∈U3\Ur

qx · ε .

Adding all of these quantities, we obtain the claim. ◀

4.3 Remarks
The filter construction assumes that we know, in advance, whether a class U (j) is frequent
and, if so, what is the value of its corresponding Pj =

∑
x∈U(j) px. This is because we employ

fixed capacity filters which require us to provide an upper bound on the cardinality of the
input set S ∩ U (j) at all points in time. We note that this assumption can be alleviated in
two ways: on one hand, one can employ filters that do not require us to know the size of the
input set in advance [8,42]. This would incur an additional Θ(n log log n) bits in the space
consumption of our filter (operations would remain constant time worst case).

On the other hand, one can estimate Pj for all frequent classes U (j) if we are allowed
to take polylog(n) samples from P before constructing the filter. Specifically, fix j ∈
{1, . . . , ⌈log(1/ε)⌉} and take ℓ = O(log2c n) samples from P . Define Zj to be the number of
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sampled elements that are in U (j). Then, if U (j) is indeed frequent, by the standard Chernoff
bound we get that, whp, Zj > logc n elements and Zj/ℓ is an unbiased estimator for Pj with
the guarantee that Pj = (1 ± O(1/ log(c−1)/2 n)) · Zj/ℓ whp. Note that we can tolerate such
an estimate since we set the maximum capacity of each filter to be Nj = (1+1/ log n) ·nPj . A
similar argument can be used for estimating the lower bound LB(Pn, Q, ε) = n ·

∑
x∈U px · kx

whp. Specifically, by the definition of Pj , we have that

∑
x∈U

px · ⌈kx⌉ =
⌈log(1/ε)⌉∑

j=1
j · Pj .

If U (j) is a frequent class, then by the above argument we have an estimate of its Pj .
Otherwise, we know that Pj < 1/ logc n and, since j ≤ ⌈log(1/ε)⌉ = O(log n), get that∑

j s.t. U(j)∈Ur

j · Pj ≤
∑

j s.t. U(j)∈Ur

⌈log(1/ε)⌉ · 1/ logc n ≤ 1/ logc−2 n ,

which contributes a o(n) term to the lower bound.

5 The Daisy Bloom Filter Analysis

In this section, we analyse the behaviour of the Daisy Bloom filter with the values kx

denoting the number of hash functions that we use to hash x into the array. Let Xi denote
the number of hash functions that are employed when we sample in the ith round, i.e.,
Xi = kx with probability px. Then X =

∑
i Xi denotes the number of locations that are

set in the Bloom filter (where the same location might be set multiple times). Moreover,
EPn

[X] = n ·
∑

x∈U pxkx = LB(Pn, Q, ε), since the {Xi}i are identically distributed. We
then set the length m of the Daisy Bloom filter array to

m ≜ EPn
[X] / ln 2 .

The remainder of this section is dedicated to proving the following statement:

▶ Theorem 12. Assume that Pn and Q satisfy n
∑

x∈U pxqx ≤ ε. Then there exists T ⊆ P(U)
such that S ∈ T with high probability over the randomness of Pn, and for all S ∈ T the Daisy
Bloom Filter is a (Q, ε)-filter for S. The Daisy Bloom filter uses log(e) · LB(Pn, Q, ε) + O(n)
bits and executes all operations in at most ⌈log(1/ε)⌉ time in the worst case.

The sets in T are the sets for which X ≈ EPn [X] = LB(Pn, Q, ε). The reason we constrain
ourselves to these sets, is that if X ≫ LB(Pn, Q, ε) then most bits will be set to 1 which will
make the false positive rate large. We will bound the probability that X ≫ LB(Pn, Q, ε) by
using Bernstein’s inequality and here, the following observation becomes crucial:

▶ Observation 13. For every x ∈ U , kx ≤ log(1/ε).

Proof. For x ∈ U0 ∪ U1, we have that kx = 0 which is clearly less than log(1/ε). For x ∈ U3
we have that kx = log(1/ε) and again the statement holds trivially. For x ∈ U2, we have that
qx ≤ px and so kx = log(1/ε · qx/px) ≤ log(1/ε). For x ∈ U4, we have that px > F/n and so
kx = log(1/(npx)) < log(1/ε). ◀

We are now ready to prove that the random variable X is concentrated around its
expectation.
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▶ Lemma 14. For any δ > 0,

PrPn
[X > (1 + τ) · EPn

[X]] ≤ exp
(

− τ2 ln 2
2(1 + τ/3) · m

log(1/ε)

)
Proof. The random variables {Xi}i are independent and Xi ≤ b ≜ log(1/ε) for all i

by Observation 13. We apply Bernstein’s inequality [22]:

PrPn
[X − EPn

[X] > t] ≤ exp
(

− t2/2
nVarPn

[X1] + bt/3

)
.

Note that VarPn
[Xi] ≤ EPn

[
X2

i

]
≤ b · EPn

[Xi]. Setting t = τ · EPn
[X] = τn · EPn

[X1], we
get that

PrPn
[X > (1 + τ)EPn

[X]] ≤ exp
(

−τ2

2 · n2(EPn [X1])2

nb · EPn
[X1] + τ/3 · nb · EPn

[X1]

)
= exp

(
− τ2

2(1 + τ/3) · nEPn [X1]
b

)
.

The claim follows by noticing that nEPn
[X1] = m ln 2. ◀

We can now prove that as long as X ≤ (1 + 1/(2 log(1/ε))) · EPn [X], the Daisy Bloom
filter is a (Q, 6ε)-filter for S. We consider the fraction ρ of entries in the array that are set
to 0 after we have inserted the elements of the set. We then show that ρ is close to 1/2 with
high probability over the input set and the randomness of the hash functions. Conditioned
on this, we then have that the probability that we make a mistake for x is at most 2−kx+1.
The false positive rate is then derived similarly to that of Lemma 11.

▶ Lemma 15. Assume that Pn and Q satisfy n
∑

x∈U pxqx ≤ ε, and that X ≤ (1 +
1/(2 log(1/ε)))EPn

[X]. Then, whp, the Daisy Bloom filter is a (Q, 6ε)-filter on S.

Proof. Let ρ ∈ [0, 1] denote the fraction of entries in the Daisy Bloom filter that are set to 0
after we have inserted the elements of the set. Recall that the random variable X denotes
the total number of entries that are set in the Bloom filter, including multiplicities. In the
worst case, all the entries to the filter are distinct, and we have X independent chances to
set a specific bit to 1. Therefore

Eh [ρ|X] ≥
(

1 − 1
m

)X

≈ e−X/m = 2−X/EPn [X] .

Moreover, by applying a Chernoff bound for negatively associated random variables, we
have that for any 0 < γ < 1,

PrA

[
ρ ≤ (1 − γ) ·

(
1 − 1

m

)X
∣∣∣∣∣X
]

≤ exp
(

−m

(
1 − 1

m

)X

· γ2/2
)

(2)

We now let Bδ denote the event that
(
1 − 1

m

)X
> (1 − δ) · 1

2 and Bγ the event that
ρ > (1 − γ)

(
1 − 1

m

)X . We then choose 0 < δ < 1 and 0 < γ < 1 such that Bδ and Bδ′ imply
that

ρ ≥ 1 − 21/ log(1/ε) · 1
2 .
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Moreover, for our choices of δ and γ, we have that both Bδ and Bγ |Bδ occur with high
probability.6 We refer the reader to the full version [7] for δ and γ. Conditioned on Bδ and
Bγ , we get that, for an x /∈ S, since kx ≤ log(1/ε),

PrA [A(S, x) = YES|Bδ ∧ Bγ ] = (1 − ρ)kx ≤ 2kx/b · 2−kx ≤ 2 · 2−kx

We bound the false positive rate on each partition. For x ∈ U0, i.e., with qx ≤ Fpx and
kx = 0, we can upper bound the false positive rate as such∑

x∈U0

qx · Pr [A(S, x) = YES|Bδ ∧ Bγ ] ≤
∑

x∈U0

qx ≤
∑

x∈U0

px · ε .

For x ∈ U1 with px > 1/n and kx = 0, we have the following∑
x∈U1

qx · Pr [A(S, x) = YES|Bδ ∧ Bγ ] ≤
∑

x∈U1

qx < n
∑

x∈U1

pxqx .

For x ∈ U2 with kx = log(1/ε · qx/px), we have the following∑
x∈U2

qx · Pr [A(S, x) = YES|Bδ ∧ Bγ ] ≤
∑

x∈U2

qx · 2 · 2−kx =
∑

x∈U2

qx · 2 · px/qx · ε

=
∑

x∈U2

px · 2ε .

For x ∈ U3 with kx = log(1/ε),∑
x∈U3

qx · Pr [A(S, x) = YES|Bδ ∧ Bγ ] ≤
∑

x∈U3

qx · 2ε ≤ 2ε .

For x ∈ U4 with kx = log(1/(npx)),∑
x∈U4

qx · Pr [A(S, x) = YES|Bδ ∧ Bγ ] ≤
∑

x∈U4

qx · 2npx = 2n
∑

x∈U4

pxqx .

For the overall false positive rate, note that the total false positive rate in U0 and U2 is
at most 2ε. Similarly for the false positive rate in U3. For the remaining partitions U1 and
U4, we have that it is at most

2n
∑

x∈U1∪U4

pxqx .

From our assumption, this later term is at most 2ε as well. ◀

Combining the above with Lemma 14 we get that with probability 1 − exp
(

− m
Θ(log3(1/ε))

)
over the randomness of the input set, the Daisy Bloom filter is a (Q, 6ε)-filter for S. This is
exactly the statement of Theorem 12.

6 We implicitly assume here that 21/ log(1/ε)· ≤ 2, i.e., ε ≤ 1/2. Notice that this does not affect the overall
result, since the false positive rate we obtain is 5 · ε.
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Abstract
We study the bin covering problem where a multiset of items from a fixed set S ⊆ (0, 1] must be
split into disjoint subsets while maximizing the number of subsets whose contents sum to at least 1.
We focus on the online discrete variant, where S is finite, and items arrive sequentially. In the purely
online setting, we show that the competitive ratios of best deterministic (and randomized) algorithms
converge to 1

2 for large S, similar to the continuous setting. Therefore, we consider the problem under
the prediction setting, where algorithms may access a vector of frequencies predicting the frequency
of items of each size in the instance. In this setting, we introduce a family of online algorithms that
perform near-optimally when the predictions are correct. Further, we introduce a second family
of more robust algorithms that presents a tradeoff between the performance guarantees when the
predictions are perfect and when predictions are adversarial. Finally, we consider a stochastic setting
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1 Introduction

Bin Covering is a classical NP-complete [5] optimization problem where the input is a
multiset of items, each with a size between 0 and 1. The objective is to split the items into
disjoint subsets, called bins, while maximizing the number of bins whose contents sum to at
least 1 [22]. The problem is often considered a dual to the bin packing problem, which asks
for minimizing the number of bins, subject to each bin having a sum of at most 1.

In the online setting [18, 14, 5], items arrive one by one, and whenever an item arrives,
an algorithm has to irrevocably place the item in an existing bin or open a new bin to place
the item in. The existing results mostly consider a continuous setting in which items take
any real value from (0, 1], and it is well known that a simple greedy strategy, Dual-Next-Fit
(dnf), achieves an optimal competitive ratio of 1

2 [5].
In this paper, we consider a discrete variant of Online Bin Covering, where item sizes

belong to a finite, known set S ⊆ (0, 1]. We abbreviate this problem by DBCS . The special
case when S = { i

k | i = 1, . . . , k} has been studied in the previous work. For example, Csirik,
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10:2 Online Bin Covering with Frequency Predictions

Johnson, and Kenyon [15] developed online algorithms with good average-case performance
based on the Sum of Squares algorithm for Online Discrete Bin Packing [17, 16]. In this
paper, we study a more general setting where S may be any finite subset of (0, 1].

For measuring and comparing the quality of online algorithms for the DBCS problem, we
rely on the classical competitive analysis framework [9, 23], where one measures the quality
of an online algorithm by comparing the performance of the algorithm to the performance of
an optimal offline algorithm optimizing for the best worst-case guarantee.

1.1 Previous Work

The possibilities for creating algorithms for Online Bin Covering are well-studied. In the
continuous setting, where items can take any size in (0, 1], Assmann et al. [5] proved that
dnf is 1

2 -competitive, and Csirik and Totik [18] presented an impossibility result showing
that this is best possible. Later, Epstein [20] proved that the same impossibility result holds
for randomized algorithms as well. Online Bin Covering has been studied under the advice
setting [10, 12], where algorithms can access an advice tape that has encoded information
about the input sequence. The aim is to determine how much additional information,
measured by the number of bits needed to encode the information, is necessary and sufficient
to achieve a certain competitive ratio and how well algorithms can perform when they are
given a certain amount of information. For example, it is known that Θ(log log n) bits of
advice are necessary and sufficient to achieve algorithms with a competitive ratio strictly
better than 1

2 [10], and that O(b + log(n)) bits is sufficient to create an asymptotically
2
3 -competitive algorithm [12], where b is the number of bits needed to encode a rational value.

In recent years, developments in machine learning have inspired questions about how
online algorithms may benefit from machine-learned advice [24, 25], commonly referred to as
predictions. Unlike the advice model, the predictions may be erroneous or even adversarial.
Online algorithms with predictions is a rapidly growing field (see, e.g., [1]) that aims at
deriving online algorithms that provide a tradeoff between consistency and robustness. The
consistency of an online algorithm refers to its competitive ratio when predictions are error-
free; ideally, the consistency of an algorithm is 1 or close to 1. On the other hand, robustness
refers to the competitive ratio assuming adversarial predictions; ideally, the robustness of
an algorithm is close to the competitive ratio of the best purely online algorithm (with no
prediction). These ideal cases, however, are not always realizable simultaneously, and one
often settle for a consistency/robustness trade-off [25, 2, 27, 11, 3], giving explicit bounds on
an algorithm’s consistency as a function of its robustness, and vice versa.

To the authors’ knowledge, no previous work on Bin Covering with predictions exists. The
related Bin Packing problem, however, is previously studied under the prediction setting [4, 2].

1.2 Contribution

Our contributions for DBCS can be summarized as follows. Throughout, we let k = |S|.
In the continuous setting, where items take any real value in (0, 1], no improvements in
the competitive ratio can be achieved via predictions that are of size independent of input
length, even if the predictions are error-free. This follows from a result of [10] that states
any algorithm with an advice of size o(log log n) is no better than 1

2 -competitive. Due to
this negative result, we relax the problem and assume items come from a fixed, finite set.
This relaxed setting is also studied for the related bin packing problem [4].
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Purely online setting. We establish the following result on purely online algorithms for
DBCFk

, where Fk = { i
k | i = 1, 2, . . . , k}, based on ideas from [18] and [20] (all missing

proofs can be found in the full paper [8]).

▶ Theorem 1. Let Alg be any deterministic or randomized online algorithm for DBCFk
,

with k ⩾ 5. Then, Alg’s competitive ratio is at most 1
2 + 1

Hk−1
, where Hk−1 =

∑k−1
i=1

1
i .

A consequence of Theorem 1 is the well-known fact [18, 20] that the competitive ratio of
any deterministic or randomized algorithm for Online Bin Covering is at most 1

2 . This shows
that Online Bin Covering is still a hard problem, even after discretization.

Prediction setting. We study DBCS , where predictions concerning the frequency of item
sizes are available. We start with an impossibility result that establishes a consistency/robust-
ness tradeoff for this prediction scheme (Theorem 2). We then present an online algorithm,
named Group Covering, which is near-optimal when the predictions are error-free, for all finite
sets S ⊆ (0, 1] (Theorem 5). Further, we create a family of hybrid algorithms that accepts a
parameter λ, quantifying one’s trust in the predictions. We establish a consistency/robustness
tradeoff that bounds the consistency and robustness of these hybrid algorithms as a function
of λ (Theorems 9 and 10).

Stochastic setting. Motivated by the work of Csirik, Johnson, and Kenyon [15], we study
the purely online problem under a stochastic setting, where item sizes follow an unknown
distribution. Unlike [15], which assumes items are of sizes i

k , for i = 1, 2, . . . , k, we do not
make any assumption about input set S. We use a PAC-learning bound [13, 26] to create a
family of online algorithms without predictions, whose expected performance ratio [15] is
near-optimal with high probability, for any finite set S, and any unknown distribution D of
S (Theorem 12).

2 Preliminaries

2.1 Online Discrete Bin Covering
Fix a finite set S = {s1, s2, . . . , sk} ⊆ (0, 1]. An instance for S-Discrete Bin Covering is a
sequence σ = ⟨a1, a2, . . . , an⟩ of items, where ai ∈ S, for i ∈ [n]. The task of an algorithm
Alg is to place the items in σ into bins B1, B2, . . . , Bt, maximizing the number of bins, B,
for which

∑
a∈B a ⩾ 1. For any bin, B, we call lev(B) =

∑
a′∈B a′ the level of B. We assume

that algorithms are aware of S. In the online setting, the items are presented one-by-one to
Alg, and upon receiving an item a, Alg has to place a in a bin. This decision is irrevocable.
We abbreviate Online S-Discrete Bin Covering by DBCS . Throughout, we assume that
k ⩾ 2, and we set Fk =

{
i
k | for i = 1, 2, . . . , k

}
, and abbreviate DBCFk

by DBCk.

2.2 Performance Measures
Given an online maximization problem, Π, an online algorithm, Alg, for Π, and an instance,
σ, of Π, we let Alg[σ] be Alg’s solution on instance σ and Alg(σ) be the profit of Alg[σ].
If Alg is deterministic, then the competitive ratio of Alg is

crAlg = sup{c ∈ (0, 1] | ∃b > 0: ∀σ : Alg(σ) ⩾ c ·Opt(σ)− b},

where Opt is an offline optimal algorithm for Π. Further, Alg is c-competitive if c ⩽ crAlg.

SWAT 2024



10:4 Online Bin Covering with Frequency Predictions

For a fixed finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], and a fixed (unknown) distribution D

of S, the asymptotic expected ratio [19, 15] of an online algorithm, Alg, is

er∞
Alg(D) = lim inf

n→∞
ED

[
Alg(σn(D))
Opt(σn(D))

]
, (1)

where σn(D) is a sequence of n independent identically distributed random variables, σn(D) =
⟨X1, X2, . . . , Xn⟩1, where Xi ∼ D, for all i = 1, 2, . . . , n.

When an algorithm, Alg, has access to predictions, the consistency of Alg, and the
robustness of Alg, is Alg’s competitive ratio when the predictions are error-free and
adversarial, respectively. Throughout, we let [n] = {1, 2, . . . , n}.

3 Predictions Setting

In this section, we assume that algorithms are given a frequency prediction, which, for a fixed
instance σ, and each item si ∈ S, predicts what fraction of items in σ are of size si.

Formally, given a finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], and an instance, σ, of DBCS , we
let nσ

i be the number of items of size si in σ, nσ be the number of items in σ, and fσ
i = nσ

i

nσ .
We call fσ

i the frequency of items of size si in σ, and set fσ = (fσ
1 , fσ

2 , . . . , fσ
k ). When there

can be no confusion, we abbreviate nσ
i , nσ, fσ

i , and fσ, by ni, n, fi, and f , respectively.
Throughout, we abbreviate Online S-Discrete Bin Covering with Frequency Predictions

by DBCF
S . An instance for DBCF

S is a tuple (σ, f̂) consisting of a sequence of items, σ, and
a vector of predicted frequencies f̂ =

(
f̂1, f̂2, . . . , f̂k

)
.

It is well-known that probabilities in discrete distributions are PAC-learnable, as shown
in [13]. That is, there exists a polynomial-time algorithm that learns the probabilities in
discrete distributions to arbitrary precision with a confidence that is arbitrarily close to 1,
given sufficiently many random samples (see [26] for a formal definition of PAC-learnability).
This makes frequency predictions easily attainable when historical data is available.

3.1 A Consistency-Robustness Trade-Off for DBCF
k

In the following, by a wasteful algorithm, we mean an algorithm that sometimes places an
item, a, in a bin, B, for which lev(B) ⩾ 1 before a was placed in B. Any wasteful algorithm
can be trivially converted to an equally good (possibly better) algorithm that avoids placing
items into already-covered bins. Therefore, in what follows, we assume that all algorithms,
including Opt, are non-wasteful.

▶ Theorem 2. Any (1−α)-consistent deterministic algorithm for DBCF
k is at most 2α-robust.

Proof. Let Alg be any deterministic online algorithm for DBCF
k . Consider the instance

(σn
1 , f̂), with f̂ = (f̂1, f̂2, . . . , f̂k), where

σn
1 =

〈〈
k − 1

k

〉n

,

〈
1
k

〉n〉
and f̂i =

{
1
2 , if si ∈

{ 1
k , k−1

k

}
0, otherwise.

Clearly, f̂ is a perfect prediction for σn
1 , and Opt(σn

1 ) = n. Hence, by the consistency of
Alg, there exists a constant b, such that

Alg(σn
1 , f̂) ⩾ (1− α) ·Opt(σn

1 )− b = (1− α) · n− b. (2)

1 The particular choice of notation for Xi’s is due to the items being random variables.
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Let Bi, for i = 1, 2, be the collection of bins that Alg places i items of size k−1
k in. Then,

Alg(σn
1 , f̂) ⩽ |B1|+ |B2|+ n−|B1|

k . Since Alg is non-wasteful, n = |B1|+ 2 · |B2|, and so, by
Equation (2), we have that (1− α) · (|B1|+ 2 · |B2|)− b ⩽ |B1|+ (k+2)·|B2|

k , which implies

n ·
(
1− 2 · α− 2

k

)
− 2 · b

1− 2
k

⩽ |B1| . (3)

Hence, since Alg is (1 − α)-consistent, it has created at least n·(1−2·α− 2
k )−2·b

1− 2
k

bins that
contain exactly one item of size k−1

k after processing the first n items.
Next, consider the instance (σn

2 , f̂), with imperfect predictions, where σn
2 =

〈
k−1

k

〉n
.

Since the first n requests of σn
1 and σn

2 are identical, Alg cannot distinguish the instances
(σn

1 , f̂) and (σn
2 , f̂) until it has seen the first n items. Hence, since Alg is deterministic, it

distributes the first n items identically on the two instances. Given that n = |B1|+ 2 · |B2|,
Equation (3) implies that

Alg(σn
2 , f̂) ⩽ |B2| =

n− |B1|
2 ⩽

1
2 ·
(

n−
n
(
1− 2 · α− 2

k

)
− 2 · b

1− 2
k

)
= 2 · n · α + 2 · b

2− 4
k

.

Since Opt(σn
2 ) = n

2 , then, for all n ∈ Z+, Alg(σn
2 ,f̂)

Opt(σn
2 ) ⩽

2·n·α+2·b

2− 4
k

n
2

= 4·n·α+4·b
n·(2− 4

k ) ⩽ 2 · α− 2·b
n , and

thus Alg is at most 2 · α-robust. ◀

Note that the impossibility result of Theorem 2 holds even for the special case of S = Fk.
In fact, since we only use items from { 1

k , k−1
k } in input sequences of the proof, Theorem 2

can be stated for all finite sets S ⊆ (0, 1], for which { 1
k , k−1

k } ⊆ S.

3.2 A Near-Optimally Consistent Algorithm for DBCF
S

In this section, inspired by the Profile Packing algorithm from [4], we present a family of
algorithms named Group Covering, parameterized by a parameter, ε, that receives frequency
predictions, and outputs a (1−ε)-approximation of the optimal solution, assuming predictions
are error-free. In other words, the algorithm achieves a consistency that is arbitrarily close to
optimal. For a fixed ε > 0, we let GCε be the Group Covering algorithm with parameter ε.

The Strategy of Group Covering

Fix a finite set S = {s1, s2, . . . , sk} ⊆ (0, 1]. A non-wasteful bin type is an ordered l-tuple
(a1, a2, . . . , al) of items, with l ⩾ 1 and ai ∈ S, for all i ∈ [l], such that a1 was placed in the
bin first, then a2, and so on, and such that

∑l−1
i=1 ai < 1. Observe that this definition implies

an ordering of the items in bin types, which is essential for our purpose. For example, the
bin type (1/2, 1/2, ε) is wasteful, as the bin is already covered after placing the second item
of size 1/2, but the bin type (1/2, ε, 1/2) is non-wasteful, as removing the top item will make
the bin no longer covered. Note that non-covered bins are also constitute a non-wasteful bin
type. We let TS denote the collection of all possible non-wasteful bin types given S, and set
τS = |TS | and tmax = maxt∈TS

{|t|}. For example, if S =
{ 1

k , k−1
k

}
then,

TS =


1

k
,

1
k

, . . . ,
1
k︸ ︷︷ ︸

i times

 | i ∈ [k]

 ∪

1

k
,

1
k

, . . . ,
1
k︸ ︷︷ ︸

i times

,
k − 1

k

 | i ∈ [k − 1]

 ∪
{(

k − 1
k

)
,

(
k − 1

k
,

1
k

)
,

(
k − 1

k
,

k − 1
k

)}
,

τS = 2k + 2, and tmax = k.
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10:6 Online Bin Covering with Frequency Predictions

Given an instance of DBCF
S , (σ, f̂), GCε works as follows. In its initialization phase

(before any item is placed), it creates an optimal solution to the following multiset, σsub,
created based on S = {s1, s2, . . . , sk} ⊆ (0, 1] (which it knows) and the frequency prediction:

σsub = ⟨⌊f̂1 ·mk,ε⌋, ⌊f̂2 ·mk,ε⌋, . . . , ⌊f̂k ·mk,ε⌋⟩,

where mk,ε = mε + k, and mε = ⌈3 · τS · tmax · ε−1⌉. In this optimal solution, we maintain a
placeholder of size a for any item a ∈ σsub. A placeholder of size a is a virtual item of size a,
which reserves space for an item of size a. We let Pf̂ ,ε be the copy of Opt[σsub] containing
placeholders. To finish the initialization, GCε opens the first group, G1

f̂ ,ε
; a copy of Pf̂ ,ε.

When an item, a, arrives, GCε searches for a placeholder of size a in the open groups,
searching in G1

f̂ ,ε
first, then G2

f̂ ,ε
second, and so on. If such a placeholder exists, GCε replaces

the placeholder with a. If no such placeholder exists, GCε checks whether Pf̂ ,ε contains such
a placeholder, by checking whether a ∈ σsub. If so, then GCε opens a new group, G i

f̂ ,ε
, i.e. a

new copy of Pf̂ ,ε, and it replaces a newly created placeholder with a. Otherwise, GCε places
a in an extra-bin using dnf. Extra bins are reserved for items that GCε did not expect to
receive any of (items whose predicted frequency is 0 and thus are not in σsub). Pseudocode
for GCε are given in Algorithm 1.

Analysis of GCε

We say that a group, G i
f̂ ,ε

, is completed if all its placeholders have been replaced by items,
and let gε be the number of groups that GCε completes. Recall that, by construction, GCε

first completes G1
f̂ ,ε

, then G2
f̂ ,ε

, and so on.

▶ Lemma 3. Fix any finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], any ε ∈ (0, 1), and any instance
(σ, f̂) for DBCF

S , with f̂ = f . Then,
⌊

n
mk,ε

⌋
⩽ gε ⩽

⌊
n

mε

⌋
.

Throughout, we let p(N) be the profit of a solution N for an input σ. Observe that
p
(

G1
f̂ ,ε

)
= p

(
G i

f̂ ,ε

)
, for all i ∈ [gε], i.e. all completed groups have the same profit.

▶ Lemma 4. Fix any set S = {s1, s2, . . . , sk} ⊆ (0, 1], any ε ∈ (0, 1), and any instance,
(σ, f̂), for DBCF

S , with f̂ = f and nσ > m2
k,ε + mk,ε. Then, gε ·p

(
G1

f̂ ,ε

)
⩾ (1− ε) ·Opt(σ).

Proof. We show this by creating a solution, N , based on Opt[σ], such that
(i) p(N) ⩾

(
1− ε

3
)
·Opt(σ), and

(ii) gε · p
(

G1
f̂ ,ε

)
⩾
(
1− 2·ε

3
)
· p(N).

Since ε ∈ (0, 1), it suffices to prove (i) and (ii), because (i) and (ii) imply that

gε · p
(

G1
f̂ ,ε

)
⩾

(
1− 2 · ε

3

)
·
(

1− ε

3

)
·Opt(σ) ⩾ (1− ε) ·Opt(σ).

Construction of N . Initially, let N be a copy of Opt[σ]. Since Opt is non-wasteful, all
bins in Opt[σ] are filled according to non-wasteful bin types. For each non-wasteful bin type
t ∈ TS , remove between 0 and gε − 1 bins of type t from N , such that the number of bins of
type t becomes divisible by gε.

Proof of (i). Since Opt(σ) ⩾ nσ

tmax
, Lemma 3 implies that

p(N) ⩾ Opt(σ)− (gε − 1) · τS ⩾ Opt(σ)− nσ

mε
· τS

⩾ Opt(σ)−Opt(σ) · τS · tmax

mε
⩾
(

1− ε

3

)
·Opt(σ).
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Algorithm 1 GCε.

1: Input: a DBCF
S -instance. (σ, f̂)

2: j, l← 1
3: Compute τS , tmax, and k = |S|
4: mε ← ⌈3 · τS · tmax · ε−1⌉
5: mk,ε ← mε + k

6: σsub ← ⟨⌊f̂1 ·mk,ε⌋, ⌊f̂2 ·mk,ε⌋, . . . , ⌊f̂k ·mk,ε⌋⟩
7: Pf̂ ,ε ← ∅
8: for all B ∈ Opt[σsub] do
9: B′ ← ∅ ▷ Create a new empty bin

10: for all a ∈ B do
11: B′ ← B′ ∪ {pa} ▷ Add a placeholder of size a to B′

12: Pf̂ ,ε ← Pf̂ ,ε ∪B′ ▷ Add a copy of B containing placeholders to Pf̂ ,ε

13: G1
f̂ ,ε
← Pf̂ ,ε ▷ Open the first group

14: while receiving items, a, do
15: not_placed← true ▷ Marks whether a still has to be placed
16: for i = 1, 2, . . . , l do ▷ Go through open groups chronologically
17: if not_placed then ▷ To avoid trying to place a multiple times
18: if ∃B ∈ G i

f̂ ,ε
: pa ∈ B then ▷ Search for pa in G i

f̂ ,ε

19: B ← B \ {pa} ∪ {a} ▷ Swap out placeholder, pa, for a

20: not_placed← false ▷ a has been placed in a bin
21: if not_placed then ▷ Checking whether a has been placed
22: if ⌊f̂a ·mk,ε⌋ ̸= 0 then ▷ Checking whether a ∈ σsub
23: l← l + 1
24: G l

f̂ ,ε
← Opt[σsub] ▷ Open a new group

25: Determine B ∈ G l
f̂ ,ε

such that pa ∈ B, and B ← B \ {pa} ∪ {a}
26: else ▷ a ̸∈ σsub
27: BE

j ← BE
j ∪ {a} ▷ Place a in a extra bin using dnf

28: if lev(BE
j ) ⩾ 1 then

29: j ← j + 1
30: BE

j ← ∅

Proof of (ii). Since the number of occurrences of each bin type in N is divisible by gε, we
may consider N as gε identical copies of a smaller covering N . Since we do not add any
items when creating N , and thus N , we have nN

i ⩽
⌊

nσ
i

gε

⌋
, for all i ∈ [k], where nN

i denotes
the number of items of size i in N . Then, for all i ∈ [k], we can write

nN
i ⩽

⌊
nσ

i

gε

⌋
⩽

 nσ
i⌊

nσ

mk,ε

⌋
 ⩽

⌊
nσ

i
nσ

mk,ε
− 1

⌋
=
⌊

nσ
i

nσ−mk,ε

mk,ε

⌋
=
⌊

nσ
i ·

mk,ε

nσ −mk,ε

⌋
.

Given that mk,ε

nσ−mk,ε
= mk,ε

nσ + m2
k,ε

nσ·(nσ−mk,ε) , and that nσ > m2
k,ε + mk,ε, we may conclude

nN
i ⩽

⌊
nσ

i ·mk,ε

nσ
+

m2
k,ε

nσ −mk,ε

⌋
⩽

⌊
nσ

i ·mk,ε

nσ

⌋
+ 1 = ⌊fi ·mk,ε⌋+ 1.

Hence, N contains at most one more item of size si than Gj

f̂ ,ε
, for all i ∈ [k], and all

j ∈ [gε]. Then, for all j ∈ [gε], the following holds:
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10:8 Online Bin Covering with Frequency Predictions

p
(

Gj

f̂ ,ε

)
⩾ p

(
N
)
− k. (4)

Next, we devise a lower bound for p
(
N
)
. Since Opt(σ) ⩾ nσ

tmax
,

p
(
N
)

= p(N)
gε

⩾

(
1− ε

3
)
·Opt(σ)
gε

⩾

(
1− ε

3
)
· nσ

tmax · gε
⩾

(
1− ε

3
)
· nσ

tmax · nσ

mε

=
(
1− ε

3
)
·mε

tmax
⩾

(
1− ε

3
)
· 3·τS ·tmax

ε

tmax
⩾

(
1− ε

3
)
· 3 · τS

ε
⩾

(
1− ε

3
)
· k

ε
3

.

Hence, k ⩽
ε
3 ·p(N)

1− ε
3

, and so, by Equation (4), p
(

Gj

f̂ ,ε

)
⩾ p

(
N
)
−

ε
3 ·p(N)

1− ε
3

⩾
(
1− 2·ε

3
)
·p
(
N
)
.

Since p(N) = gε · p
(
N
)

and p
(

Gj

f̂ ,ε

)
= p

(
G1

f̂ ,ε

)
, for all j ∈ [gε], we conclude

gε · p
(

G1
f̂ ,ε

)
⩾ gε ·

(
1− 2·ε

3
)
· p
(
N
)

=
(
1− 2·ε

3
)
· p(N), which establishes (ii). ◀

Given Lemma 4, it is straightforward to deduce the following theorem, which is the main
result of this section.

▶ Theorem 5. For any set S = {s1, s2, . . . , sk} ⊆ (0, 1], and any ε ∈ (0, 1), there exists
a constant, b, such that for all instances (σ, f̂), with f = f̂ , it holds that GCε(σ, f̂) ⩾
(1− ε) ·Opt(σ)− b. That is, GCε is a (1− ε)-consistent algorithm for DBCF

S .

While the above theorem shows that GCε is almost optimally consistent, the same cannot
be said about its robustness. Consider the instance (σn, f̂) where σn =

〈 1
k

〉n and f̂ predicts
that half of the items are of size 1

k , and half of the items are of size k−1
k , a wrong prediction

for σn. Based on the predictions f̂ , GCε creates
⌊mk,ε

2
⌋

bins that contain placeholders for
one item of size 1

k , and one item of size k−1
k . Since no item of size k−1

k appears in the input,
GCε never covers a bin, and since Opt(σn) =

⌊
n
k

⌋
, GCε is not robust. In the next section,

we introduce a strategy for improving the robustness of GCε.

3.3 Robustifying GCε

For each purely online algorithm, Alg (e.g. dnf), we create a family of hybrid algorithms
that combines GCε with Alg to improve the robustness of GCε. Formally, for any algorithm,
Alg, we create the family {Hybλ,ε

Alg}λ,ε, of hybrid algorithms, parametrized by ε ∈ (0, 1)
and a trust level, λ ∈ Q+. Throughout, we assume that λ is given as a fraction, λ = κ

ℓ , for
some κ ∈ N and ℓ ∈ Z+. For any item a ∈ S, Hybλ,ε

Alg maintains a counter for the number of
items of size a in the input observed so far. Upon receiving an item a, Hybλ,ε

Alg counts the
number of occurrences of a, denoted ca, and if ca (mod ℓ) ⩽ ℓ− κ− 1, it uses Alg to place
a in a bin that only Alg places items into, and otherwise, it uses GCε to place a in a bin
that only GCε places items into. The pseudo-code for Hybλ,ε

Alg is given in Algorithm 2.
For the analysis of Hybλ,ε

Alg, we associate, to any instance σ of DBCS , a (ℓ + 1)-tuple,
(σ1, σ2, . . . , σℓ, σe) called the ℓ-splitting of σ, which is created as follows. Process the items
one-by-one, in the order they appear in σ; when processing an item a, place it in σi+1
if ca (mod ℓ) ≡ i, where ca is the number of items of size a previously recorded. After
processing all items in σ, we compute the number of items of size si, for any si ∈ S, in each
σj , for all i ∈ [k] and all j ∈ [ℓ]. If there are equally many items of size si in all σj , we are
done. If, on the other hand, there exists some i ∈ [k] and some j ∈ [ℓ] such that σ1, σ2, . . . , σj

contains one more item of size si than σj+1, σj+2, . . . , σℓ, then we remove one item of size
si from all of σ1, σ2, . . . , σj , and place it in σe instead. The pseudo-code for this process is
given in the full paper [8].
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Algorithm 2 Hybλ,ε
Alg.

1: Input: An instance for DBCF
S , (σ, f̂)

2: Determine κ, ℓ ∈ Z+ such that λ = κ
ℓ

3: Run Lines 2-13 of GCε (see Algorithm 1), given the prediction f̂

4: Run initialization part of Alg, if such exists
5: for all i ∈ [k] do
6: csi

← 0
7: while receiving items, a, do
8: j ← ca (mod ℓ) ▷ a ∈ σj+1
9: if j ⩽ ℓ− κ− 1 then

10: Ask Alg to place a

11: else ▷ ℓ− κ ⩽ j ⩽ ℓ− 1
12: Ask GCε to place a ▷ See Lines 14-30 in Algorithm 1
13: ca ← ca + 1

By construction, the ℓ-splitting of σ decomposes σ into ℓ smaller instances, σi for i ∈ [ℓ],
that all contain the same multiset of items, but possibly in different orders, and an excess
instance σe, which contain the remaining items from σ. By construction, nσe ⩽ (ℓ− 1) · k.

Bounding the Performance of the Optimal Packing

In what follows, we present an upper bound for the number of bins covered by Opt.
Throughout, given ℓ instances, σ1, σ2, . . . , σℓ, we set

⋃ℓ
i=1 σi = ⟨σ1, σ2, . . . , σℓ⟩.

▶ Observation 6. Let σ1, σ2, . . . , σℓ be any instances for DBCS, then
∑ℓ

i=1 Opt(σi) ⩽

Opt
(⋃ℓ

i=1 σi

)
.

▶ Lemma 7. Let S = {s1, s2, . . . , sk} ⊆ (0, 1] be any finite set, let σ by any instance of
DBCS, and let (σ1, σ2, . . . , σℓ, σe) be the ℓ-splitting of σ. Then, Opt(σ) ⩽

∑ℓ
i=1 Opt(σi) +

(ℓ− 1) · (k + τS).

Proof. We split this proof into two parts, by showing that
(i) Opt

(⋃ℓ
i=1 σi

)
⩽
∑ℓ

i=1 Opt(σi) + (ℓ− 1) · τS , and

(ii) Opt(σ) ⩽ Opt
(⋃ℓ

i=1 σi

)
+ (ℓ− 1) · k.

Proof of (i). We use a similar strategy as in the proof of Theorem 5. To this end, let N be
the solution obtained by removing at most ℓ − 1 bins of each non-wasteful bin type from
a copy of Opt

[⋃ℓ
i=1 σi

]
(recall that Opt is non-wasteful) such that the number of each

bin type in N is divisible by ℓ. Then, p(N) ⩾ Opt
(⋃ℓ

i=1 σi

)
− (ℓ − 1) · τS . Therefore, it

suffices to compare the profit of
⋃ℓ

i=1 Opt[σi] to p(N). Since σ1, σ2, . . . , σℓ all contain the
same multiset of items (but possibly in a different order), it holds that Opt(σi) = Opt(σj),
for all i, j ∈ [ℓ]. Further, by construction, N is the union of ℓ identical smaller coverings, N ,
for which nN

i ⩽ nσi
i , for all i ∈ [k]. Therefore, Opt(σi) ⩾ p

(
N
)
, for all i ∈ [k], and we can

write
∑ℓ

i=1 Opt(σi) = ℓ ·Opt(σ1) ⩾ ℓ · p
(
N
)

= p(N), which completes the proof of (i).

Proof of (ii). Since nσe ⩽ (ℓ− 1) · k, we can write Opt
(⋃ℓ

i=1 σi

)
⩾ Opt(σ)− (ℓ− 1) · k.

Adding (ℓ− 1) · k to both sides establishes (ii) and thus completes the proof. ◀
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A Bound on the Performance of GCε

We compare the number of bins covered by GCε on a subset of the instances in the ℓ-splitting
of an instance, σ, to that of Opt on σ. To this end, observe that if σ is a DBCS-instance,
where S = {s1, s2, . . . , sk} ⊆ (0, 1], and (σ1, σ2, . . . , σℓ, σe) is the ℓ-splitting of σ, then
nσi

j =
⌊

nσ
j

ℓ

⌋
, for all j ∈ [k] and all i ∈ [ℓ].

▶ Lemma 8. Fix any set S = {s1, s2, . . . , sk} ⊆ (0, 1], any ε ∈ (0, 1), and any instance
(σ, f̂) of DBCS, for which f = f̂ , and let (σ1, σ2, . . . , σℓ, σe) be the ℓ-splitting of σ, for
some ℓ ∈ Z+. Then, for any j ∈ Z+, with j ⩽ ℓ, there exists a constant b such that
GCε

((⋃ℓ
i=ℓ−j+1 σi

)
, f̂
)
⩾ j·(1−ε)·Opt(σ)

ℓ − b.

Proof. Let σ̃j =
⋃ℓ

i=ℓ−j+1 σi, and set b = m2
k,ε + mk,ε + k · ℓ. If nσ ⩽ b, the right-hand side

is non-positive, and the left-hand side is non-negative, and the lemma’s statement follows.
Hence, assume that nσ > b. Let C = GCε[σ, f̂ ], and let gε be the number of groups, G i

f̂ ,ε
,

that GCε completes on instance (σ, f̂). By Lemma 4, we have gε ·p
(

G1
f̂ ,ε

)
⩾ (1−ε) ·Opt(σ).

Since G i
f̂ ,ε

is only dependent on ε, S, and f̂ , GCε creates the same groups, G i
f̂ ,ε

, on instance
(σ, f̂) as on instance (σ̃j , f̂). In the following, we prove a lower bound for the number of
groups that GCε completes on instance (σ̃j , f̂), as a function of gε.

Since C completely covers gε copies of G i
f̂ ,ε

, then nσ
i ⩾ gε · ⌊fσ

i · mk,ε⌋ for all i ∈ [k].

Moreover, given that each σi contains exactly
⌊

nσ
i

ℓ

⌋
items of size si, we have

n
σ̃j

i ⩾ j ·
⌊

nσ
i

ℓ

⌋
⩾

j · nσ
i

ℓ
− j ⩾

j · gε

ℓ
· ⌊fσ

i ·mk,ε⌋ − j ⩾

⌊
j · gε

ℓ

⌋
· ⌊fσ

i ·mk,ε⌋ − j.

This implies that, GCε fills in all placeholders for items of size si in
⌊

j·gε

ℓ

⌋
groups, except at

most j, on instance (σ̃j , f̂), for all i ∈ [k]. Hence,

GCε(σ̃j , f̂) ⩾
⌊

j · gε

ℓ

⌋
· p
(

G i
f̂ ,ε

)
− k · j ⩾

(
j · gε

ℓ
− 1
)
· p
(

G i
f̂ ,ε

)
− k · j.

Since p
(

G i
f̂ ,ε

)
⩽ mk,ε, we conclude the following, which completes the proof:

GCε(σ̃j , f̂) ⩾ j · gε

ℓ
· p
(

G i
f̂ ,ε

)
− k · j −mk,ε ⩾

j · (1− ε) ·Opt(σ)
ℓ

− b. ◀

A Trust-Parametrized Family of Hybrid Algorithms

In what follows, we wrap up the analysis of Hybλ,ε
Alg by stating and proving the main results

of this section. By construction, Hybλ,ε
Alg (see Algorithm 2) distributes the items that arrive

between GCε and Alg in a way determined by λ. Whenever λ becomes close to 1, Hybλ,ε
Alg

assigns a larger fraction of items to GCε, and when λ gets close to 0, Hybλ,ε
Alg assigns more

items to Alg. In particular, Hyb1,ε
Alg = GCε, and Hyb0,ε

Alg = Alg. Clearly, Hybλ,ε
Alg cannot

create a perfect ℓ-splitting online, since it cannot correctly identify the items that are placed
in σe. It can, however, get sufficiently close.

▶ Theorem 9. For any finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], any purely online DBCF
S -

algorithm, Alg, any c ⩽ crAlg, any ε ∈ (0, 1), and any λ ∈ Q+, there exists a constant
b ∈ Z+, such that for all instances (σ, f̂), the following holds, assuming f = f̂ :

Hybλ,ε
Alg(σ, f̂) ⩾ (λ · (1− ε) + (1− λ) · c) ·Opt(σ)− b.
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Proof. Let bAlg be the additive constant of Alg, bGCε = m2
k,ε + mk,ε + k · ℓ. Then, we set

b = bAlg + bGCε
+ (ℓ − 1) · (k + τS). If nσ ⩽ b, the result follows trivially. Hence, assume

that nσ > b.
Let (σ1, σ2, . . . , σℓ, σe) be the ℓ-splitting of σ, and let σAlg

e and σGCε
e be the collection of

instances from σe that Alg and GCε receive, respectively. Then, by definition of Hybλ,ε
Alg,

Hybλ,ε
Alg[σ, f̂ ] = Alg

[(
ℓ−κ⋃
i=1

σi

)
∪ σAlg

e

]
∪GCε

[(
ℓ⋃

i=ℓ−κ+1
σi

)
∪ σGCε

e , f̂

]

⩾ Alg
(

ℓ−κ⋃
i=1

σi

)
+ GCε

((
ℓ⋃

i=ℓ−κ+1
σi

)
, f̂

)
.

Set b′ = bAlg + bGCε
. Then, by c-competitiveness of Alg and Lemma 8, we can write

Hybλ,ε
Alg(σ, f̂) ⩾ c ·Opt

(
ℓ−κ⋃
i=1

σi

)
+ λ · (1− ε) ·Opt(σ)− b′.

Since Opt(σi) = Opt(σj) for all i, j ∈ [ℓ] then, by Observation 6, we have
∑ℓ−κ

i=1 Opt(σi) ⩽
Opt

(⋃ℓ−κ
i=1 σi

)
. Therefore, from the above inequality, we can conclude

Hybλ,ε
Alg(σ, f̂) ⩾ c ·

(
ℓ−κ∑
i=1

Opt(σi)
)

+ λ · (1− ε) ·Opt(σ)− b′

= (1− λ) · c ·
(

ℓ∑
i=1

Opt(σi)
)

+ λ · (1− ε) ·Opt(σ)− b′.

Combining Lemma 7 and the above bound for Hybλ,ε
Alg(σ, f̂), we can conclude the following,

which completes the proof:

Hybλ,ε
Alg(σ, f̂) ⩾ (1− λ) · c · (Opt(σ)− (ℓ− 1) · (k + τS)) + λ · (1− ε) ·Opt(σ)− b′

⩾ ((1− λ) · c + λ · (1− ε)) ·Opt(σ)− b. ◀

The above theorem gives an explicit formula for the consistency of Hybλ,ε
Alg as a function

of the trust-level, λ, ε ∈ (0, 1), and the performance guarantee of Alg. A similar proof can
be used to establish a guarantee on the robustness of Hybλ,ε

Alg.

▶ Theorem 10. For any finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], any purely online algorithm,
Alg, for DBCS, any c ⩽ crAlg, and any ε, there exists a constant b ∈ Z+, such that for
all instances (σ, f̂), Hybλ,ε

Alg(σ, f̂) ⩾ (1− λ) · c ·Opt(σ)− b.

4 Stochastic Setting

In this section, we consider a setting for DBCS where item sizes are generated independently
at random from an unknown distribution. This setting has already been studied for the
more restricted DBCk problem, where Csirik, Johnson and Kenyon used variants of the Bin
Packing algorithm “Sum-of-Squares”, first introduced in [17, 16], to develop algorithms for
DBCk. Rather than designing algorithms that perform well in the worst case, they aimed
to design algorithms that perform well on average. Specifically, they develop an algorithm,
called SS∗, with er∞

SS∗(D) = 1 (see Equation (1) for the definition of er∞
SS∗(D)), for all

discrete distributions D of Fk, with rational probabilities.
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In this section, we use a PAC-learning bound for learning frequencies in discrete distri-
butions to derive a family of algorithms called purely online group covering ({POGCδ

ε}ε,δ).
These algorithms are parametrized by two real numbers ε, δ ∈ (0, 1), satisfying that, for
all finite sets S = {s1, s2, . . . , sk} ⊆ (0, 1], there exists a constant b ∈ R+, such that for
all (unknown) distributions D = {p1, p2, . . . , pk} of S, allowing irrational probabilities, the
following holds:

P
(

POGCδ
ε(σn(D)) ⩾ (1− ε) ·Opt(σn(D))− b

)
⩾ 1− δ, (5)

where σn(D) is defined in the preliminaries. Observe that this guarantee is true, even for
adversarial S and D. Clearly, Equation (5) implies that

P (er∞
POGCδ

ε
(D) ⩾ 1− ε) ⩾ 1− δ. (6)

The guarantee from Equation (5) is, however, stronger than Equation (6), in that
the additive term in Equation (5) is constant, whereas the additive term for POGCδ

ε in
Equation (6) may be a function of n. As pointed out in [6], having only constant loss before
giving a multiplicative performance guarantee is a desirable property.

We formalize the strategy of POGCδ
ε in Algorithm 3. In words; the algorithm works

by defining a “sample size”, Φ, as a function of k, ε and δ. Intuitively, observing Φ items
from the input prefix is sufficient to make predictions about the frequency of items with
respect to D that are ε-accurate with confidence 1− δ. We formalize this in Proposition 11.
In the process of learning D, POGCδ

ε places the first Φ items using dnf while observing the
item frequencies. After placing the first Φ item, POGCδ

ε uses the observed frequencies to
make an estimate - prediction - about the item frequencies and applies GC ε

2
to place the

remaining items.

Algorithm 3 POGCδ
ε.

1: Input: A DBCS-instance, σ

2: ss← 0 ▷ Sample size
3: Compute τS , tmax, and k = |S|
4: m ε

2
← ⌈6 · τS · tmax · ε−1⌉

5: mk, ε
2
← m ε

2
+ k

6: Φ← max
{

16 · k · (mk, ε
2

+ 1)2, 32 · (mk, ε
2

+ 1)2 · ln
(

2
1−

√
1−δ

)}
7: for all i ∈ [k] do
8: csi

← 0 ▷ Number of items of size si

9: while receiving items, a, and ss < Φ do
10: ca ← ca + 1
11: Place a in a dnf-marked bin using dnf
12: ss← ss + 1
13: for i = 1, 2, . . . , k do
14: f̂Φ

i = csi

Φ

15: f̂Φ =
(

f̂Φ
1 , f̂Φ

2 , . . . , f̂Φ
k

)
16: Run Lines 2-13 of GC ε

2
(see Algorithm 1), given the prediction f̂Φ

17: while receiving items, a, do
18: Place a using GC ε

2
▷ See Lines 14-30 in Algorithm 1

Before formalizing and proving the claim from Equation (5), we review a PAC-learning
bound for learning frequencies in discrete distributions [13].
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Sampling Complexity of Learning Frequencies

We refer to [13] for a proof of the following well-known fact that establishes an upper bound
for the sampling complexity of PAC-learning frequencies:

▶ Proposition 11 ([13]). For any finite set S = {s1, s2, . . . , sk} ⊆ (0, 1], there exists an
algorithm, A, and a map ΦA : R+ × (0, 1)→ Z+, such that for any γ ∈ R+, any δ ∈ (0, 1),
any (unknown) discrete distribution D = {p1, p2, . . . , pk} of S, and any n ⩾ ΦA(γ, δ), letting
{Xi}n

i=1 be a sequence of independent identically distributed random variables, with Xi ∼ D,

P
(
L1(A(X1, X2, . . . , Xn), D) ⩽ γ

)
⩾ 1− δ,

where L1 is the usual L1-distance. For learning frequencies in discrete distributions, A is the
algorithm which outputs the predicted distribution:

A(X1, X2, . . . , Xn) =

p̂i

∣∣∣∣ i ∈ [k] and p̂i = 1
n
·

n∑
j=1

1{si}(Xj)

 ,

and, for any γ ∈ R+ and δ ∈ (0, 1), the map ΦA is given by

ΦA(γ, δ) = max
{

4 · k
γ2 ,

8
γ2 · ln

(
2
δ

)}
.

4.1 Analysis of POGCδ
ε

We formalize and prove the claim from Equation (5):

▶ Theorem 12. For all finite sets S = {s1, s2, . . . , sk} ⊂ (0, 1], and all ε, δ ∈ (0, 1), there
exists a constant b ∈ Z+, such that for all discrete distributions D = {p1, p2, . . . , pk} of S,
and all n ∈ Z+, the following holds:

P
(

POGCδ
ε(σn(D)) ⩾ (1− ε) ·Opt(σn(D))− b

)
⩾ 1− δ,

where σn(D) = ⟨X1, X2, . . . , Xn⟩, and {Xi}n
i=1 is a sequence of independent identically

distributed random variables with Xi ∼ D, for all i ∈ [n].

Proof. Set Φ = max
{

16 · k · (mk, ε
2

+ 1)2, 32 · (mk, ε
2

+ 1)2 · ln
(

2
1−

√
1−δ

)}
, and b = max{2 ·

Φ, m2
k, ε

2
+ mk, ε

2
+ Φ}, and observe that b is independent of the input length n. By similar

arguments as in the proof of Lemma 8, we assume that n ⩾ b. For ease of notation, we set
ε̃ = ε

2 .
Throughout this proof, we split σn(D) into two subsequences, σa and σs. Formally, we

set σa = ⟨X1, X2, . . . , XΦ⟩, and σs = ⟨XΦ+1, XΦ+2, . . . , Xn⟩. By construction, POGCδ
ε uses

dnf on the first Φ items while counting the number of items of each size. After observing the
first Φ items, it creates the predicted distribution f̂Φ = A(X1, X2, . . . , XΦ), by Lines 13-15
in Algorithm 3. By construction of Φ and Proposition 11, we can write

P

(
L1(f̂Φ, D) ⩽ 1

2 · (mk,ε̃ + 1)

)
⩾
√

1− δ.

Therefore, by construction of f̂Φ and the definition of L1, the following holds:

P

(
k∑

i=1

∣∣∣f̂Φ
i − pi

∣∣∣ ⩽ 1
2 · (mk,ε̃ + 1)

)
⩾
√

1− δ.
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Denote by fσs the true frequencies of σs = ⟨XΦ+1, XΦ+2, . . . , Xn⟩. Since n ⩾ 2 ·Φ, we know
that |σs| ⩾ Φ, and so, by similar arguments as above,

P

(
k∑

i=1
|fσs

i − pi| ⩽
1

2 · (mk,ε̃ + 1)

)
⩾
√

1− δ.

Let Ef̂Φ be the event
∑k

i=1

∣∣∣f̂Φ
i − pi

∣∣∣ ⩽ 1
2·(mk,ε̃+1) , and Efσs be the event

∑k
i=1 |f

σs
i − pi| ⩽

1
2·(mk,ε̃+1) . Since Ef̂Φ and Efσs are independent, we have P

(
Ef̂Φ and Efσs

)
⩾ 1 − δ

Therefore, with probability at least 1− δ, we have

L1(f̂Φ, fσs) =
k∑

i=1

∣∣∣f̂Φ
i − fσs

i

∣∣∣ ⩽ k∑
i=1

∣∣∣f̂Φ
i − pi

∣∣∣+
k∑

i=1
|fσs

i − pi| <
1

mk,ε̃
. (7)

This means that the predictions POGCδ
ε creates are very close to the true frequencies of the

remainder of the instance, σs, with high probability.
Next, by construction of POGCδ

ε, we deduce that POGCδ
ε(σn(D)) ⩾ GCε̃(σs, f̂Φ).

Then, as long as we can verify that the inequality

GCε̃(σs, f̂Φ) ⩾ (1− ε) ·Opt(σs), (8)

holds whenever L1(f̂Φ, fσs) < 1
mk,ε̃

, we deduce that

POGCδ
ε(σn(D)) ⩾ GCε̃(σs, f̂Φ)

⩾ (1− ε) ·Opt(σs)
⩾ (1− ε) ·Opt(σn(D))− 2 · Φ.

Since P (L1(f̂Φ, fσs) < 1
mk,ε̃

) ⩾ 1− δ, by Equality 7, we can write

P
(

POGCδ
ε(σn(D)) ⩾ (1− ε) ·Opt(σn(D))− 2 · Φ

)
⩾ 1− δ,

which completes the proof.
It remains to prove that Equation (8) holds whenever L1(f̂Φ, fσs) < 1

mk,ε̃
. To this

end, assume that L1(f̂Φ, fσs) < 1
mk,ε̃

. Let gε̃ be the number of groups that GCε̃ would
complete on instance (σs, fσs), that is, with perfect predictions. Moreover, let Pσs,ε̃ =
Opt[⟨⌊fσs

1 ·mk,ε̃⌋, . . . , ⌊fσs

k ·mk,ε̃⌋⟩], and PΦ,ε̃ = Opt[⟨⌊f̂Φ
1 ·mk,ε̃⌋, . . . , ⌊f̂Φ

k ·mk,ε̃⌋⟩], where
items have been replaced with placeholders.

First, we compare the number of items of size si in Pσs,ε̃ compared to PΦ,ε̃. To this end,
for all i ∈ [k], set µi =

∣∣∣⌊f̂Φ
i ·mk,ε̃⌋ − ⌊fσs

i ·mk,ε̃⌋
∣∣∣. Then,

µi ⩽
∣∣∣f̂Φ

i ·mk,ε̃ − fσs
i ·mk,ε̃

∣∣∣+ 1 =
∣∣∣f̂Φ

i − fσs
i

∣∣∣ ·mk,ε̃ + 1.

Since L1(f̂Φ, fσs) < 1
mk,ε̃

, we get that
∑k

i=1

∣∣∣f̂Φ
i − fσs

i

∣∣∣ < 1
mk,ε̃

, which implies that∣∣∣f̂Φ
i − fσs

i

∣∣∣ < 1
mk,ε̃

, for all i ∈ [k]. Therefore, we have µi < 2 for all i ∈ [k], and since
µi ∈ N, we get that µi ∈ {0, 1}, for all i ∈ [k].

Next, we lower bound GCε̃(σs, f̂Φ), as a function of p(PΦ,ε̃) and gε̃. Since GCε̃ would
complete gε̃ groups on instance (σs, fσs), then, for all i ∈ [k], σs contains at least gε̃ · ⌊fσs

i ·
mk,ε̃⌋ items of size si. Since µi ∈ {0, 1} for all i ∈ [k], then, on instance (σs, f̂Φ), GCε̃ fills
all placeholders of size si in gε̃ groups, except at most gε̃. Hence,

GCε̃(σs, f̂Φ) ⩾ gε̃ · p(PΦ,ε̃)− gε̃ · k.
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For the rest of this proof, we use an argument as in the proof of Theorem 5. To this end, let
N be the covering obtained by creating a copy of Opt[σs], from which we have removed a
number of bins of type t ∈ TS , such that the number of bins of type t is divisible by gε̃, for
all t ∈ TS . By similar arguments as in Lemma 4, we get that p(N) ⩾ (1− ε̃

3 ) ·Opt(σs).
Next, observe that N is comprised of gε̃ identical coverings N . Since n ⩾ b, we can write

|σs| ⩾ m2
k,ε̃ + mk,ε̃. Hence, by a similar argument as in the proof of Lemma 4, we have

nN
i ⩽ n

Pσs,ε̃

i + 1 ⩽ n
PΦ,ε̃

i + 2, for all i ∈ [k], and thus p(PΦ,ε̃) ⩾ p
(
N
)
− 2 · k. Moreover, as in

Lemma 4, it holds that k ⩽
ε̃
3 ·p(N)

1− ε̃
3

, and we can write

p(PΦ,ε̃) ⩾ p
(
N
)
− 2 ·

ε̃
3 · p

(
N
)

1− ε̃
3

⩾ (1− ε̃) · p
(
N
)

.

Conclusively, from the above-established inequalities, we can conclude the following, which
completes the proof:

GCε̃(σs, f̂Φ) ⩾ gε̃ · (p(PΦ,ε̃)− k) ⩾ gε̃ ·

(
(1− ε̃) · p

(
N
)
−

ε̃
3 · p

(
N
)

1− ε̃
3

)

⩾ gε̃ ·
(

1− 5
3 · ε̃

)
· p
(
N
)
⩾

(
1− 5

3 · ε̃
)
·
(

1− ε̃

3

)
·Opt(σs)

= (1− 2 · ε̃) ·Opt(σs) = (1− ε) ·Opt(σs). ◀

5 Concluding Remarks

We studied the power of frequency predictions in improving the performance of online
algorithms for the discrete bin cover problem. In particular, we showed that when input
is adversarially generated, frequency predictions (from historical data) can help design
algorithms with adjustable trade-offs between consistency and robustness. Specifically, one
can achieve near-optimal solutions, assuming predictions are error-free. On the other hand,
when input is generated stochastically, we showed that frequencies could be learned from an
input prefix of constant length to achieve solutions that are arbitrarily close to optimal with
arbitrarily high confidence. An interesting variant of the problem concerns inputs generated
adversarially but permuted randomly. This setting is in line with recent work on the analysis
of algorithms with random order input (see, e.g., [21, 7]). We expect that our algorithm for
the stochastic setting can still be applied to this setting to achieve close to optimal solutions
with high confidence, although a different analysis is needed.
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Abstract
We investigate the existence in geometric graph classes of subexponential parameterized algorithms
for cycle-hitting problems like Triangle Hitting (TH), Feedback Vertex Set (FVS) or Odd
Cycle Transversal (OCT). These problems respectively ask for the existence in a graph G of a
set X of at most k vertices such that G − X is triangle-free, acyclic, or bipartite. It is know that
subexponential FPT algorithms of the form 2o(k)nO(1) exist in planar and even H-minor free graphs
from bidimensionality theory [Demaine et al. 2005], and there is a recent line of work lifting these
results to geometric graph classes consisting of intersection of similarly sized “fat” objects ([Fomin
et al. 2012], [Grigoriev et al. 2014], or disk graphs [Lokshtanov et al. 2022], [An et al. 2023]).

In this paper we first identify sufficient conditions, for any graph class C included in string
graphs, to admit subexponential FPT algorithms for any problem in P, a family of bidimensional
problems where one has to find a set of size at most k hitting a fixed family of graphs, containing
in particular FVS. Informally, these conditions boil down to the fact that for any G ∈ C, the local
radius of G (a new parameter introduced in [Lokshtanov et al. 2023]) is polynomial in the clique
number of G and in the maximum matching in the neighborhood of a vertex. To demonstrate the
applicability of this generic result, we bound the local radius for two special classes: intersection
graphs of axis-parallel squares and of contact graphs of segments in the plane. This implies that any
problem Π ∈ P (in particular, FVS) can be solved in:

2O(k3/4 log k)nO(1)-time in contact segment graphs,
2O(k9/10 log k)nO(1) in intersection graphs of axis-parallel squares

On the positive side, we also provide positive results for TH by solving it in:
2O(k3/4 log k)nO(1)-time in contact segment graphs,
2O(

√
dt2(log t)k2/3 log k)nO(1)-time in Kt,t-free d-DIR graphs (intersection of segments with d slopes)

On the negative side, assuming the ETH we rule out the existence of algorithms solving:
TH and OCT in time 2o(n) in 2-DIR graphs and more generally in time 2o(

√
∆n) in 2-DIR graphs

with maximum degree ∆, and
TH, FVS, and OCT in time 2o(

√
n) in K2,2-free contact-2-DIR graphs of maximum degree 6.

Observe that together, these results show that the absence of large Kt,t is a necessary and sufficient
condition for the existence of subexponential FPT algorithms for TH in 2-DIR.
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11:2 Subexponential Algorithms in Geometric Graphs via SQGM

1 Introduction

In this paper we consider fundamental NP-hard cycle-hitting problems like Triangle
Hitting (TH), Feedback Vertex Set (FVS), and Odd Cycle Transversal (OCT)
where, given a graph G and an integer k, the goal is to decide whether G has a set of at most
k vertices hitting all its triangles (resp. cycles for FVS, and odd cycles for OCT). We consider
these problems from the perspective of parameterized complexity, where the objective is to
answer in time f(k)nO(1) for some computable function f , and with n denoting the order
of G. It is known (see for instance [12]) that these three problems can be solved on general
graphs in time cO(k)nO(1) (for some constant c) and that, under the Exponential Time
Hypothesis (ETH), the contribution of k cannot be improved to a subexponential function
(i.e., there are no algorithms with running times of the form co(k)nO(1) for these problems).
However, it was discovered that some problems admit subexponential time algorithms in
certain classes of graphs, and there is now a well established set of techniques to design such
algorithms. Let us now review these techniques and explain why they do not apply on the
problems we consider here.

Subexponential FPT algorithms in sparse graphs. Let us start with the bidimensionality
theory, which gives an explanation on the so-called square root phenomenon arising for planar
and H-minor free graphs [14] for bidimensional1 problems, where a lot of graph problems
admit ETH-tight 2O(

√
k)nO(1) algorithms. What we call a graph parameter here is a function

p mapping any (simple) graph to a natural number and that is invariant under isomorphism.
The classical win-win strategy to decide if p(G) ≤ k for a minor-bidimensional2 parameter
(like p = fvs, the size of a minimum feedback vertex set of G) is to first reduce to the case
where ⊞(G) = O(

√
k) (where ⊞(G) denotes the maximum k such that the (k, k)-grid is

contained as a minor in G), and then use an inequality of the form tw(G) ≤ f(⊞(G)) to
bound the treewidth obtained through the following property.

▶ Definition 1 ([4]). Given c < 2, a graph class G has the subquadratic grid minor property
for c (SQGM for short), denoted G ∈ SQGM(c), if tw(G) = O(⊞(G)c) for all G ∈ G. We
write G ∈ SQGM if there exists c < 2 such that G ∈ SQGM(c).

While in general every graph G satisfies the inequality tw(G) ≤ ⊞(G)c for some c < 10 [11],
the SQGM property additionally require that c < 2. Thus, for any G ∈ SQGM(c) and G ∈ G
such that ⊞(G) = O(

√
k), we get tw(G) ≤ ⊞(G)c = O

(
kc/2)

= o(k). For instance planar
graphs and more generally H-minor free graph [15] are known to have a treewidth linearly
bounded from above by the size of their largest grid minor. In other words, these classes
belong to SQGM(1). The conclusion is that the SQGM property allows subexponential
parameterized algorithms for minor-bidimensional problems (if the considered problem has a
2O(tw(G))nO(1)-time algorithm) on sparse graph classes. Notice that these techniques have
been extended to contraction-bidimensional problems [4].

Extension to geometric graphs. Consider now a geometric graph class G, meaning that any
G ∈ G represents the interactions of some specified geometric objects. We consider here (Unit)
Disk Graphs which correspond to intersection of (unit) disks in the plane, d-DIR graphs
(where the vertices correspond to segments with d possible slopes in R2), and contact-segment

1 Informally: yes-instances are minor-closed and a solution on the (r, r)-grid has size Ω(r2).
2 See definition in [20].
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graphs (where each vertex corresponds to a segment in R2, and any intersection point between
two segments must be an endpoint of one of them). We refer to Subsection 2.2 for formal
definitions. Classes of geometric graphs represented in the plane form an appealing source
of candidates to obtain subexponential parameterized algorithms as there is an underlying
planarity in the representation. However these graphs are no longer sparse as they may
contain large cliques, and thus cannot have the SQGM property. Indeed, if G is a clique
of size a, then tw(G) = a − 1 but ⊞(G) ≤

√
|G| =

√
a. To overcome this, let us introduce

the following notion where the bound on treewidth is allowed to depend on an additional
parameter besides ⊞(G).

▶ Definition 2. Given a graph parameter p and a real c < 2, a graph class G has the almost
subquadratic grid minor property (ASQGM for short) for p and c if there exists a function
f such that tw(G) = O(f(p(G))⊞(G)c). The class G has ASQGM(p) if there exists c < 2
such that G has the ASQGM property for p and c. The notation is naturally extended to
more than one parameter.

This notion was used implicitly in earlier work (e.g., [20]) but we chose to define it
explicitly in order to highlight the contribution f of the parameter p to the treewidth, which
is particularly relevant when it can be shown to be small (typically, polynomial). Let us now
explain how ASQGM can be used to obtain subexponential parameterized algorithms on
geometric graphs.

It was shown in [19] that FVS can be solved in time 2O(k3/4 log k)nO(1) in map graphs, a
superclass of planar graphs where arbitrary large cliques may exist, as follows. Let ω(G)
denote the order of the largest clique in a graph G. The first ingredient is to prove that
map graphs have ASQGM(ω), and more precisely that tw(G) = O(ω(G)⊞(G)). Then,
if ω(G) ≥ kϵ for some ϵ, the presence of such large clique allows to have subexponential
branchings (as a solution of FVS must take almost all vertices of a clique). When ω(G) < kϵ,
then the ASQGM property gives that tw(G) ≤ kϵ ⊞(G) ≤ k

1
2 +ϵ (as before we can immediately

answer no if ⊞(G) > O(
√

k)). By appropriately choosing ϵ the authors of [19] obtain the
mentioned running time. The same approach also applies to unit disk graphs and has since
been improved to 2

√
k log knO(1) in [17] using a different technique, and finally improved to

an optimal 2
√

k(n + m) in [2] for similarly sized fat objets (which typically includes unit
squares, but not disks, squares, nor segments).

There is also a line of work aiming at establishing ASQGM property for different classes
of graphs and parameters, with for example [20] proving that (1) string graphs have ASQGM
when the parameter p is the number of times a string is intersected (assuming at most two
strings intersect at the same point), and that (2) intersection graphs of “fat” and convex
objects have ASQGM when the parameter p(G) is the minimal order of a graph H not
subgraph of G (generalizing the degree when H is a star).

When ASQGM(ω) does not hold. A natural next step for FVS and TH is to consider
classes that are not ASQGM(ω). Observe (see Figure 1) that neither disk graphs, nor
contact-2-DIR graphs are in ASQGM(ω), and thus constitute natural candidates.

New ideas allowed the authors of [23] to obtain subexponential parameterized algorithms
on disk graphs, in particular for TH and FVS. The first idea is a preliminary branching
step (working on general graphs) which given an input (G, k) first reduces to the case where
we are given a set M of size O(k1+ϵ) such that G − M is a forest and, for any v ∈ M ,
N(v) \ M is an independent set (corresponding to Corollary 7, but where we consider a
generic problem instead of FVS). The second idea is related to neighborhood complexity. If
for a graph class G there is a constant c such that for every G ∈ G and every X ⊆ V (G),

SWAT 2024
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Figure 1 Left: a representation of a disk graph. Right: a contact 2-DIR graph and the
corresponding graph. In these graphs (where the left one is from [19]), ω(G) is constant, tw(G) ≥ t

(where t = 3 here) as it contains Kt,t as a minor, and ⊞(G) = O(
√

t) as they have a feedback vertex
set of size at most t.

|{N(v) ∩ X : v ∈ V (G)}| ≤ c|X|, then we say that G has linear neighborhood complexity with
ratio c. The following theorem was originally formulated using ply (the maximum number of
disks containing a fixed point) instead of clique number, but it is known [7] that these two
values are linearly related in disk graphs.

▶ Theorem 3 (Theorem 1.1 in [23]). Disk graphs with bounded clique number have linear
neighborhood complexity.

For TH, these two ideas are sufficient to obtain a subexponential parameterized algorithm.
For FVS, [23] provides the following corollary.

▶ Corollary 4 (Corollary 1.1 in [23] restricted to FVS). Let G be a disk graph with a (non-
necessarily minimal) feedback vertex set M ⊆ V (G) such that for all v ∈ M , N(v) \ M is
an independent set, and such that for all v ∈ V (G) \ M , N(v) \ M is non-empty. Then, the
treewidth of G is O(

√
|M |ω(G)2.5).

As they use this corollary after a branching process reducing the clique number to kϵ and
as their (approximated) feedback vertex set M has size |M | = k1+ϵ′ , they obtain a sublinear
treewidth and thus a subexponential parameterized algorithm for FVS (and several variants
of FVS) running in time 2O(k13/14 log k)nO(1). Recently this running time has been improved
to 2O(k7/8 log k)nO(1) when the representation is given and 2O(k9/10 log k)nO(1) otherwise [1].
We point out that it is likely that the algorithms of [23] and [1] solving FVS in disk graphs
with the respective running times 2O(k13/14 log k)nO(1) and 2O(k9/10 log k)nO(1), can be adapted3

to the setting of square graphs, the later matching our bound.

Subexponential FPT algorithms via kernels. Another approach to obtain 2o(k)nO(1) al-
gorithms is to obtain small kernels (meaning computing in polynomial time an equivalent
instance (G′, k′) with |G′| typically in O(k)), and then use a 2o(n) time algorithm. For FVS
such a 2o(n)-time algorithm is known in string graphs from [9] or [25], and was recently
generalized to induced-minor-free graph classes [22]. However, as far as we are aware, the
existence of a subquadratic kernel in this graph class is currently open.

1.1 Our contribution
Our objective is to study the existence of subexponential parameterized algorithms for hitting
problems like FVS and TH in different types of intersection graphs. Our algorithmic results
are summarized in Table 1.

3 Regarding the algorithm of [1], it would be true if their lemma to bound the number of what they call
“deep vertices” can be extended to square graphs.
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Table 1 Summary of our results. All algorithms are robust, i.e., they do not need a representation.

Upper bounds
Restriction of class Problem Time complexity Section

none square graphs
Π ∈ P

2O(k9/10 log k)nO(1) Section 3

contact segment graphs
2O(k7/8 log k)nO(1)

Full version
TH

2O(k3/4 log k)nO(1)

Kt,t-free
d-DIR graphs 2O(k2/3(log k)

√
dt2 log t)nO(1)

string graphs 2Ot(k2/3 log k)nO(1)

Lower bounds (under ETH)
Restriction of class Problem Lower bound Section

none
2-DIR

TH, OCT
2o(n) Section 4

Maximum degree ∆, for ∆ ≥ 6 2o(√
∆n)

Full version
K2,2-free contact, max degree 6 TH, FVS, OCT 2o(√

n)

Positive results via ASQGM. In Section 3 we explain how the local radius (hereafter
denoted lr), introduced recently in [24] in the context of approximation, can be used to get
subexponential FPT algorithms for any problem in P, a family of bidimensional problems
where one has to find a set of size at most k hitting a fixed family of graphs. This class
contains in particular FVS, and Pseudo Forest Del (resp. Pt-Hitting) where given a
graph G, the goal is to remove a set S of at most k vertices of G such that each connected
component of G − S contains at most one cycle (resp. does not contain a path on t vertices
as a subgraph). We point out that these three problems are also in the list of problems
mentioned in [24] that admit EPTAS in disk graphs. We first provide sufficient conditions
for graph class to admit subexponential FPT algorithms for any problem in P, after the
preprocessing step of Corollary 7 (introduced for disk graphs in [23]) has been performed.
These conditions mainly boil down to having ASQGM(ω, µN⋆), where µN⋆ is, informally, the
maximum size of matching in the neighborhood of a vertex. Then, we use the framework
of [4] to show that string graphs have ASQGM(ω, lr). Thus, the message of Section 3 is
that in order to obtain a subexponential FPT algorithm for a problem Π ∈ P in a given
subclass of string graphs, the only challenge is to bound lr by a polynomial of ω and µN⋆.
Finally, we provide such bounds for square graphs (intersection of axis-parallel squares) and
contact-segment graphs.

We point out that in our companion paper [5] we prove that FVS admits an algorithm
running in time 2O(k10/11 log k)nO(1) for pseudo-disk graphs. As square and segment graphs
are in particular pseudo-disk graphs, this generalizes the graph class where subexponential
parameterized algorithms exist, but to the price of a worst running time. Moreover, our
result in [5] is obtained via kernelization techniques which require a representation of the
input graph (i.e., this algorithm is not robust), and the reduction rules behind the kernel are
tailored for FVS and not applicable for any problem Π ∈ P .

Negative results. An interesting difference between disk graphs and d-DIR graphs is that
Theorem 3 (about the linear neighborhood complexity) no longer holds for d-DIR graphs,
because of the presence of large bicliques. Thus, it seems that Kt,t is an important subgraph
differentiating the two settings and this fact is confirmed by the two following results. First
we show (see sketch in Section 4 and full proof in the full version of the paper) in that
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11:6 Subexponential Algorithms in Geometric Graphs via SQGM

assuming the ETH, there is no algorithm solving TH and OCT in time 2o(n) on n-vertex
2-DIR graphs and more generally in time 2o(

√
∆n) in 2-DIR graphs with maximum degree ∆.

We note that the result for OCT was already proved in [26] as a consequence of algorithmic
lower bounds for homomorphisms problems in string graphs. In our second negative result,
we prove that assuming the ETH, the problems TH, OCT, and FVS cannot be solved in time
2o(√

n) on n-vertex K2,2-free contact-2-DIR graphs. Notice that that our 2o(√
n) lower-bounds

match those known for the same problems in planar graphs [10].

Positive results for TH. In the full version of the paper we observe that, for any hered-
itary graph class with sublinear separators, the preliminary branching step in Corollary 7
of [23] directly leads to a subexponential parameterized algorithm for TH. This implies the
2ctk2/3 log knO(1) algorithm for Kt,t-free string graphs. Recall that according to our negative
result in the full version of the paper, the Kt,t-free assumption is necessary. To improve the
constant ct in special cases, we provide in the full version of the paper bounds on the neigh-
borhood complexity of two subclasses that may be of independent interest: Kt,t-free d-DIR
graphs have linear neighborhood complexity with ratio O(dt3 log t), and contact-segment
graphs have linear neighborhood complexity. These bounds lead to improved running times
for TH in the corresponding graph classes (see Table 1).

Due to space constraints, the proofs of the statements marked with the Q symbol have
been deferred to the full version [6].

2 Preliminaries

2.1 Basics
In this paper logarithms are binary and all graphs are simple, loopless and undirected. Unless
otherwise specified we use standard graph theory terminology, as in [16] for instance. Given
a graph G, we denote by ω(G) the maximum order of a clique in G. We denote by dG(v) the
degree of v ∈ V (G), or simply d(v) when G is clear from the context. The distance between
two vertices of a graph is the minimum length (in number of edges) of a path linking them,
and the diameter of a graph is the maximum distance between two of its vertices. The radius
of a graph is the smallest integer r ≥ 0 such that there exists a vertex v such that every
vertex in the graph is at a distance at most r from v. A t-bundle [24] is a matching of size t

plus a vertex connected to the 2t vertices of the matching. We say that B is a t-bundle of a
graph G if G[B] is a t-bundle plus possibly some extra edges. A set S ⊆ V (G) is a t-bundle
hitting set of G if S ∩ B ̸= ∅ for any t-bundle B of G. We denote by ⊞(G) the maximum k

such that the (k, k)-grid is contained as a minor in G. We denote by tw(G) the treewidth of
G, and µ(G) the size of a maximum matching of G.

In Section 3 we provide subexponential parameterized algorithms for a class of problems
P that we will now define. We restrict our attention to hitting problems, where for a fixed
graph family F , the input is a graph G and an integer k, and the goal is to decide if there
exists S ⊆ V (G) with |S| ≤ k such that G − S ∈ F . A general setting where our results hold
is described by the class P defined below and inspired by the problems tackled in [24] .

▶ Definition 5. We denote by P the class of all hitting problems Π such that:
1. Π is bidimensional ;
2. there is an integer cΠ > 0 such that for any solution S in a graph G, and any cΠ-bundle

B of G, S ∩ B ̸= ∅; and
3. Π can be solved on a graph G in time tw(G)O(tw(G)).
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▷ Claim 6. FVS, Pseudo Forest Del and Pt-Hitting for t ≤ 5 belong to P.

Proof. It is well known that these three problems are bidimensional. For the second condition,
one can check that cΠ is equal to 1 for FVS (as a 1-bundle is a triangle) and equal to
2 for Pseudo Forest Del and Pt-Hitting when t ≤ 5. For the last condition, as
FVS corresponds to hit all K3 as minor and Pseudo Forest Del correspond to hit all
{H0, H1, H2} as a minor (with Hi is formed by two triangles sharing i vertices), these two
problems can be solved in tw(G)O(tw(G)) by [3]. For Pt-Hitting the result holds by [13].

◁

2.2 Graph classes
A summary of graph classes considered in this article is presented in Figure 2.

String

d-DIR

Pseudo-disk

Square

Contact-segment

Segment

Kt,t-free d-DIR 2-DIR

Contact string

Disk

Figure 2 Left: inclusion between graph classes. Right: from left to right, four representations of
contact string graphs, then a representation of 3-DIR contact-segment graph, and finally on the right
an example of an intersection between segments not allowed in a representation of a contact-segment
graph.

In this article, we are mainly concerned with geometric graphs described by the intersection
or contact of objects in the Euclidean plane. The most general class we consider are string
graphs, which are intersection graphs of strings (a.k.a. Jordan arcs). Intersection graphs
of segments in R2 are called segment graphs. If a segment graph can be represented with
at most d different slopes, we call it a d-DIR graph.4 These classes of intersection graphs
admit contact subclasses, where the representations should not contain crossings. That is,
two strings either intersect tangentially, or they intersect at an endpoint of one of them. In a
segment contact representation, any point belonging to two segments must be an endpoint
of at least one of these segments. If a point belongs to several strings or segments, the above
property must hold for any pair of them. This defines contact string graphs, contact-segment
graphs and contact d-DIR graphs.

2.3 Preliminary branching steps
Our algorithms make use of the following preprocessing branching which was formulated
in [23] for FVS for disk graphs. Here we restate it for any problem in P and for any graph
class where the maximum clique can be approximated in polynomial time. A proof of this
statement (included in the full version of the paper for completeness) can be obtained by
closely following that in [23].

▶ Corollary 7 (Q). Let Π ∈ P. Let G be a hereditary graph class where the maximum
clique can be α-approximated for some constant factor α ≥ 1 in polynomial time. There
exists a 2O( k

p log k)nO(1)-time algorithm that, given an instance (G, k) of Π and an integer
p ∈ [6αcΠ, k], where G ∈ G, returns a collection C of size 2O( k

p log k) of tuples (G′, M, k′)
such that:

4 In general two d-DIR graphs may require different sets of slopes in their representation but in the case
d = 2 it is known that the segments can be assumed to be axis-parallel, which we will do.
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11:8 Subexponential Algorithms in Geometric Graphs via SQGM

1. For any (G′, M, k′) ∈ C, (G′, k′) is an instance of Π where G′ is an induced subgraph of
G, ω(G′) ≤ p, and k′ ≤ k;

2. M is a cΠ-bundle hitting set of G′ with |M | = O(pk), and for any v ∈ M , µ(G′[N(v) \
M ]) < cΠ; and

3. (G, k) is a yes-instance of Π if and only if there exists (G′, M, k′) ∈ C such that (G′, k′)
is a yes-instance of Π.

3 Positive results via ASQGM

3.1 From ASQGM(ω, µN⋆) to subexponential algorithms
In this section we provide subexponential paramterized algorithms for problems of P in any
class that has the ASQGM(ω, µN⋆) property.

▶ Definition 8. Given a graph G, a subneighborhood function of G is any function N⋆ :
V (G) → 2V (G) such that for any v ∈ V (G), N⋆(v) ⊆ N(v). Moreover, if for any u ∈ V (G),
|{v ∈ V (G), u ∈ N⋆(v)}| ≤ c for some c ∈ N then we say that N⋆ has c-bounded occurrences.

Given a subneighborhood function N⋆, we define µN⋆(v) as the maximum number of edges
of a matching in G[N⋆(v)]. We denote by µN⋆(G) the maximum of µN⋆ over V (G).
For example in square graphs, we will fix a representation S, and define N⋆(v) as the set of
neighbors of v whose square is smaller than the one of v.

The main theorem from this subsection is the following. Recall that P encompasses
fundamental algorithmic problems such as FVS, Pseudo Forest Del and Pt-Hitting for
t ≤ 5 (Claim 6).

▶ Theorem 9. Let Π be a problem of P and C be a hereditary graph class such that:
maximum clique can be O(1)-approximated in polynomial time in C;
for any G ∈ C, there exists a subneighborhood function N⋆ that has O(ω(G)c1)-bounded
occurrences for some c1 ∈ N; and
C has the ASQGM(ω, µN⋆) property, i.e., there exists a multivariate polynomial P such
that for all G ∈ C, we have tw(G) = O(P (ω(G), µN⋆(G)) · ⊞(G)).

Then, Π admits a parameterized subexponential algorithm on C. More precisely, for ϵ > 0
such that P (kϵ, k(c1+2)ϵ) = O(k 1

2 −ϵ), Π admits a parameterized subexponential algorithm on
C running in time 2O(k1−ϵ log(k)). This algorithm does not need a representation except if one
is required for finding the O(1)-approximation of a maximum clique.

▶ Lemma 10. Let Π be a problem of P. Consider a graph G and N⋆ a c-bounded occurrences
subneighborhood function of G. Let M ⊆ V (G) be a cΠ-bundle hitting set of G such that
for any vertex v ∈ M , µ(G[N(v)] − M) < cΠ. Then for every positive integer τ ≥ cΠ, there
exists a set B ⊆ V (G) of size |B| = c|M |

τ−cΠ+1 such that µN⋆(G − B) ≤ τ .

Proof. Let τ a positive integer with τ ≥ cΠ, and let us define B = {v ∈ V (G) : µN⋆(v) ≥ τ}
the set of vertices with “big” µN⋆ in G. Let us first prove that for any v ∈ B, | N⋆(v) ∩ M | ≥
µN⋆(v) − cΠ + 1. Let E′ ⊆ E(G) be a maximum matching in G[N⋆(v)] with |E′| = µN⋆(v).
Observe that we cannot have cΠ edges e ∈ E′ such that V (e) ∩ M = ∅ as if v /∈ M , then
vertices of E′ together with v would form a cΠ-bundle not hit by M , a contradiction, and if
v ∈ M , this would contradict the hypothesis µ(G[N(v)] − M) < cΠ. Thus, there is at least
|E′| − cΠ + 1 edges of E′ intersecting M , leading to the desired inequality. Thus, we get

|B|τ ≤
∑
v∈B

µN⋆

(v) ≤
∑
v∈B

(| N⋆(v) ∩ M | + cΠ − 1).
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Moreover, as for any v ∈ V (G) there are at most c vertices u such that v ∈ N⋆(u), we
get

∑
v∈B | N⋆(v) ∩ M | ≤ c|M | by the pigeonhole principle (if the inequality was false, then

there would exists v ∈ M with |{u : v ∈ N⋆(u)}| > c). This leads to |B| = c|M |
τ−cΠ+1 . ◀

We are now ready to describe the general algorithm to solve Π.

Proof of Theorem 9. Given an instance (G, k) of Π, we first use Corollary 7 with p = kϵ

to obtain in time 2O(k1−ϵ log(k)) the set of 2O(k1−ϵ log(k)) triples (G2, M, k2) with k2 ≤ k,
|M | = O(k1+ϵ), and ω(G2) ≤ kϵ.

In order to solve Π on (G, k), it is now enough to solve it on these instances (G2, k2).
Observe that applying the Lemma 10 to such (G2, k2, M) triple with τ ≥ cΠ gives a set
B of size at most c|M |

τ−cΠ+1 = O( ω(G2)c1 k1+ϵ

τ−cΠ+1 ) = O( k1+ϵ+ϵc1

τ−cΠ+1 ) such that G3 = G2 \ B verifies
µN⋆(G3) ≤ τ .

By assumption on the ASQGM property we then have tw(G3) = O(P (kϵ, τ)⊞(G)).
Moreover tw(G2) ≤ tw(G3) + |B| = O(P (kϵ, τ)⊞(G)) + O

(
k1+ϵ+ϵc1

τ−cΠ+1

)
as removing a vertex

decreases the treewidth by at most 1. We set τ = k(c1+2)ϵ. By assumption we have
P (kϵ, k(c1+2)ϵ) = O(k 1

2 −ϵ). As Π is bidimensionnal, there exists c1 such that if ⊞(G) > c1
√

k,
then (G, k) is a no-instance.

Thus, as tw(G2) = O
(

k
1
2 −ϵ ⊞(G)

)
+ O

(
k1+ϵ+ϵc1

τ

)
= O

(
k

1
2 −ϵ ⊞(G)

)
+ O(k1−ϵ), observe

that if ⊞(G) ≤ c1
√

k, then there exists a constant c such that tw(G2) ≤ ck1−ϵ. Thus, we use
the treewidth approximation of [21] on G2 with ℓ = ck1−ϵ to obtain in 2O(ℓ)nO(1) either a
2ℓ + 1 treewidth decomposition, or conclude that tw(G2) > ℓ. In the later case, this implies
that ⊞(G) > c1

√
k, and thus we can conclude that (G, k) is a no instance. Otherwise, by

definition of problems in P we can solve Π in time twO(tw(G2))), which gives the claimed
overall time complexity of 2O(k1−ϵ log(k)) × tw(G2)O(tw(G2)) = 2O(k1−ϵ log(k)). ◀

3.2 From ASQGM(ω, lr) to ASQGM(ω, µN⋆)
To be able to use Theorem 9, we need to deal with graph classes that have the ASQGM(ω, µN⋆)
property. This section provides a general framework for obtaining this property via local
radius. The local radius was originally introduced by Lokshtanov et al. [24] for disks graphs
in the context of approximation algorithms. Here we first extend this definition to string
graphs. To that end, we will see string graphs as graphs admitting a thick representation. In
such a representation every vertex v of the considered graph G corresponds to a subset Dv of
the plane that is homeomorphic to a disk, two intersecting such regions have an intersection
with non-empty interior, and the number of maximal connected regions R2 \

⋃
v∈V (G) ∂Dv is

finite.
To turn a string representation into a thick one, it simply suffices to thicken each string by

a small enough amount so that no new intersections occur. On the other hand, note that any
thick representation can be turned into a string representation by replacing each connected
subset of the plane Du by a string that almost completely fills its interior. Note that a thick
representation is not necessarily a pseudo-disk representation as here, the intersection of two
regions, Du ∩ Dv, may not be connected, or it may also be that Du \ Dv is not connected.
Thick representations allow us to extend the definition of local radius to all string graphs.
The next definition is illustrated Figure 4.

▶ Definition 11. Let G be a string graph and S be a thick representation of it. Let X be the
set of all maximal connected region R of R2 \

⋃
D∈S ∂D, contained in at least one object of

S. We define the arrangement graph of S, denoted AS , by:
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11:10 Subexponential Algorithms in Geometric Graphs via SQGM

adding one vertex of each region of X
adding an edge between two vertices if the boundaries of their regions share a common
arc.

Moreover, for each v ∈ G, we denote RS(v) ⊆ X the set of regions included in Dv (recall
that Dv is the region associated to v), and VS(v) ⊆ V (AS) the set of vertices associated to
the regions of RS(v) (implying |VS(v)| = |RS(v)|). Finally, we denote AS(v) = AS [VS(v)].

▶ Definition 12 (from [24], extended here to string graphs). Let G be a string graph.
Given a thick representation S of G,

for any v ∈ V (G), we define lrS(v) as the radius of the graph AS(v)
we define lrS(G) = minv∈V (G) lrS(v)

the local radius lr(G) of G is the minimum over all thick representation S of G of lrS(G).

In order to show ASQGM we use the framework of Baste and Thilikos [4] (originally
designed for the classic SQGM property), that we recall now.

▶ Definition 13 (Contractions [4]). Given a non-negative integer c, two graphs H and G,
and a surjection σ : V (G) → V (H) we write H ≤c

σ G if
for every x ∈ V (H), the graph G[σ−1(x)] has diameter at most c and
for every x, y ∈ V (H), xy ∈ E(H) ⇐⇒ G[σ−1(x) ∪ σ−1(y)] is connected.

We say that H is a c-diameter contraction of G if there is a surjection σ such that H ≤c
σ G

and we write this H ≤c G. Moreover, if σ is such that for every x ∈ V (H), |σ−1(x)| ≤ c′,
then we say that H is a c′-size contraction of G, and we write H ≤(c′) G. If there exists an
integer c such that H ≤c G, then we say that H is a contraction of G.

▶ Definition 14 ((c1, c2)-extension [4]). Given a class of graph G and two non-negative
integers c1 and c2, we define the (c1, c2)-extension of G, denoted by G(c1,c2), as the class
containing every graph H such that there exist a graph G ∈ G and a graph J that satisfy
G ≤(c1) J and H ≤c2 J (see Figure 3).

JG ∈ G H ∈ G(c1,c2)c1-size contraction c2-diameter contraction

Figure 3 A graphical representation of the definition of G(c1,c2).

▶ Lemma 15 (implicit in the proof of [4, Theorem 15]). For every integers c1, c2 and G ∈
P(c1,c2), with P the class of planar graphs, we have tw(G) = O(c1c2 ⊞(G)).

The main result of this section is the following.

▶ Theorem 16. String graphs have the ASQGM(ω, lr) property, more precisely for a string
graph G we have tw(G) = O(ω(G) lr(G)⊞(G)).

Proof. Let G be a string graph, and S a thick representation such that lrS(G) = lr(G). Let
us define a graph J as follows, Figure 4 is a representation of the construction. For any
maximal connected region R of R2 \

⋃
D∈S ∂D, we add to J a clique KR of size ply(R). Then,

for any pair of regions {R1, R2} that share a common arc, we add all edges between KR1

and KR2 . For any v ∈ V (G), we associate a set X(v) ⊆ V (J) such that for any R ∈ RS(v),
|X(v) ∩ KR| = 1, and such that X(v) ∩ X(u) = ∅ for any u ̸= v. Notice that the condition
X(v) ∩ X(u) = ∅ is possible as |KR| = ply(R), and thus any vertex v can take its “private”
vertex in X(v) ∩ R for any R ∈ RS(v).
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Figure 4 Left: thick representation of a string graph G. Right: Illustrates both AS and the
graph J used in the proof of Theorem 16. To visualise AS , consider that each black dotted ellipse is
a single vertex (we have |V (AS)| = 23). Moreover, if v is the vertex represented in red, we have
|VS(v)| = 6 and lrS(v) = 2. To visualise J : for each maximal connected region R of R2 \

⋃
D∈S ∂D,

the clique KR with more than one vertex is represented by a black dotted ellipse around the clique.
For readability only one edge is represented between two cliques instead of the complete bipartite
graph.

Let us prove that G is a lr(G)-diameter contraction of J by defining a surjection σ :
V (J) → V (G) as follows. For any v ∈ V (G), we define σ−1(v) = X(v) (informally we
contract all vertices in X(v)). As for any v ∈ V (G), J [X(v)] is isomorphic to AS(v), we
immediately have diam(J [σ−1(v)]) = lr(G). Moreover, it is straightforward to check that for
every x, y ∈ V (G), xy ∈ E(G) ⇐⇒ J [σ−1(x) ∪ σ−1(y)] is connected. Now, observe that
AS (which is planar) is a ply(S)-size contraction of J using σ′ : V (J) → V (AS) such that
for any v ∈ V (AS), v corresponding to a region R of the plane delimited by the boundaries
of the objects of S, σ

′−1(v) = KR. As ply(S) ≤ ω(G), we get the desired result. ◀

The following corollary is immediate from Theorem 9 and Theorem 16.

▶ Corollary 17. Given an hereditary graph class C which is a subclass of string graphs such
that

maximum clique can be O(1)-approximated in polynomial time,
for any G ∈ C, there exists a subneighborhood function N⋆ that has O(ω(G)c1)-bounded
occurrences for some c1 ∈ N, and
there exists a multivariate polynomial such that for any G ∈ C, lr(G) = P (ω(G), µN⋆(G))

Then, any problem Π ∈ P admits a parameterized subexponential algorithm on C. More pre-
cisely, let P ′(ω(G), µN⋆(G)) = ω(G)P (ω(G), µN⋆(G)). For any ϵ > 0 such that P ′(kϵ, k(c1+2)ϵ)
= O(k 1

2 −ϵ), FVS can be solved in time O∗(kO(k1−ϵ)). This algorithm does not need a rep-
resentation except if one is required for finding the O(1)-approximation of a maximum
clique.

3.3 Upper bounding the local radius for square graphs
Again we provided in the previous section a generic result (Corollary 17) but so far it might
not be clear to the reader which graph classes may satisfy its requirements. To demonstrate
the applicability of this result, we show here that square graphs do. This requires to define
an appropriate N⋆ and prove that lr(G) = ω(G)O(1) · µN⋆(G)O(1). A second application is for
contact-segment graphs, but due to space constraints we had to move the proof to the full
version [6].
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We say that a graph G is a square graph if it is the intersection graph of some collection
of (closed) axis-parallel squares in the plane. In the following by square we always mean
closed and axis-parallel square. By slightly altering the sizes and positions of the squares in
a collection we can obtain a collection where exactly the same pairs of squares intersect and,
in addition, all the side lengths of the squares are different from each other and no two sides
squares are aligned. Furthermore this can easily be performed in polynomial time. From
now on we will assume that all the representations we consider satisfy this property.

The first requirement of Corollary 17 is provided by following lemma from [8], which
describes an EPTAS for the clique problem in the more general case of the intersection graph
of a fixed convex geometric shape with a central symmetry, while allowing rescaling.

▶ Theorem 18 ([8]). There is a polynomial-time 2-approximation of maximum clique in
intersection graphs of squares, even when no representation is provided.

▶ Definition 19. Given a square representation S = {Dv}v∈V (G) of a graph G, we denote
ℓS(Dv) the length of a side of the square Dv, N−

S (v) (resp. N+
S (v)) the set of vertices u such

that u ∈ NG(v) and ℓS(Du) < ℓS(Dv) (resp. >). When S is clear from the context, we will
instead write ℓ, N− and N+.

As the lengths of all sides differ, {N+(v), N−(v)} is a partition of N(v) for every vertex v.

▶ Lemma 20. Given a square representation S of a graph G, N− is a O(ω(G))-occurrences
bounded subneighborhood function.

Proof. N− is clearly a subneighborhood function. For v ∈ V (G), observe that a square
larger than Dv has to contain one of the four corners of Dv if the two squares intersect. But a
corner of Dv cannot be contained in more than ω(G) squares. Hence there are at most 4ω(G)
vertices u ∈ V (G) such that v ∈ N−(u), and so N− is 4ω(G)-occurrences bounded. ◀

We will prove that choosing N∗ = N− allows us to bound the local radius.

▶ Definition 21. Given a square graph G with representation S, for any v ∈ G, we define H(v)
as a minimum vertex cover of G[N−(v)], I(v) = N−(v) \ H(v), and X(v) = H(v) ∪ N+(v).

▷ Claim 22. For every vertex v of a square graph G with representation S, the following
properties hold:
1. I(v) is an independent set of G;
2. |H(v)| ≤ 2 µN⋆(G);
3. |N+(v)| = O(ω(G)) (as in the proof of Lemma 20);
4. |X(v)| = O(µN⋆(G) + ω(G)); and
5. {X(v), I(v)} is a partition of N(v).

▶ Definition 23. For a curve C : [0, 1] → R2 such that for t ∈ [0, 1], C(t) = (x(t), y(t)), we
say that C is monotonic if the functions x and y are monotonic. For k ≥ 2 we say that C is
k-monotonic if it is the composition5 of k monotonic curves.

Recall in the next Lemma that DI(v) denotes the union of all squares in I(v).

5 A curve C(t) = (x(t), y(t)) is the composition of k curves (Ci(t) = (xi(t), yi(t)))i∈{1,...,k} if (x(0), y(0)) =
(x1(0), y1(0)), (x(1), y(1)) = (xk(1), yk(1)), (xi(1), yi(1)) = (xi+1(0), yi+1(0)) for every i ∈ {1, . . . , k−1}
and the set of points {(x(t), y(t)}, t ∈ [0, 1]} is the union of the {(xi(t), yi(t)}, t ∈ [0, 1]} for i ∈ {1, . . . , k}.
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Figure 5 Illustrations of the construction used in the proof of the Lemma 24. Squares of I(v)
are represented in green. Top left: construction used for the Claim 25. Top right: construction
used for the Claim 26. Bottom left: construction used for Claim 27. Observe that in this situation
ca and cb are next to opposite sides of the square containing c0, that C∗

a can be extended in an
counterclockwise direction, and C∗

b in a clockwise direction, which ensure the existence of a common
point c of their monotonic extensions. Bottom right: an example of a 4-monotonic curve between a

and b obtained by the construction of Lemma 24. Observe that only two squares of I(v) are crossed.

▶ Lemma 24. Let G be a square graph and S a representation. Let v ∈ V (G) and a, b two
points contained in Dv. There exists a 4-monotonic curve C contained in Dv joining the
point a to the point b, and crossing at most twice a boundary of the squares of I(v).

Proof. In what follows, what we call a diagonal line (resp. half line) any line (resp. half
line) having an angle +45◦ or −45◦ with the horizontal axis, and a diagonal of a point p in
the plan a diagonal half line whose endpoint is p.

The first step for the creation of the curve is to reduce to the case where the point a

and b are outside DI(v). If this is not the case, for example if a in contained in a square
s = Du with u ∈ I(v), we create a rectilinear curve from a toward the outside of s, in a
direction such that the intersection of the curve with the boundary of s is still in Dv (see the
construction in Figure 5 for an example of such reduction). As such curve is monotonic and
crosses the boundary of a square of I(v) exactly once, after the reduction we are in the case
where we want to construct a 2-monotonic curve between two points of Dv \ DI(v) such that
no square of I(v) is crossed. In what follow we suppose we have reduced to this case and we
still denote a and b the two points of Dv \ DI(v) we want to join by a curve.

▷ Claim 25. Given two points c, p ∈ Dv \ DI(v) on the same diagonal line, there is a
monotonic curve included in Dv \ DI(v) between c and p.

Proof. The construction is represented in Figure 5. The curve is created by starting from the
point c, then by following the diagonal line toward p. When encountering a square s = Du of
a vertex u ∈ I(v), it is always possible of getting around s in order to join back the diagonal
on the other side, and doing so in a direction such that the curve is still monotonic and
contained in Dv. ◁

▷ Claim 26. There are diagonals da of a and db of b intersecting on a point c0 ∈ Dv.
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Proof. Consider the line d parallel to the top left to bottom right diagonal of Dv (see Figure 5),
at equal distances of the points a and b. By symmetry of the square and of the variables a

and b, we can suppose that d goes from top left to bottom right, is above the diagonal of Dv,
and that a is above d. The symmetric a′ of the point a relatively to d is inside Dv and is
contained in a diagonal of both a and b. ◁

Now, if c0 ∈ Dv \ DI(v), composing the two curves toward c0 given by the previous claim
gives the wanted result.

It remains to deal with the case where c0 lies in some square s = Du for u ∈ I(v). Let
ca be a point of da between a and the square s, at an infinitely small distance outside of s.
Claim 25 gives a monotonic curve C∗

a from a to ca. In the same way we define cb and C∗
b .

▷ Claim 27. There exists a point c ∈ Dv \ DI(v) such that C∗
a and C∗

b can be extended to c

while still being monotonic and contained in Dv \ DI(v).

Proof. We can assume that da and db are perpendicular as otherwise the points a and b are
on the same diagonal and so Claim 25 gives the wanted result by taking c = b. Observe that
if ca and cb are arbitrarily close to the same side of s, then prolonging C∗

a toward cb would
keep the curve monotonic, as C∗

a was already going toward db as da and db intersect in s. So
taking c = cb would give the wanted result.

Otherwise if ca and cb are at arbitrarily small distance from two different sides, observe
that the curve C∗

a can be extended running alongside the boundary of s until crossing 2
corners. The same is true for C∗

b so the only situation where those extensions do not cross
each other would be if ca and cb are next to opposite side of s, and that the orientations of
da and db force the extensions of Ca∗ and C∗

b to go in the same direction around s. However,
this is impossible: as da and db cross each other inside of s, one extension will go clockwise
around s and the other counterclockwise (see Figure 5). This ensures that C∗

a and C∗
b can be

extended around s while still being monotonic in order for them to join on a point c while
staying outside of DI(v). ◁

Composing the two curves obtained by the above claim gives a path as wanted. ◀

We are now ready to prove the main combinatorial statement of this section.

▶ Lemma 28. Let G be a square graph. There exists a subneighborhood function N⋆ which
is ω(G)-occurrences bounded and such that lr(G) = O(µN⋆(G) + ω(G)).

Proof. Let S be a square representation of G, and let N⋆ as defined in Definition 19, which
is ω(G)-occurrences bounded according to Lemma 20. Let us now prove that lrS(G) =
O(|X(v)|). This will imply the required result as lr(G) ≤ lrS(G) and |X(v)| = O(µN⋆(G) +
ω(G)) by Claim 22. To that end, let us bound the diameter of AS [VS(v)]. Let u, v be two
vertices of AS [VS(v)], and let us bound the distance between these two vertices. Remember
that any vertex in AS [VS(v)] corresponds to an inclusion-wise maximal rectangular region
of the plane included in Dv, and delimited by edges of squares of S. Let a and b be points
in the regions of u and v respectively. Notice that to any curve inside Dv we can associate
a path in AS [VS(v)] by considering the sequence of regions visited by C, and associate to
each of the region its corresponding vertex in AS [VS(v)] (see Figure 6). Thus, we will upper
bound the distance from u to v in AS [VS(v)] by constructing a curve C from a to b, and by
counting the length of the sequence of regions visited by C.

We use for C the 4-monotonic curve between a and b defined in Lemma 24. Observe
the following property π0: any monotonic curve inside Dv crosses at most 4|X(v)| sides of
squares in X(v). Indeed, as each square in X(v) has at most 4 sides intersecting Dv, and any
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Figure 6 Examples of paths in the configuration graph, with Dv represented with a dashed red
square, I(v) by green squares and the sides of the squares of X(v) in black. Here we can see two
curves between the two purple regions, C1 (that goes up and then down) and C2, and the path
in AS(v) associated to each curve as in the proof of Lemma 28, where the regions traversed by
the paths are alternatively colored blue and yellow. Notice that C1 is 2-monotone, whereas C2 is
c-monotone, where c could be made arbitrary large by creating more and smaller squares in I(v).
As c is large, there is a side of a square in X(v) crossed many times (eight) by C2, and thus we do
not use curve like C2 in the proof.

side, as a vertical or horizontal segment intersecting in Dv, can be crossed at most one time
by a monotonic curve. Observe also that, each time C leaves its current region, C must cross
a side of a square in N(v). However, the total number of crossings between C and a side of a
square in N(v) is at most 16|X(v)| + 4, as each of the four monotonic part of C crosses at
most 4|X(v)| sides of squares in X(v) (by π0), and C crosses at most 4 sides of squares in
I(v) (the worst case being when a ̸= a′, and Ca→a′ crosses the corner of the square in I(v)
containing a, and same for b, b′). Thus, the curve C goes from a region to the next one at
most 16|X(v)| + 4 times, implying that the diameter of AS [VS(v)], and so the local radius
lrS(G), are in O(|X(v)|). ◀

As announced in the introduction of the section, we are now able to apply Corollary 17.

▶ Theorem 29. Any problem Π ∈ P can be solved in time 2O(k9/10 log(k))nO(1) in square
graphs, even when no representation is given.

Proof. Let Π ∈ P. According to Theorem 18, Lemma 28, we can apply Corollary 17 with
c1 = 1, and P (x, y) = x + y. This implies that for any ϵ such that kϵ(kϵ + k3ϵ) = O(k 1

2 −ϵ),
Π can be solved in O∗(kO(k1−ϵ)) in square graphs. Taking ϵ = 1

10 leads to the claimed
complexity. ◀

4 ETH based hardness results

Let us here sketch the lower bounds. Full proofs are provided in the full version.
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Figure 7 The construction for the formula (x2 ∨ x4 ∨ x3) ∧ (x1 ∨ x3 ∨ x4) ∧ (x2 ∨ x4). The
zero-length segments at each corner of the k-polygons are not represented, while that added for the
clause with two variables is depicted with a black dot.

▶ Theorem 30. Under the ETH, TH and OCT cannot be solved in time 2o(n) on n-vertex
2-DIR graphs.

Sketch of Proof. Let φ be a 3-SAT instance with n variables x1, . . . , xn and m clauses
C1, . . . , Cm. In these clauses, we do not have 3 literals all positive or all negative. We can
ensure this by adding only few variables and few clauses.

Let us now construct a 2-DIR graph G from the formula φ. In this graph, each variable
xi is represented by a polygon with ki vertical segments, ki horizontal segments, and with
also 2ki trivial segments (i.e. points) that are placed in each corner of the polygon, where ki

is some number linear in the number of clauses containing xi. See Figure 7 for an illustrative
example. There, one can see that these polygons form concentric rectangles, from which
small parts escape from above. These escaping parts allow interactions with other polygons,
corresponding to variables from a same clause.

The idea of the reduction is that, φ is satisfiable if and only if G has a TH (resp. OCT)
of size K =

∑
1≤i≤n ki. Furthermore, such hitting set will be of the following form. For the

polygon corresponding to xi, the hitting set will be either formed by the ki vertical segments,
or by the ki horizontal segments. This is ensured by the triangles induced at each corner
of the polygon. Furthermore, the choice of vertical or horizontal segments, depends on the
interactions among polygons, and will correspond to a valuation of the variable xi. ◀

In the full version [6] we also provide a refined bound of Theorem 30 depending on the
maximum degree, and another negative result in K2,2-free contact 2-DIR graphs.

5 Discussion

In this paper we gave subexponential FPT algorithms for cycle-hitting problems in intersection
graphs. A general goal is to characterize the geometric graph classes that admit subexponential
FPT algorithms for the problems we considered. In particular, an interesting open problem
is whether FVS admits a subexponential parameterized algorithm in 2-DIR graphs.
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Abstract
The problem of edge coloring has been extensively studied over the years. Recently, this problem has
received significant attention in the dynamic setting, where we are given a dynamic graph evolving
via a sequence of edge insertions and deletions and our objective is to maintain an edge coloring of
the graph.

Currently, it is not known whether it is possible to maintain a (∆ + O(∆1−µ))-edge coloring in
Õ(1) update time, for any constant µ > 0, where ∆ is the maximum degree of the graph.1 In this
paper, we show how to efficiently maintain a (∆ + O(α))-edge coloring in Õ(1) amortized update
time, where α is the arboricty of the graph. Thus, we answer this question in the affirmative for
graphs of sufficiently small arboricity.
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1 Introduction

Consider any graph G = (V, E), with n = |V | nodes and m = |E| edges, and any integer
λ ≥ 1. A (proper) λ-(edge) coloring χ : E → [λ] of G assigns a color χ(e) ∈ [λ] to each edge
e ∈ E, in such a way that no two adjacent edges receive the same color. Our goal is to get a
proper λ-coloring of G, for as small a value of λ as possible. It is easy to verify that any such
coloring requires at least ∆ colors, where ∆ is the maximum degree of G. On the other hand,
a textbook theorem by Vizing [13] guarantees the existence of a proper (∆ + 1)-coloring in
any input graph.

This work focuses on the edge coloring problem in the dynamic setting, where an extensive
body of work has been devoted to this problem. Before describing our contributions, we first
summarize the relevant state-of-the-art in the dynamic setting.

1 We use Õ(·) to hide polylogarthmic factors.
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Dynamic Edge Coloring. In the dynamic setting, the input graph G undergoes a sequence
of updates (edge insertions/deletions), and throughout this sequence the concerned algorithm
has to maintain a proper coloring of G. We wish to design a dynamic algorithm whose update
time (time taken to process an update) is as small as possible. The edge coloring problem
has received significant attention within the dynamic algorithms community in recent years.
It is known how to maintain a (2∆− 1)-coloring in O(log ∆) update time [2, 3], and Duan
et al. [11] showed how to maintain a (1 + ϵ)∆-coloring in O(log8 n/ϵ4) update time when
∆ = Ω(log2 n/ϵ2). Subsequently, Christiansen [10] presented a dynamic algorithm for (1+ϵ)∆-
coloring with O(log9 n log6 ∆/ϵ6) update time, without any restriction on ∆. More recently,
Bhattachrya et al. [5] showed how to maintain a (1 + ϵ)∆-coloring in O(log4(1/ϵ)/ϵ9) update
time when ∆ ≥ (log n/ϵ)Θ((1/ϵ) log(1/ϵ)). At present, no dynamic edge coloring algorithm
is known with a sublinear in ∆ additive approximation and with Õ(1) update time. We
summarize the following basic question that arises.

Is there a dynamic algorithm for maintaining a (∆ + O(∆1−µ))-edge coloring with Õ(1)
update time, for any constant µ > 0?

1.1 Our Contribution
We address the above question for the family of bounded arboricity graphs. Formally, a graph
G = (V, E) has arboricity (at most) α iff:⌈

|E(G[S])|
(|S| − 1)

⌉
≤ α for every subset S ⊆ V of size |S| ≥ 2,

where G[S] denotes the subgraph of G induced by S and E(G[S]) denotes the edge-set of
G[S]. It is easily verified that the arboricity of any graph is upper bounded by its maximum
degree. There are many instances of graphs, however, with very high maximum degree but
low arboricity.2 Intuitively, a graph with low arboricity is sparse everywhere. Every graph
excluding a fixed minor has O(1) arboricity, thus the family of constant arboricity graphs
contains bounded treewidth and bounded genus graphs, and specifically, planar graphs. More
generally, graphs of bounded (not necessarily constant) arboricity are of importance, as they
arise in real-world networks and models, such as the world wide web graph, social networks
and various random distribution models.

We now summarize our main result.

▶ Theorem 1. There is a deterministic dynamic algorithm for maintaining a (∆ + (4 + ϵ)α)-
edge coloring of an input dynamic graph with maximum degree ∆ and arboricity α, with
O(log6 n/ϵ6) amortized update time and O(log4 n/ϵ5) amortized recourse.3

Thus, Theorem 1 addresses the above question in the affirmative, for all dynamic graphs
with arboricity at most O(∆1−µ), for any constant µ > 0.

An important feature of our dynamic algorithm is that it is adaptive to changes in the
values of ∆ and α over time: At each time-step t, we (explicitly) maintain a proper edge
coloring of the input graph G using the colors {1, . . . , ∆t + (4 + ϵ)αt}, where ∆t and αt are
respectively the maximum degree and arboricity of G at time t.

2 Think of a star graph on n nodes. It has ∆ = n − 1 but α = 1.
3 A dynamic algorithm has an amortized update time (respectively, amortized recourse) of O(λ), if, starting

with an empty graph, the total runtime (resp., number of output changes) to handle any sequence of T
updates is O(T · λ).
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Before giving our full dynamic algorithm, we give a simpler “warmup” dynamic algorithm,
where we assume access to values α and ∆ such that αt ≤ α and ∆t ≤ ∆ at each time-step
t. In this setting, we can maintain a (∆ + (4 + ϵ)α)-edge coloring with O(log2 n log ∆/ϵ2)
amortized update time and O(log n/ϵ) worst-case recourse. As an immediate corollary of our
“warmup” dynamic algorithm, we also get the following structural result, which should be
contrasted with the lower bound of [7] for extending partial colorings, which shows that there
exist n-node graphs of maximum degree ∆ and (∆ + c)-edge colorings on those graphs (for
any c ∈ [1, ∆/3]), such that extending these colorings to color some uncolored edge requires
changing the colors of Ω(∆ log(cn/∆)/c) many edges.

▶ Corollary 2. Let G = (V, E) be a graph with maximum degree ∆ and arboricity α, and let
χ be a (∆ + (2 + ϵ)α)-edge coloring of G. Then, given any uncolored edge e ∈ E, we can
extend the coloring χ so that e is now colored by only changing the colors of O(log n/ϵ) many
edges.

Independent Work. In independent and concurrent work, Christiansen, Rotenberg and
Vlieghe also obtain a deterministic dynamic algorithm that maintains a (∆ + O(α))-edge
coloring in Õ(1) amortized update time [9].

1.2 Our Techniques
At a high level, our algorithm can be interpreted as a dynamization of a simple static
algorithm that computes a (∆+O(α))-edge coloring of a graph G, which can be implemented
to run in near-linear time in the static sequential model of computation.4 This algorithm
is similar to the classic greedy algorithm for (2∆ − 1)-edge coloring, which simply scans
through all edges of the graph in an arbitrary order and, while scanning any edge e, assigns
e an arbitrary color in [2∆ − 1] that has not been already assigned to one of its adjacent
edges. Since e has at most 2∆− 2 adjacent edges, such a color must always exist. This static
algorithm does something quite similar – the difference is that it computes a “good” ordering
of the edges in G instead of using an arbitrary ordering, which allows it to use fewer colors.
More specifically, it repeatedly identifies a vertex of minimum degree in G, colors an edge
incident on in, and removes that edge from the graph. For the sake of completeness, we
include this algorithm and its analysis in Appendix A of the full version of our paper. We
remark that a variant of this algorithm appears in [1], which considers the distributed model
of computation.

To highlight the main conceptual insight underlying our approach, we describe the simpler
case where ∆ and α are fixed values (known to the algorithm in advance) that respectively
give upper bounds on the maximum degree and arboricity of the input graph at all times.
We sketch below how to maintain a (∆ + O(α))-coloring in Õ(1) update time in this setting.
Note that this directly implies a near-linear time static algorithm for (∆ + O(α))-coloring.5
We later outline (Section 1.2.1) how we extend our dynamic algorithm to handle the scenario
where ∆ and α change over time.

Our starting point is a well-known “peeling process”, which leads to a standard decom-
position of an input graph G = (V, E) with arboricity at most α [8]. The key observation is
that any induced subgraph of G has average degree at most 2α.6 Fix any constant γ > 1.

4 Recently, [4] and [12] considered edge coloring on low arboricity graphs in the static setting, but for the
problems of ∆ + 1 and ∆ coloring respectively.

5 Indeed, we can compute ∆ and a good approximation of α in linear time, and then simply insert the
edges in the input graph into the dynamic algorithm one after another.

6 Indeed, for any subset S ⊆ V , the average degree of G[S] is given by: 2 · |E(G[S])|/|S| ≤ 2α.
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This motivates the following procedure, which runs for L = Θγ(log n) rounds.

Initially, during round 1, we set Z1 := V . Subsequently, during each round i ∈ {2, . . . , L},
we find the set of nodes S ⊆ Zi−1 that have degree > 2γα in G[Zi−1], and set Zi := S.

Consider any given round i ∈ [L] during the above procedure. Since the subgraph G[Zi−1]
has average degree at most 2α, it follows that at most a 1/γ fraction of the nodes in G[Zi−1]
have degree more than 2γα. In other words, we get |Zi+1| ≤ |Zi|/γ, and hence after L

iterations we would have ZL = ∅. Bhattacharya et al. [6] showed how to maintain this
decomposition dynamically with Õ(1) amortized update time, provided that γ > 2.

Now, our dynamic (∆ + O(α))-coloring algorithm works as follows. Suppose that we are
currently maintaining a valid coloring, along with the above decomposition. Upon receiving
an update (edge insertion/deletion), we first run the dynamic algorithm of [6], which adjusts
the decomposition Z1 ⊇ · · · ⊇ ZL, in amortized Õ(1) time. If the update consisted of an
edge deletion, then we do not need to do anything else beyond this point, since the existing
coloring continues to remain valid. We next consider the more interesting case, where the
update consisted of the insertion of an edge (say) (u, v).

Let i ∈ [L] be the largest index such that (u, v) ∈ E(G[Zi]). Then there must exist
some endpoint x ∈ {u, v} that belongs to Zi \ Zi+1. W.l.o.g., let u be that endpoint. Since
u ∈ Zi \ Zi+1, it follows that the node u has degree at most 2γα in G[Zi]. Also, the node
v trivially has degree at most ∆ in G. Let E(u,v) ⊆ E denote the set of edges e′ ∈ E that
belong to one of the following two categories: (I) e′ is incident on u and lies in G[Zi], (II) e′

is incident on v. We conclude that |E(u,v)| ≤ ∆ + 2γα. Thus, if we have a palette of at least
∆ + 2γα + 1 = ∆ + Θ(α) colors, then there must exist a free color in that palette which is
not assigned to any edge in E(u,v). Let c be that free color. Using standard binary search
data structures, such a color c can be identified in Õ(1) time [3]. We assign the color c to
the edge (u, v). This can potentially create a conflict with some other adjacent edge e′′ ∈ E

(which might already have been assigned the color c).
However, it is easy to see that such an edge e′′ must be incident on u, i.e., e′′ = (u, y)

for some y ∈ V , and there must exist some index iy < i such that y ∈ Ziy \ Ziy+1. We
then uncolor the edge e′′, set i ← iy, and recolor e′′ recursively using the same procedure
described above. Since after each recursive call, the value of the index i decreases by at least
one, this can go on at most L times. This leads to an overall update time of L · Õ(1) = Õ(1).
See Section 3 for details.

1.2.1 Handling the scenario where ∆ and α change over time
We now outline how we deal with changing values of ∆ and α. Let αt and ∆t respectively
denote the arboricity and maximum degree of the input graph G at the current time-step t.
We need to overcome two technical challenges.

(i) The “warmup” algorithm described above works correctly only if it uses a parameter
α ≃ αt to construct the decomposition of G. Informally, if α is too small w.r.t. αt, then the
number of iterations L required to construct the decomposition will become huge (possibly
infinite, if we aim at achieving ZL = ∅), and this in turn would blow up the update time of
the algorithm. In contrast, if α is too large compared to αt, then the algorithm would be
using too many colors in its palette.
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(ii) After the deletion of an edge e, the arboricity α and the maximum degree ∆ of G might
decrease. If either parameter drops by a significant amount (across some batch of updates),
then we might have to recolor a significant number of edges to ensure that we are still only
using ∆ + O(α) many colors, potentially leading to a prohibitively large update time.

To deal with challenge (i), we generalize the notion of graph decomposition to that of a
decomposition system. At a high level, a decomposition system is just a collection of graph
decompositions, where the relevant parameter across the decompositions is discretized into
powers of (1 + ϵ). This ensures that no matter what the value of α is at the present moment,
there is always some decomposition in our system that we can use to extend the coloring.
Finally, to deal with challenge (ii), we ensure that the color of each edge satisfies certain
local constraints, similar to the constraints used to give efficient dynamic algorithms in
[3, 10]. After the deletion of an edge, we can just uncolor the edges that violate those local
constraints, and then recolor them using the decomposition system. However, since the
constraints on an edge e depend not just on the degrees of its endpoints but also on the
decomposition system, we have to take extra care to ensure that these decompositions don’t
change too much between updates. See Section 4 for details.

1.3 Roadmap

The rest of the paper is organized as follows. Section 2 introduces the relevant preliminary
concepts and notations. This is followed by Section 3, which contains our warmup dynamic
algorithm for fixed α. In Section 4, we present our dynamic algorithm in its full generality.
Appendix B in the full version of our paper gives the full details of the relevant data structures
used by our algorithms.

2 Preliminaries

In this section, we define the notations used throughout our paper and describe the notion
of graph decompositions, which are at the core of our algorithms. We then provide a simple
extension of these graph decompositions, which we use as a central component in our final
dynamic algorithm.

2.1 The Dynamic Setting

In the dynamic setting, we have a graph G = (V, E) that undergoes updates via a sequence
of intermixed edge insertions and deletions. Our task is to design an algorithm to explicitly
maintain an edge coloring χ of G as the graph is updated. We assume that the graph G is
initially empty, i.e. that the graph G is initialized with E = ∅. The update time of such
an algorithm is the time it takes to handle an update, and its recourse is the number of
edges that change colors while handling an update. More precisely, we say that an algorithm
has a worst-case update time of λ if it takes at most λ time to handle an update, and an
amortized update time of λ if it takes at most T · λ time to handle any arbitrary sequence
of T updates (starting from the empty graph). Similarly, we say that an algorithm has a
worst-case recourse of λ if it changes the colors of at most λ edges while handling an update,
and an amortized recourse of λ if it changes the colors of at most T · λ edges while handling
any arbitrary sequence of T updates (starting from the empty graph).
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2.2 Notation
Let G = (V, E) be an undirected, unweighted n-node graph. Given an edge set S ⊆ E,
we denote by G[S] the graph (V, S), and given a node set A ⊆ V , we denote by G[A] the
subgraph induced by A, namely (A, {(u, v) ∈ E |u, v ∈ A}). Given a node u ∈ V and a
subgraph H of G, we denote by NH(u) the set of edges in H that are incident on u, and by
degH(u) the degree of u in H. For an edge (u, v), we define NH(u, v) to be NH(u) ∪NH(v).
When we are considering the entire graph G, we will often omit the subscripts in NG(·) and
degG(·) and just write N(·) and deg(·).

2.3 Graph Decompositions
A central ingredient in our dynamic algorithm is the notion of (β, d, L)-decomposition, defined
by Bhattacharya et al. [6].

▶ Definition 3. Given a graph G = (V, E), β ≥ 1, d ≥ 0, and a positive integer L, a (β, d, L)-
decomposition of G is a sequence (Z1, . . . , ZL) of node sets, such that ZL ⊆ · · · ⊆ Z1 = V

and

Zi+1 ⊇ {u ∈ Zi | degG[Zi](u) > βd} and Zi+1 ∩ {u ∈ Zi | degG[Zi](u) < d} = ∅

hold for all i ∈ [L− 1].

Given a (β, d, L)-decomposition (Z1, . . . , ZL) of G = (V, E), we abbreviate G[Zi] as Gi

for all i, and for all u ∈ V , we abbreviate degGi
(u) as degi(u) and NGi(u) as Ni(u). We

define Vi := Zi \ Zi+1 for all i ∈ [L − 1], and VL := ZL. We say that Vi is the ith level of
the decomposition, and define the level ℓ(u) of any node u ∈ Vi as ℓ(u) := i. We define
deg+(u) := degℓ(u)(u) and N+(u) := Nℓ(u)(u) for u ∈ V . Given an edge e = (u, v), we define
the level ℓ(e) of e as ℓ(e) := min{ℓ(u), ℓ(v)}. Note also that for all u ∈ V \VL, deg+(u) ≤ βd.
However, given some u ∈ VL, deg+(u) may be much larger than βd, which motivates the
following useful fact concerning such decompositions.

▶ Lemma 4 ([6]). Let G = (V, E) be an arbitrary graph with arboricity α, let β, ϵ, d be any
parameters such that β ≥ 1, 0 < ϵ < 1, d ≥ 2(1 + ϵ)α, and let L = 2 + ⌈log(1+ϵ) n⌉. Then for
any (β, d, L)-decomposition (Z1, ..., ZL) of G, it holds that ZL = ∅.

Proof. Let (Z1, ..., ZL) be a (β, d, L)-decomposition of G satisfying the conditions of the
lemma. Let i be an arbitrary index in [L− 1]. Since the arboricity of Gi is at most α, the
average degree in Gi is at most 2α. On the other hand, by definition, the degree of any node
in Zi+1 in the graph Gi is at least d ≥ 2(1 + ϵ)α. It follows that

2(1 + ϵ)α|Zi+1| ≤
∑

u∈Zi+1

degi(u) ≤
∑

u∈Zi

degi(u) ≤ 2α|Zi|,

and hence |Zi+1| ≤ |Zi|/(1 + ϵ). Inductively, we obtain |ZL| ≤ (1 + ϵ)1−L|Z1| ≤ 1/(1 + ϵ) < 1,
yielding ZL = ∅. ◀

Orienting the Edges. For our purposes, it will be useful to think of a decomposition of G

as inducing an orientation of the edges. In particular, given an edge e = (u, v), we orient
the edge from the endpoint of lower level towards the endpoint of higher level. If the two
endpoints have the same level, we orient the edge arbitrarily. We write u ≺ v to denote that
the edge e is oriented from u to v. Note that deg+(u) is an upper bound on the out-degree
of u with respect to this orientation of the edges.
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Dynamic Decompositions. Bhattacharya et al. give a deterministic fully dynamic data
structure that can be used to explicitly maintain a (β, d, L)-decomposition of a graph
G = (V, E) under edge updates with small amortized update time. This algorithm also has
small amortized recourse, where the recourse of an update is defined as the number of edges
that change level following the update. The following theorem, from Section 4.1 of [6], will
be used as a black box in our dynamic algorithm.

▶ Proposition 5 ([6]). For any constant β ≥ 2 + 3ϵ, there is a deterministic fully-dynamic
algorithm that maintains a (β, d, L)-decomposition of a graph G = (V, E) with amortized
update time and amortized recourse both bounded by O(L/ϵ).

It is straightforward to modify this dynamic algorithm to explicitly maintain the orientation
of the edges that we described above without changing its asymptotic behavior. Furthermore,
we can assume that the orientation of an edge changes only when it changes level.

2.4 Graph Decomposition Systems
In order for our dynamic algorithm to be able to deal with dynamically changing arboricity α,
we will need to give a slight generalization of Definition 3, which we refer to as a decomposition
system. Intuitively, this will enable us to maintain multiple decompositions, one for each
“guess” of the arboricity, allowing us to use whichever decomposition is most appropriate to
modify the edge coloring while handling an update.

▶ Definition 6. Given a graph G = (V, E), β ≥ 1, a sequence (dj)j∈[K] such that dj ≥ 0, and
a positive integer L, a (β, (dj)j∈[K], L)-decomposition system of G is a sequence (Zi,j)i∈[L],j∈[k]
of node sets, where for each j ∈ [K], (Zi,j)i∈[L] is a (β, dj , L)-decomposition of G.

Given a (β, (dj)j∈[K], L)-decomposition system of G = (V, E), we denote the graph G[Zi,j ]
by Gi,j , degGi,j

(u) by degi,j(u), and NGi,j
(u) by Ni,j(u) for u ∈ V . We say that (Zi,j)i

is the jth layer of the decomposition system. We denote by ℓj(u) the level of node u in
the decomposition (Zi,j)i and define deg+

j (u) := degℓj(u),j(u) and N+
j (u) := Nℓj(u),j(u) for

u ∈ V .
Given a node u, we define the layer of u as L(u) = min{j ∈ [K] | ℓj(u) < L}. Given

an edge e = (u, v), we define the layer of e as L(e) = min{L(u),L(v)}. We denote the
orientation of the edges induced by the decomposition (Zi,j)i by ≺j .

We can use the data structure from Proposition 5 to dynamically maintain a decomposition
system, giving us the following proposition. In this context, we define the recourse of an
update to be the number of edges that change levels in some layer.

▶ Proposition 7. For any constant β ≥ 2 + 3ϵ, there is a deterministic fully dynamic
algorithm that maintains a (β, (dj)j∈[K], L)-decomposition system of a graph G = (V, E) with
amortized update time and amortized recourse O(KL/ϵ).

As before, we assume that the orientation of an edge e with respect to ≺j changes only when
ℓj(e) changes.

3 A Warmup Dynamic Algorithm (for Fixed α)

We now turn our attention towards designing an algorithm that can dynamically maintain a
(∆+O(α))-edge coloring of the graph G as it changes over time. A starting point for creating
such an algorithm is the static algorithm that we outline in Section 1.2. Unfortunately, the
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highly sequential nature of this algorithm makes it very challenging to dynamize directly,
as it is not clear how to efficiently maintain the output in the dynamic setting. In order
to overcome this obstacle, we use the notion of graph decompositions (see Section 2.3).
Informally, these graph decompositions can be interpreted as an “approximate” version of
the sequence in which the static algorithm colors the edges in the graph – where instead of
peeling off a node with smallest degree one at a time, we peel off large batches of nodes with
sufficiently small degrees simultaneously. This leads to a “more robust” structure that can
be maintained dynamically in an efficient manner.

Let G = (V, E) be a dynamic graph that undergoes updates via edge insertions and
deletions. In this section, we work in a simpler setting where we assume that we are given
an α and are guaranteed that the maximum arboricity of the graph G remains at most
α throughout the entire sequence of updates. We then give a deterministic fully dynamic
algorithm that maintains a (∆ + O(α))-edge coloring of G, where ∆ is an upper bound on
the maximum degree of G at any point throughout the entire sequence of updates.7 Without
dealing with implementation details, we show that it achieves Õ(1) worst-case recourse per
update. In Section 4, we extend our result to the setting where ∆ and α are not bounded
and show how to maintain a (∆ + O(α))-edge coloring of G where α and ∆ are the current
arboricity and maximum degree of G respectively and change over time.

3.1 Algorithm Description
For the rest of this section, fix some constants ϵ, β, and L such that: 0 < ϵ < 1, β = 2 + 3ϵ,
L = 2 + ⌈log1+ϵ n⌉. At a high level, our algorithm works by dynamically maintaining a
(β, 2(1 + ϵ)α, L)-decomposition (Zi)L

i=1 of the graph G by using Proposition 5. During an
update, our algorithm first updates the decomposition (Zi)i, and then uses this decomposition
to find a path of length at most L such that, by only changing the colors assigned to the edges
in this path, it can update the coloring to be valid for the updated graph. Since L = Õ(1),
this immediately implies the worst-case recourse bound. Algorithm 1 gives the procedure
that we call to initialize our data structure, creating a decomposition of the empty graph,
and Algorithms 2 and 3 give the procedures called when handling insertions and deletions
respectively.

Algorithm 1 Initialize(G, α).

Input: An empty graph G = (V,∅) and a parameter α

1 Create a (β, 2(1 + ϵ)α, L)-decomposition (Zi)i∈[L] of G

Algorithm 2 Insert(e).

Input: An edge e to be inserted into G

1 Insert the edge e into G

2 χ(e)←⊥
3 Update the (β, 2(1 + ϵ)α, L)-decomposition (Zi)i of G

4 ExtendColoring(e, (Zi)i)

7 Note that the algorithm needs prior knowledge of α, but not ∆.
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Algorithm 3 Delete(e).

Input: An edge e to be deleted from G

1 Delete the edge e from G

2 χ(e)←⊥
3 Update the (β, 2(1 + ϵ)α, L)-decomposition (Zi)i of G

Algorithm 4 ExtendColoring(e, (Zi)i).

Input: An uncolored edge e and a (β, 2(1 + ϵ)α, L)-decomposition (Zi)i of G

1 S ← {e}
2 while S ̸= ∅ do
3 Let f = (u, v) be any edge in S where u ≺ v

4 C+
u ← χ(N+(u))

5 Cv ← χ(N(v))
6 Set c to any element in [|C+

u |+ |Cv|+ 1] \ (C+
u ∪ Cv)

7 if c ∈ χ(N(u)) then
8 Let f ′ be the edge in N(u) with χ(f ′) = c

9 χ(f ′)←⊥ and S ← S ∪ {f ′}
10 χ(f)← c and S ← S \ {f}

The following theorem, which we prove next, summarizes the behavior of our warmup dynamic
algorithm.

▶ Theorem 8. The warmup dynamic algorithm is deterministic and, given a sequence of
updates for a dynamic graph G and a value α such that the arboricity of G never exceeds α,
maintains a (∆ + (4 + ϵ)α)-edge coloring, where ∆ is the maximum degree of G throughout
the entire sequence of updates. The algorithm has O(log n/ϵ) worst-case recourse per update
and O(log2 n log ∆/ϵ2) amortized update time.

3.2 Analysis of the Warmup Algorithm
We now show that the warmup algorithm maintains a (∆ + 2β(1 + ϵ)α)-edge coloring and
has a worst-case recourse of at most L = O(log n/ϵ) per update.8

▶ Lemma 9. Let G = (V, E) be a graph with maximum degree at most ∆ and arboricity
at most α. Let e be an edge in G, (Zi)i a (β, 2(1 + ϵ)α, L)-decomposition of G and χ a
(∆ + 2β(1 + ϵ)α)-edge coloring of G− e. Then running ExtendColoring(e, (Zi)i):
1. changes the colors of at most L edges in G, and
2. turns χ into a (∆ + 2β(1 + ϵ)α)-edge coloring of G.

Proof. We first prove (1). Let ei denote the edge that is uncolored at the start of the ith

iteration of the while loop as we run the procedure. Let ℓ(ei) denote the minimum of the
level of both of its endpoints. Clearly ℓ(ei) ≤ L since this is the highest level and ℓ(ei) ≥ 1
for all i since this is the lowest level. Suppose the while loop iterates at least i times for
some integer i ≥ 2. Let ei−1 = (u, v) where u ≺ v, and hence ℓ(u) ≤ ℓ(v) (see Section 2.3).
Since ei ∈ N(u) during iteration i− 1 but χ(ei) /∈ χ(N+(u)), we have that ei /∈ N+(u), and
hence the endpoint of ei that is not u appears in a level strictly below the level of u, so

8 Note that 2β(1 + ϵ)α = (4 + O(ϵ))α.
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ℓ(ei) < ℓ(ei−1). It follows that 1 ≤ ℓ(ei) ≤ L + 1− i, so the while loop iterates at most L

times. For (2), note that if we let ei = (u, v) where u ≺ v, then |C+
u | = deg+(u) − 1 and

|Cv| = deg(v)− 1, so

|C+
u |+ |Cv|+ 1 ≤ deg+(u) + deg(v)− 1 ≤ ∆ + 2β(1 + ϵ)α,

and so the procedure never assigns any ei a color larger than ∆ + 2β(1 + ϵ)α. Since we know
from (1) that the procedure terminates after at most L iterations, after which every edge
in the graph is colored, and χ was a (∆ + 2β(1 + ϵ)α)-edge coloring of the graph G − e1
at the start of the procedure, it follows by induction that after the procedure terminates χ

assigns each edge in G a color from [∆ + 2β(1 + ϵ)α]. Furthermore, our algorithm can only
terminate if this assignment forms a valid edge coloring. Hence, χ is a (∆ + 2β(1 + ϵ)α)-edge
coloring of G. ◀

▶ Lemma 10. The warmup algorithm maintains a (∆ + 2β(1 + ϵ)α)-edge coloring of the
graph.

Proof. We prove this by induction. Since G is initially empty, the empty map is trivially a
coloring of G. Let λ = ∆ + 2β(1 + ϵ)α. Suppose χ is a λ-edge coloring of G after the ith

update. If the i + 1th update is a deletion, χ is still a λ-edge coloring of the updated graph
and we are done. If the i + 1th update is an insertion, then we run Algorithm 4 in order to
update χ. By part (2) of Lemma 9, it follows that χ is a λ-edge coloring of the updated
graph once the procedure terminates. ◀

▶ Lemma 11. The warmup algorithm changes the colors of at most L edges while handling
an update.

Proof. While handling the deletion of an edge e, our algorithm uncolors the edge e and does
not change the color of any other edge. While handling the insertion of an edge e, our algorithm
only changes the colors of edges while handling the call to ExtendColoring(e, (Zi)i). By
part (1) of Lemma 9, this changes the colors of at most L edges. ◀

In the full version of our paper, we prove the following lemma.

▶ Lemma 12. The warmup algorithm has an amortized update time of O(log2 n log ∆/ϵ2).

We also note that Corollary 2 follows immediately from Lemma 9. In particular, if we set
β = 1, by Lemma 4, the proof Lemma 9 still holds. Hence, we can use ExtendColoring
along with any (1, 2(1+ϵ)α, L)-decomposition of G in order to extend any (∆+2(1+ϵ)α)-edge
coloring χ with an uncolored edge e so that the edge e is now colored by only changing the
colors of O(log n/ϵ) many edges.

4 The Dynamic Algorithm

We now describe our full dynamic algorithm and show that it maintains a (∆ + O(α))-edge
coloring of the graph. We then use Proposition 7 to show that we can get Õ(1) amortized
recourse. In Appendix B of the full version of our paper, we describe the relevant data
structures and use them to implement our algorithm to get Õ(1) amortized update time.

4.1 Algorithm Description
In order to describe our algorithm, we fix some constant ϵ such that 0 < ϵ < 1 and set
β = 2 + 3ϵ, L = 2 + ⌈log1+ϵ n⌉. Let α̃j := (1 + ϵ)j−1 and note that, for any n-node graph G

with arboricity α, α̃1 = 1 ≤ α ≤ n < α̃L.
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Informal Description. Our algorithm works by maintaining the invariant that each edge
e = (u, v) receives a color in the set [deg(v) + O(α̃L(e))], where u ≺L(e) v. Since deg(v) ≤ ∆
and α̃L(e) = O(α) (see Lemma 15), it follows that the algorithm uses at most ∆ + O(α)
many colors. When an edge is inserted or deleted, this may cause some Õ(1) many edges
to violate the invariant. We begin by first identifying all such edges and uncoloring them.
We then update the decomposition system maintained by our algorithm, which may again
cause some Õ(1) many edges (on average) to violate the invariant. We again identify and
uncolor all such edges. We now want to color each of the uncolored edges, while ensuring
that we satisfy this invariant at all times. We do this by using the decomposition system
maintained by our algorithm: we take an uncolored edge f = (u, v) such that u ≺L(f) v and
assign it a color c that is not assigned to any of the edges in N+

L(f)(u) or N(v). If there
is an edge f ′ adjacent to f that is also colored with c, we uncolor this edge. We repeat
this process iteratively until all edges are colored. We can show that: (1) there are at most
deg(v) + O(α̃L(f)) many edges in N+

L(f)(u) ∪N(v), and hence we can find such a c in the
palette [deg(v) + O(α̃L(f))], and (2) if there is such an edge f ′ adjacent to f that is also
colored with c, then either ℓL(f ′)(f ′) < ℓL(f)(f) or L(f ′) < L(f), allowing us to carry out a
potential function argument that shows that the process terminates with all edges colored
after Õ(1) iterations on average, giving us an amortized recourse bound.

Formal Description. The following pseudo-code gives a precise formulation of our algorithm.
Algorithm 5 Initialize(G).

Input: An empty graph G = (V,∅)
1 Create a (β, (2(1 + ϵ)α̃j)j∈[L], L)-decomposition system (Zi,j)i,j∈[L] of G

Algorithm 6 Insert(e).

Input: An edge e to be inserted into G

1 Insert the edge e into G

2 S ← UpdateDecompositions(e)
3 χ(f)←⊥ for all f ∈ S

4 ExtendColoring(S)

Algorithm 7 Delete(e).

Input: An edge e to be deleted from G

1 Delete the edge e from G

2 S ← ∅
3 for v ∈ e do
4 S ← S ∪ {f = (u, v) ∈ N(v) |u ≺L(f) v and χ(f) > deg(v) + 2β(1 + ϵ)α̃L(f)}
5 S ← S ∪UpdateDecompositions(e)
6 χ(f)←⊥ for all f ∈ S

7 ExtendColoring(S)

Algorithm 8 UpdateDecompositions(e).

Input: The edge e that has been inserted/deleted from G

1 Update the decomposition system (Zi,j)i,j

2 Let S′ ⊆ E be the set of all edges whose level changes in some layer
3 return S′
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Algorithm 9 ExtendColoring(S).

Input: A set S of uncolored edges
1 while S ̸= ∅ do
2 Let f = (u, v) be any edge in S where u ≺L(f) v

3 C+
u ← χ(N+

L(f)(u))
4 Cv ← χ(N(v))
5 Let c be any element in [|C+

u |+ |Cv|+ 1] \ (C+
u ∪ Cv)

6 if c ∈ χ(N(u)) then
7 Let f ′ be the edge in N(u) with χ(f ′) = c

8 χ(f ′)←⊥ and S ← S ∪ {f ′}
9 χ(f)← c and S ← S \ {f}

The following theorem, which we prove next, summarizes the behavior of our full dynamic
algorithm.

▶ Theorem 13. The dynamic algorithm is deterministic and, given a sequence of updates
for a dynamic graph G, maintains a (∆ + (4 + ϵ)α)-edge coloring, where ∆ and α are the
dynamically changing maximum degree and arboricity of G, respectively. The algorithm has
O(log4 n/ϵ5) amortized recourse per update and O(log5 n log ∆/ϵ6) amortized update time.9

We split the proof of Theorem 13 into two parts. In Section 4.2, we show that our dynamic
algorithm maintains a (∆ + 2β(1 + ϵ)2α)-edge coloring and has an amortized recourse of
O(log4 n/ϵ5).10 In Appendix B of the full version of our paper, we describe the data structures
used by our algorithm, before showing how to use them in order to get O(log5 n log ∆/ϵ6)
amortized update time.

4.2 Analysis of the Dynamic Algorithm
For the rest of Section 4.2, fix a dynamic graph G = (V, E), and a (β, (2(1 + ϵ)α̃j)j , L)-
decomposition system Z = (Zi,j)i,j of G. Recall that ϵ is a fixed constant with 0 < ϵ < 1,
and that β = 2 + 3ϵ, L = 2 + ⌈log1+ϵ n⌉.

We begin with the following simple observations.

▶ Lemma 14. For all nodes u ∈ V , we have that L(u) ≤ j⋆, where j⋆ ∈ [L] is the unique
value such that α ≤ α̃j⋆ < (1 + ϵ)α.

Proof. By Lemma 4, we know that ZL,j⋆ = ∅. Hence, L(u) ≤ j⋆ for every node u ∈ V . ◀

▶ Corollary 15. For all edges e ∈ E, we have that α̃L(e) < (1 + ϵ)α.

We now define the notation of a good edge coloring. In such an edge coloring, the colors
satisfy certain locality constraints, which makes it easier to maintain dynamically.

▶ Definition 16. Given an edge coloring χ of the graph G, we say that χ is a good
edge coloring of G with respect to the decomposition system Z if and only if for every edge
e = (u, v) ∈ E such that χ(e) ̸=⊥ and u ≺L(e) v, we have that χ(e) ≤ deg(v)+2β(1+ ϵ)α̃L(e).

9 Whenever the term ∆ appears in an amortized bound, this should be interpreted as being an upper
bound on the maximum degree across the whole sequence of updates. In the introduction, we replaced
the log ∆ term with log n for simplicity.

10 Note that 2β(1 + ϵ)2α = (4 + O(ϵ))α.
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The following lemma shows that our algorithm can be used to maintain a good edge coloring.

▶ Lemma 17. Let χ be a good edge coloring of the graph G w.r.t. Z and let S ⊆ E be the
set of edges that are left uncolored by χ. Then running ExtendColoring(S):
1. changes the colors of at most L2|S| edges in G, and
2. turns χ into a good edge coloring with no uncolored edges.

Proof. We begin by proving (1). Given some edge f , define the potential of f by

Ψ(f) = L(L(f)− 1) + ℓL(f)(f).

Given the set of edges S, define the potential of S as Ψ(S) =
∑

f∈S Ψ(f). By Lemma 14, we
have that, for any edge f , 1 ≤ Ψ(f) = L(L(f)− 1) + ℓL(f)(f) ≤ L(L− 1) + L = L2. Hence,
|S| ≤ Ψ(S) ≤ L2|S|. During each iteration of the while loop in Algorithm 9, exactly one
edge receives a new color (and at most one edge becomes uncolored). We now show that
during each iteration of the loop, Ψ(S) drops by at least one, implying that we have at most
L2|S| iterations in total, changing the colors of at most L2|S| many edges. Let f be the edge
in S that we are coloring during some iteration of the loop and let c be the color that it
receives. During the iteration, we remove f from S; furthermore, if there exists some edge
f ′ colored with c that shares an endpoint with f , we uncolor f ′ and place it in S. If there
is no such edge f ′, then Ψ(S) drops by at least 1 since we remove f from S and Ψ(f) ≥ 1.
Suppose that there is such an edge f ′. We now argue that Ψ(f ′) < Ψ(f). We first note that
one of the endpoints of f ′ is not contained in Zi,j where i = ℓL(f)(u) and j = L(f). This
implies that ℓL(f)(f ′) < ℓL(f)(f), so L(f ′) ≤ L(f). Hence, if L(f) = L(f ′), it follows that
Ψ(f ′) < Ψ(f). Otherwise, L(f ′) < L(f), and we have that

Ψ(f)−Ψ(f ′) = L(L(f)− L(f ′)) + ℓL(f)(f)− ℓL(f ′)(f ′) ≥ L + (1− L) ≥ 1.

In either case, Ψ(S) drops by at least 1. We now prove (2). Let f = (u, v) be the edge in S

that we are coloring during some iteration of the while loop such that u ≺L(f) v. We need to
show that the color c picked by the algorithm satisfies c ≤ deg(v) + 2β(1 + ϵ)α̃L(f). It will
then follow by induction that the coloring produced by calling ExtendColoring(S) is good
given that we start with a good coloring. We first note that |Cv| ≤ deg(v)− 1. Now note
that |C+

u | ≤ deg+
L(f)(u) − 1. Since deg+

L(f)(u) ≤ 2β(1 + ϵ)α̃L(f), we get the desired bound
on c. Finally, note that at the start of each iteration, the uncolored edges correspond to
exactly the edges in S. Since the algorithm terminates if and only if S = ∅ and we know that
the algorithm terminates after at most L2|S| many iterations, it follows that the resulting
coloring has no uncolored edges. ◀

▶ Lemma 18. The dynamic algorithm maintains a (∆ + 2β(1 + ϵ)2α)-edge coloring of the
graph.

Proof. By showing that our algorithm maintains a good edge coloring, it follows by Corollary
15 that, for any edge e ∈ E, we have χ(e) ≤ ∆ + 2β(1 + ϵ)α̃L(e) ≤ ∆ + 2(1 + ϵ)2α. We do
this by showing that, after an update, the algorithm uncolors all of the edges f = (u, v) in
the graph that don’t satisfy the condition χ(f) ≤ deg(v) + 2β(1 + ϵ)α̃L(f) for u ≺L(f) v in
the updated decomposition system, places them in a set S, and calls Algorithm 9 on the set
S. By Lemma 17, it then follows that the algorithm maintains a good coloring of the entire
graph.

We refer to an edge e = (u, v) as bad if it does not satisfy the condition required by a
good coloring, i.e. if χ(e) ̸=⊥ and χ(e) > deg(v) + 2β(1 + ϵ)α̃L(f) where u ≺L(f) v. Suppose
we have a good edge coloring of the entire graph and insert an edge e into the graph. Since
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this cannot decrease the degrees of any nodes or change the levels of any edges (since we
have not yet updated the decomposition system) this cannot cause any edges to become bad.
On the other hand, if we delete an edge e = (u, v), some of the edges incident to u and v

might become bad since deg(u) and deg(v) decrease by 1. Any such edges that become bad
must be contained within the set Γu ∪ Γv where

Γw = {f = (w′, w) ∈ N(w) |w′ ≺L(f) w and χ(f) > deg(w) + 2β(1 + ϵ)α̃L(f)}

where the degrees are w.r.t. the state of the graph G after the deletion of e. If we uncolor
all of the edges in Γu ∪ Γv, we restore χ to being a good edge coloring. After updating the
decomposition system, the levels of some edges might change in some layers. Any edge that
does not change levels in any layer will not become bad, since L(f) (and hence α̃L(f)) and
its orientation in ≺L(f) do not change. However, an edge f that changes levels in some
layer might become bad if L(f) decreases (causing the value of α̃L(f) to decrease) or if
its orientation with respect to ≺L(f) changes. Hence, we uncolor all such edges.11 This
guarantees that there are no bad edges when we call ExtendColoring. Since we give
ExtendColoring all of the edges that are uncolored, it follows that we maintain a good
edge coloring of the entire graph. ◀

▶ Lemma 19. The dynamic algorithm has O(log4 n/ϵ5) amortized recourse per update.

Proof. Suppose that our algorithm handles a sequence of T updates (edge insertions or
deletions) starting from an empty graph. Let S(t) denote the set of edges uncolored by
our algorithm during the tth update before calling ExtendColoring on the set S(t). By
Lemma 17, we know that at most L2|S(t)| = O(|S(t)| log2 n/ϵ2) many edges will change
color during this update. By showing that (1/T ) ·

∑
t∈[T ] |S(t)| is O(log2 n/ϵ3), our claimed

amortized recourse bound follows. Now fix some t ∈ [T ] and let e = (u, v) be the edge being
either inserted or deleted during this update. The edges uncolored by the algorithm while
handling this update are either contained in the set Γu ∪ Γv (if the update is a deletion) or
change levels in some layer after we update the decomposition system. There can only be
at most 2L many edges of the former type. This is because, given some j ∈ [L], there is at
most one edge f ∈ Γw with L(f) = j such that χ(f) > deg(w) + 2β(1 + ϵ)α̃L(f). Otherwise,
since all the edges incident on w have distinct colors, there exists such an edge f such that
χ(f) > deg(w) + 2β(1 + ϵ)α̃L(f) + 1, which contradicts the fact that χ was a good coloring
of the graph before the deletion of e. It follows that |Γw ∩ L−1(j)| ≤ 1, so

|Γw| =
∑

j∈[L]

|Γw ∩ L−1(j)| ≤ L

and hence |Γu ∪ Γv| ≤ 2L. To bound the number of edges that changed levels in at least
one of the decompositions in the decomposition system, recall (see Proposition 7) that the
amortized recourse of the algorithm that maintains the decomposition system is O(L2/ϵ). It
follows that the amortized number of such edges is O(L2/ϵ). We have that

1
T
·

∑
t∈[T ]

|S(t)| = O

(
L2

ϵ

)
+ 2L = O

(
log2 n

ϵ3

)
. ◀

11 Note that these are precisely the edges that contribute towards the recourse of the dynamic decomposition
system.
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Abstract
An independent set in a graph is a set of vertices where no two vertices are adjacent to each other.
A maximum independent set is the largest possible independent set that can be formed within a
given graph G. The cardinality of this set is referred to as the independence number of G. This
paper investigates the independence number of 1-planar graphs, a subclass of graphs defined by
drawings in the Euclidean plane where each edge can have at most one crossing point. Borodin
establishes a tight upper bound of six for the chromatic number of every 1-planar graph G, leading
to a corresponding lower bound of n/6 for the independence number, where n is the number of
vertices of G. In contrast, the upper bound for the independence number in 1-planar graphs is less
studied. This paper addresses this gap by presenting upper bounds based on the minimum degree δ.
A comprehensive table summarizes these upper bounds for various δ values, providing insights into
achievable independence numbers under different conditions.
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1 Introduction

An independent set in a graph contains vertices that are not adjacent to each other. A
maximum independent set is an independent set of largest possible size for a given graph, and
the number of vertices in this set is known as the independence number of G and denoted by
α(G). The size α(G) serves as a crucial parameter in graph theory and holds significance
in algorithmic contexts. For instance, Kirkpatrick [24] and Dobkin and Kirkpatrick [19]
employed the repeated removal of independent sets from triangulations to devise data
structures for efficient planar point location and distance computation between convex
polytopes, respectively. Biedl and Wilkinson [6] explored the size of independent sets in
bounded degree triangulations. In addition, Bose, Dujmović and Wood [11] obtained graphs
of bounded degree with large independent sets.

The celebrated 4-color theorem [3, 29] immediately implies that every planar graph
contains an independent set of size at least n/4, where n is the number of vertices in the
graph. Interestingly, this bound represents the maximum attainable, as there exist planar
graphs without larger independent sets; for instance, consider disjoint copies of complete
graphs with 4 vertices. Some weaker lower bounds are also established [1, 17] that circumvent
the complexity of the 4-color theorem (as suggested by Erdős [5]) via charging and discharging
arguments. Also, Caro and Roditty in [13] gives the following upper bound.

▶ Theorem 1 ([13]). Let G be a planar graph with minimum degree δ. Then α(G) ≤ 2n−4
δ .
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In addition, they construct an infinite family of planar graphs with α(G) = 2n−4
δ , where

δ takes values of 3, 4, and 5. From an algorithmic standpoint, determining the maximum
independent set in planar graphs is NP-hard, even when restricted to planar graphs of
maximum degree 3 [21, 28] or planar triangle-free graphs [26]. Consequently, efforts have
shifted towards approximating large independent sets through methods like approximation
algorithms [2, 4, 12, 15, 20, 26], parallel algorithms [16, 18, 22], or within certain minor-free
planar graphs [20, 25, 27].

There are various generalizations of planar graphs, for example a 1-planar graph is a
graph that can be drawn in the Euclidean plane with at most one crossing per edge. In this
paper, we study the independence number of 1-planar graphs. Borodin [10] establishes that
every 1-planar graph G has a 6-coloring, therefore α(G) ≥ n/6. This is tight, for example a
graph consisting of disjoint copies of K6 is 1-planar and has chromatic number 6. Unlike
planar graphs, there were no prior results on the upper bound for the independence number
of 1-planar graphs under degree conditions.

Our Results. This paper aims to explore the upper bounds on the independence number
of 1-planar graphs. We provide such upper bounds, relative to the minimum degree δ.
Furthermore, we construct 1-planar graphs that (for most values of δ) match the bound, i.e.,
they have this minimum degree and have an independent set of that size. Our results are
summarized in Table 1.

Table 1 Bounds on the independence number of 1-planar graphs of minimum degree δ and
optimal 1-planar graphs. The upper bound means that no graph can have a bigger independent set,
while the lower bound means that some 1-planar graph has an independent set of this size. Note
that the bounds match (up to small additive constants) except for δ = 7.

δ = 3 δ = 4 δ = 5 δ = 6 δ = 7 Optimal 1-planar

Upper bound 6
7 (n − 2) 2

3 (n − 2) 4
7 (n − 2) 1

2 (n − 3) 8
20 (n − 2) 1

3 (n − 2)

Lower bound 6
7 (n − 2) 2

3 (n − 2) 4
7 (n − 2) 1

2 (n − 4) 8
21 (n − 13.5) 1

3 (n − 2)

We also study optimal 1-planar graphs, which are 1-planar graphs with the maximum
possible number of edges, and for these, we give an upper bound 1

3 (n−2) on the independence
number. In addition, we show that this upper bound is tight by providing a family of optimal
1-planar graphs that achieve this bound.

Our paper is organized as follows. After giving preliminaries, we first construct in Section 3
a number of 1-planar graphs as a warm-up to introduce this graph class. Specifically, we
provide infinite families of 1-planar graphs with large independent sets for minimum degree
δ = 3, 4, 5, 6, 7. In Section 4, we then present upper bounds for the independence number
of 1-planar graphs with minimum degrees δ = 3, 4, 5, 6, 7. Here for δ = 3, 4, 5 the upper
bounds are proven with some techniques that were used to bound the size of matchings in
such graphs [7]. For δ = 6, 7 we prove the upper bounds by expanding and generalizing some
known results. Section 5 focuses on the independence number of optimal 1-planar graphs,
before we conclude in Section 6 with some further thoughts.

2 Preliminaries

Let G = (V, E) be a graph on n vertices. We assume familiarity with basic terms in graph
theory, such as connectivity. We refer the reader to Bondy and Murty [9] for graph theoretic
notations. Throughout the paper our input is always a connected graph G = (V, E) on n

vertices, and n ≥ 3. We also use the letter T to denote an independent set, i.e., a set of
vertices without edges between them. The notation T refers to the set of vertices V \ T .
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A drawing Γ of a graph G assigns vertices to points in R2 and edges to curves in R2 in
such a way that edge-curves join the corresponding endpoints. In this paper we only consider
good drawings, see [30], where the following holds:
1. no vertex-points coincide and no edge-curve intersects a vertex-point except at its two

ends;
2. if two edge-curves intersect at a point p that is not a common endpoint, then they properly

cross at p;
3. if three or more edge-curves intersect at a point p, then p is a common endpoint of the

curves;
4. if the curves of two edges e, e′ intersect twice at points p ̸= p′, then e, e′ are parallel edges

and p, p′ are their endpoints; and
5. if the curve of an edge e self-intersects at point p, then e is a loop and p is its endpoint.
A drawing is called k-planar if each edge is involved in at most k crossings; a 0-planar
drawing is simply called planar. In this paper, all drawings are 1-planar. A graph is called
planar/1-planar if it has a planar/1-planar drawing, respectively.

For a given drawing Γ, the cells are the connected regions of R2 \ Γ; if Γ is planar then
these are also called faces. The unbounded cell is also called the outer face (even for drawings
that are not planar).

3 1-planar graphs with large independent sets

In this section, we construct several families of 1-planar graphs, each corresponding to
a specified minimum degree denoted by δ. These graphs are designed to possess a large
independent set. We first provide a general overview of how to construct them, and in each
subsection, we elaborate with full details.

3.1 1-planar graphs with large independent sets for δ = 3, 4, 5, 6

All but one of our constructions use a scheme that we call a standard construction which
we explain here in general terms (see Figure 1). Fix three integer parameters s, k, τ , where
s ≥ 1 is arbitrary (it serves to make the graph as big as we wish), while k and τ will depend
on the minimum degree δ.

The standard construction (illustrated in Figure 1) starts with s nested k-cycles, i.e.,
cycles of length k that are drawn (in the 1-planar drawing that we construct) such that each
next cycle is inside the previous one. We will show our drawings on the standing flat cylinder,
i.e., a rectangle where the left and right side have been identified; the nested cycles then
become horizontal lines.

The s nested cycles define s+1 faces; of these, s−1 faces (the middle faces) are bounded
by two disjoint k-cycles while two faces (the end faces) are bounded by one k-cycle. Consider
one middle face, say it is bounded by k-cycles P and P ′. We place τ vertices t1, . . . , tτ inside
this middle face; these vertices (over all middle faces together, plus possibly a few more at
the end-faces) become our independent set T . These vertices are drawn in white in Figure 1.
We make each ti adjacent to ⌈δ/2⌉ vertices on one of P, P ′ and ⌊δ/2⌋ vertices on the other.
With this, the vertices in T have degree δ. The main bottleneck for τ and k is that we must
be able to place these vertices so that the drawing is 1-planar and simple. Another bottleneck
is that all vertices in T := V \ T must have degree at least δ. Both claims will be mostly
proved by illustrations outlining the 1-planar embeddings.
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P

P ′

bδ2c dδ2e

repeat
τ times

bδ2cdδ2e

length k

re
p
ea
t
s−

1
ti
m
es

Nested cycles End faces

(a)

End faces

(b)

Figure 1 The standard construction and the view when the graph is drawn in the plane.

The construction inside the end-faces depends very much on δ; sometimes we add nothing
at all, sometimes we add edges, sometimes we add more vertices (in T or in T or both). The
bottleneck is again that the vertices on the first/last nested cycle must have degree δ or
more. In total the number of vertices is n = s · k + (s−1)τ (plus whatever we added at the
end-faces). The size of the independent set is |T | = (s−1)τ (plus whatever we added at the
end-faces).

Now we give the specific constructions. (We should mention that for δ = 3, 4 these are
the same as the ones given in [7] to obtain 1-planar graphs for which the maximum matching
is small, though described in a different way.)

(a) (b)

Figure 2 The graphs for δ = 3 and δ = 4 (for s = 3). Vertices in T are white, vertices in T are
black.

▶ Lemma 2. For any integer N and δ ∈ {3, 4, 5, 6}, there exists a simple 1-planar graph
with minimum degree δ and n ≥ N vertices with an independent set that has the size listed
in Table 1 under “Lower bound”.
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Proof. We follow the standard construction, choosing s big enough so that the resulting
graph has at least N vertices. We choose k and τ as follows:

For δ = 3, we use k = 3 (so nested triangles) and τ = 18. Into each end-face we add three
more vertices of T that we make adjacent to all three vertices of the nested triangle that
bounds the face. See Figure 2(a) to verify that this can be done such that the drawing is
1-planar and the minimum degree is 3. With this we have n = 3s+18(s−1)+6 = 21s−12
and |T | = 18(s − 1) + 6 = 18s − 12 = 6

7 (21s − 14) = 6
7 (n − 2).

For δ = 4, we use k = 4 (so nested quadrangles) and τ = 8. Into each end-face we add two
more vertices of T that we make adjacent to all four vertices of the nested quadrangle that
bounds the face. See Figure 2(b) to verify that this can be done such that the drawing is
1-planar and the minimum degree is 4. With this we have n = 4s + 8(s−1) + 4 = 12s − 4
and |T | = 8(s − 1) + 4 = 8s − 4 = 2

3 (12s − 6) = 2
3 (n − 2).

For δ = 5, we use k = 12 and τ = 16. Into each end-face we add four more vertices
of T connected as a path, and then 12 more vertices of T that we each make adjacent
to two vertices of the path and three vertices of the 12-gon that bounds the face. See
Figure 3, and verify that this can be done such that the drawing is 1-planar and the
minimum degree is 5. With this we have n = 12s + 16(s−1) + 32 = 28s + 16 and
|T | = 16(s − 1) + 24 = 16s + 8 = 4

7 (28s + 14) = 4
7 (n − 2).

Figure 3 The graph for δ = 5 (for s = 3).

For δ = 6, we use k = 4 (so nested quadrangles) and τ = 4. Into each end-face we
add a pair of crossing edges between the four vertices of the nested quadrangle that
bounds the face. See Figure 4 to verify that this can be done such that the drawing is
1-planar and the minimum degree is 6. With this we have n = 4s + 4(s−1) = 8s − 4 and
|T | = 4(s − 1) = 4s − 4 = 1

2 (8s − 8) = 1
2 (n − 4). ◀

3.2 1-planar graphs with large independent sets for δ = 7
In this subsection, we show how to construct a 1-planar graph with minimum degree 7 and a
large independent set. This does not use the construction from the previous section since it
seems impossible to use equal-length nested cycles. Instead, we prove first a construction
with desirable properties by induction, and then combine two such constructions into a graph
with minimum degree 7.
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Figure 4 The graph for δ = 6 (for s = 4). We also show a graph where all but 6 vertices have
degree 6 that has an independent set of size (n − 3)/2.

▷ Claim 3. For all k ≥ 0, there exists a 1-planar graph Gk with 27 · 2k − 9 vertices and an
independent set T with 9 · 2k − 6 vertices such that (in some 1-planar drawing)

there are exactly 9 · 2k vertices on the outer-face, they form a cycle and each of them has
degree at least 4,
all other vertices have degree at least 7,
no vertex of T is on the outer-face.

Proof. For the base case (k = 0), we need a graph with 18 vertices of which three form an
independent set; see Figure 5(a) to verify all conditions.

Now assume that we have graph Gk with 9 · 2k vertices on the outer-face Fk. Insert 9 · 2k

new vertices in Fk (let Tk+1 be the set of added vertices) and make each of them adjacent to
three vertices of Fk; Figure 5(b) shows that this can be done while retaining 1-planarity and
keeping Tk+1 on the outer-face. With this, all vertices in Fk receive three more neighbours
and hence now have degree 7 or more. Insert 18 · 2k new vertices into the outer-face of the
resulting graph, and connect them in a cycle that will form the outer-face Fk+1 of the new
graph Gk+1. Make each vertex of Tk+1 adjacent to four vertices of Fk+1; the figure shows
that can be done while remaining 1-planar. Also, with this all vertices on Fk+1 receive two
neighbours in Tk+1; this plus the cycle among them ensures that they have degree 4 while
everyone else has degree at least 7. As desired Tk+1 forms an independent set and has no
edges to vertices of the independent set Tk of Gk since those are not on Fk by inductive
hypothesis.

It remains to verify the claim on the size. Independent set Tk ∪ Tk+1 has size 9 · 2k − 6 +
9 · 2k = 9 · 2k+1 − 6. The outer-face Fk+1 of Gk+1 has 18 · 2k = 9 · 2k+1 vertices, and finally
|V (Gk+1)| = |V (Gk)| + |Tk+1| + |Fk+1| = 27 · 2k − 9 + 9 · 2k + 18 · 2k = 27 · 2k+1 − 9. ◁

▶ Lemma 4. For any integer N , there exists a simple 1-planar graph with minimum degree
7 and n ≥ N vertices with an independent set of size 8

21 (n − 13.5).

Proof. Let k = ⌈log2((N+18)/63)⌉ and start with two copies of Gk, placed such that the
two outer-faces Fk, F ′

k of the two copies together bound one face. Into this face, insert 9 · 2k

vertices that we call Uk+1, grouped into 3 · 2k paths of three vertices each. Each vertex of
Uk+1 is adjacent to three vertices each of Fk and F ′

k; Figure 6 shows that this can be done
while remaining 1-planar.
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F0

(a)

rest
of Gk

Fk Fk+1Tk+1

(b)

Figure 5 The base case and the induction step for building the graph Gk. For ease of reading we
now show the construction on the rolling cylinder, rather than the standing one.

Since each vertex of Uk+1 also has at least one neighbour in Uk+1, and each vertex of
Fk and F ′

k receives three more neighbours, the resulting graph G has minimum degree 7.
Define T to consist of the two independent sets of the two copies of Gk as well as the 6 · 2k

end-vertices of the paths in Uk+1; this is an independent set. See Figure 5.
It remains to analyze the size of G and T . Since G contains two copies of Gk, plus Uk+1,

it has

n = 2 · 27 · 2k − 2 · 9 + 9 · 2k = 63 · 2k − 18 ≥ N

vertices. Likewise T contains two copies of the independent set of Gk, plus the ends of the
3 · 2k paths, hence

|T | = 2 · 9 · 2k − 2 · 6 + 6 · 2k = 24 · 2k − 12.

Since 8
21 (63 · 2k − 18 − 13.5) = 24 · 2k − 144

21 − 108
21 = 24 · 2k − 12, the bound holds. ◀

With this we have proved all lower-bound entries in Table 1.

4 Upper bounds on the independence number

All our approaches to prove the upper bounds rely on bounding the maximum size of a
bipartite 1-planar graph where one side of the bipartition is the bounded degree independent
set. A previously known result here gives tight upper bounds for 1-planar graphs with
minimum degree 3,4 and 5. For δ = 6, by counting differently, we improve the bound. For
δ = 7 we improve the existing result by using a charging/discharging argument.

4.1 Upper bounds on the independence number for δ = 3, 4, 5
To obtain our upper bounds in this section, we use the following lemma from [7] on independent
sets in 1-planar graphs.
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Fk F �
k

rest
of Gk

rest
of G�

k

Uk+1

Figure 6 Combining two copies of Gk.

▶ Lemma 5 ([7]). Let G be a simple 1-planar graph. Let T be a non-empty independent set
in G where deg(t) ≥ 3 for all t ∈ T . Let Td be the vertices in T that have degree d. Then

2|T3| +
∑
d≥4

(3d − 6)|Td| ≤ 12|T | − 24. (1)

The notation of “minimum degree” is normally only defined for an entire graph, but we now
use it also for a subset T of vertices, so T has minimum degree δ if all vertices in T have
degree at least δ (but vertices in T may have smaller degrees).
Given the upper bound established in Lemma 5, we are able to use a counting argument to
obtain the following upper bounds.

▶ Corollary 6. Let G be a simple 1-planar graph and T be an independent set with minimum
degree δ = 3. Then |T | ≤ 6

7 (n − 2).

Proof. We have 2|T | = 2
∑

d≥3 |Td| ≤ 2|T3| +
∑

d≥4(3d − 6)|Td| ≤ 12(n − |T |) − 24 and
therefore 14|T | ≤ 12n − 24. ◀

▶ Corollary 7. Let G be a simple 1-planar graph and T be an independent set with minimum
degree δ = 4. Then |T | ≤ 2

3 (n − 2).

Proof. Since T3 is empty, we have 6|T | =
∑

d≥4 6|Td| ≤ 2|T3| +
∑

d≥4(3d − 6)|Td| ≤ 12(n −
|T |) − 24 and therefore 18|T | ≤ 12n − 24. ◀

▶ Corollary 8. Let G be a simple 1-planar graph and T be an independent set with minimum
degree δ = 5. Then |T | ≤ 4

7 (n − 2).

Proof. Since T3 and T4 are empty, we have 9|T | =
∑

d≥5 9|Td| ≤ 2|T3| +
∑

d≥4(3d − 6)|Td| ≤
12(n − |T |) − 24 and therefore 21|T | ≤ 12n − 24. ◀

4.2 Upper bounds on the independence number for δ = 6
Note that if we apply the above Lemma for δ = 6, we get a bound of 12|T | =

∑
d≥6 12|Td| ≤

2|T3| +
∑

d≥4(3d − 6)|Td| ≤ 12(n − |T |) − 24 and therefore 24|T | ≤ 12n − 24 which means
1
2 (n − 2). However, we are able to get a slightly better bound by using an alternative
argument.
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▶ Lemma 9. Let G be a simple 1-planar graph. Then for any independent set T with
minimum degree δ we have |T | ≤ 3n−8−χ

δ where χ = 1 if n is odd and χ = 0 otherwise.

Proof. Consider the 1-planar bipartite subgraph G− of G that consists of the edges between
T and T . This graph has n vertices and has (by a result by Karpov [23]) at most 3n − 8 − χ

edges. Every vertex of T has no neighbour in T , so all its incident edges are in G−. Therefore
δ|T | ≤ E(G−) ≤ 3n − 8 − χ which implies the result. ◀

▶ Corollary 10. Let G be a simple 1-planar graph and T be an independent set with minimum
degree δ = 6. Then |T | ≤ 1

2 (n − 3).

Proof. If n is odd then |T | ≤ 1
6 (3n − 9) = 1

2 (n − 3). If n is even then by integrality
|T | ≤ ⌊ 1

6 (3n − 8)⌋ = ⌊ n
2 − 4

3 ⌋ = n
2 − 2 = 1

2 (n − 4). ◀

4.3 Upper bounds on the independence number for δ = 7
We notice that by using the counting argument as above, the upper bounds that can be
obtained for δ = 7 are

3n−8
7 , 4n−8

9

which are quite weak. We are able to obtain a better upper bound by revisiting the
charging/discharging argument that was used in the proof of Lemma 5 (this was hinted at
in [7], and many parts of the proof below are directly taken from there). We furthermore
generalize the statement to graphs with parallel edges (in [7] simplicity of the graph was used
only for δ = 3). Specifically we assume that the graph has no loops and a bigon-free 1-planar
drawing Γ, i.e., there is no cell whose boundary consists of two parallel uncrossed edges.

▶ Lemma 11. Let G be a 1-planar graph with an independent set T that has minimum degree
δ ≥ 4. Graph G may have parallel edges, but assume that it has no loops and a bigon-free
1-planar drawing Γ. Then

|T | ≤ 4
δ + ⌈ δ

3 ⌉
(n − 2).

Proof. We use a charging scheme, where we assign some charges (units of weight) to edges
in G (as well as to some edges that we add to G), redistribute these charges to the vertices
in T , and then count the number of charges in two ways to obtain the bound.

As a first step, delete all edges within T so that G becomes bipartite. Also add any edge
to Γ that connects T to T and that can be added without a crossing. We are allowed to
add parallel edges, as long as they do not form a bigon. Both operations can only increase
degrees of vertices in T , so it suffices to prove the bound in the resulting drawing Γ′.

As shown in [7], for any vertex t ∈ T there cannot be three consecutive crossed edges in
the circular ordering of edges at t. For if there were three such edges (say (t, s1), (t, s2), (t, s3))
then the edge that crosses (t, s2) has one endpoint in T ; we could have added an uncrossed
edge from this endpoint to t, and since it would be before or after (t, s2) in the circular
ordering at t it would not have formed a bigon. This contradicts maximality.

We assign charges as follows: Let E− be the uncrossed edges of Γ; each of those receives
2 charges. Let E× be the crossed edges of Γ; each of those receives 1 charges. We know
(see [7]) that 1

2 |E×| + |E−| ≤ 2n − 4 (this holds even with parallel edges if the drawing is
bigon-free and has no loops). Hence

#charges = 2|E−| + 1|E×| ≤ 4n − 8. (2)
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For t ∈ T , let c(t) be the total charges of incident edges of t and write d for the degree
of t. We know that there are at least ⌈ d

3 ⌉ uncrossed edges at t since there are no three
consecutive crossed edges. Thus t obtains 2⌈ d

3 ⌉ charges from three uncrossed edges, and at
least d − ⌈ d

3 ⌉ further charges from the remaining edges. Hence c(t) ≥ d + ⌈ d
3 ⌉ ≥ δ + ⌈ δ

3 ⌉ and

#charges =
∑
t∈T

c(t) ≥ |T |(δ + ⌈ δ
3 ⌉). (3)

Combining this with (2) gives |T |(δ + ⌈ δ
3 ⌉) ≤ 4n − 8 as desired. ◀

▶ Corollary 12. Let G be a simple 1-planar graph and T be an independent set with minimum
degree δ = 7. Then |T | ≤ 2

5 (n − 2).

Proof. The proof follows from Lemma 11 by setting δ = 7 ◀

With this we have proved all upper-bound entries in Table 1.

5 Optimal 1-planar graphs

Caro and Roditty in [13] showed that if G is a planar graph with order n ≥ 4 and minimum
degree δ, the equality α(G) = 2n−4

δ holds if and only if G can be formed from a planar graph
H, all of whose faces are bounded by δ-cycles, by adding a vertex of degree δ inside each
region. In particular, for planar graph the upper bound on the independence number is tight
for maximal planar graph, i.e., planar graphs that have the maximum possible number 3n − 6
of edges.

In the same spirit, one should ask what the independence number can be for 1-planar
graphs that have the maximum possible number of edges. It is known that every 1-planar
graph has at most 4n − 8 edges, and a simple 1-planar graph G is called optimal if it has
exactly 4n − 8 edges. An optimal 1-planar graph can equivalently be defined as the graphs
obtained by taking a planar quadrangulated graph Q (i.e., all faces are bounded by 4-cycles)
and inserting a pair of crossing edges into each face. Numerous results are known for such
graphs, see [8]. In particular, a simple optimal 1-planar graph has exactly n − 2 pairs of
crossing edges, all vertex-degrees are even, and the minimum degree is 6.

▶ Lemma 13. Let G be a simple optimal 1-planar graph. Then for any independent set T

we have |T | ≤ 1
3 (n − 2).

Proof. Fix an arbitrary vertex t ∈ T , say it has degree d ≥ 6. In the 1-planar drawing of G,
the cyclic order of edges around t alternates between uncrossed and crossed edges. Therefore
half of the incident edges of t are crossed, and we assign all these crossings to t. This does
not double-count crossings, because (in an optimal 1-planar graph) the four endpoints of a
crossing induce K4 and so at most one of them can belong to T . We assigned at least three
crossings to every vertex in T , and there are exactly has n−2 crossings, so |T | ≤ 1

3 (n−2). ◀

▶ Lemma 14. For any integer N , there exists a simple optimal 1-planar graph with n ≥ N

vertices and an independent set of size 1
3 (n − 2).

Proof. Let H be a 2s-prism, i.e., it consists of two cycles of length 2s with corresponding
vertices of the cycles connected by an edge. Here s ≥ max{4, N−2

6 }. Graph H has 4s vertices
and is bipartite; we let T be one of its colors classes and note that |T | = 2s. See also Figure 7.

Now obtain graph G by adding the dual graph H∗ to H and connecting every dual vertex
vF of H∗ to all vertices of the face F of H that vF represents. It is well-known that this gives
an optimal 1-planar graph, and since H has 2s + 2 faces, we have n = |V (G)| = 6s + 2 ≥ N .
No two vertices of T were connected, so T is an independent set of G of size 2s = 1

3 (n−2). ◀
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Figure 7 Graph H (bold) for s = 2 and the resulting optimal 1-planar graph that has an
independent set (white) of size n−2

3 .

Combining the two results we obtain:

▶ Theorem 15. The independence number of optimal 1-planar graphs is exactly n−2
3 for the

only feasible minimum degree δ = 6.

6 Further thoughts

In this paper, we studied upper bounds on the independence number of 1-planar graphs of
minimum degree δ (for δ = 3, 4, 5, 6, 7). This considered all interesting cases, because for
δ = 2 the complete bipartite graph K2,n−2 is 1-planar (in fact, planar), so the independence
number can be arbitrarily close to n, and there are no simple 1-planar graphs with minimum
degree δ = 8. We also provided 1-planar graphs for these minimum degrees that have large
independent sets.

For δ = 3, 4, 5, our lower and upper bound match exactly (see also Table 1). For δ = 6,
our bounds are within a very small constant of each other. We do leave a larger gap between
upper and lower bounds for δ = 7.

One reason for this gap is that the arguments used for upper bounds (Lemmas 5, 9,
and 11) are ignoring some information: they do not use that the entire graph has minimum
degree δ, but they only use that the independent set T has minimum degree δ. While this
(surprisingly) does not seem to make a difference for δ = 3, 4, 5, it makes a tiny (additive)
difference for δ = 6 and a noticeable (multiplicative) difference for δ = 7. For δ = 6, we can
construct a graph with an independent set T of the (maximum possible size) (n − 3)/2 if we
allow just six vertices in T to have smaller degree; see also Figure 4. It is also not hard to
construct a 1-planar graph with an independent set T of size 2

5 n − O(1) that has minimum
degree 7 (but some vertices of T have smaller degree); roughly speaking take two graphs Gk

(from Lemma 4) and identify the vertices of the two copies of Fk (we leave the calculations
to the reader). So Lemma 11 as written is tight, but can we prove a smaller upper bound in
the scenario where vertices of T also must have minimum degree δ?

Last but not least, it would be interesting to explore algorithmic questions around finding
independent sets of a certain size. For example, it is easy to find an independent set of size
n
8 in any 1-planar graph (because they are 7-degenerate and so can be 8-coloured in linear
time). With more effort, we can even 7-color the graph in linear time, so find an independent
set of size at least n

7 [14]. But can we find, say, an independent set of size n
3 − O(1) in an

optimal 1-planar graph efficiently?
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Abstract
The weighted ancestor problem on a rooted node-weighted tree T is a generalization of the classic
predecessor problem: construct a data structure for a set of integers that supports fast predecessor
queries. Both problems are known to require Ω(log log n) time for queries provided O(n poly log n)
space is available, where n is the input size. The weighted ancestor problem has attracted a lot of
attention by the combinatorial pattern matching community due to its direct application to suffix
trees. In this formulation of the problem, the nodes are weighted by string depth. This research has
culminated in a data structure for weighted ancestors in suffix trees with O(1) query time and an
O(n)-time construction algorithm [Belazzougui et al., CPM 2021].

In this paper, we consider a different version of the weighted ancestor problem, where the nodes
are weighted by any function weight that maps each node of T to a positive integer, such that
weight(u) ≤ size(u) for any node u and weight(u1) ≤ weight(u2) if node u1 is a descendant of node
u2, where size(u) is the number of nodes in the subtree rooted at u. In the size-constrained weighted
ancestor (SWA) problem, for any node u of T and any integer k, we are asked to return the lowest
ancestor w of u with weight at least k. We show that for any rooted tree with n nodes, we can locate
node w in O(1) time after O(n)-time preprocessing. In particular, this implies a data structure for
the SWA problem in suffix trees with O(1) query time and O(n)-time preprocessing, when the nodes
are weighted by weight. We also show several string-processing applications of this result.
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1 Introduction

In the classic predecessor problem [27, 16, 29, 24, 23], we are given a set S of keys from a
universe U with a total order. The goal is to preprocess set S into a compact data structure
supporting the following on-line queries: for any element q ∈ U , return the maximum p ∈ S

such that p ≤ q; p is called the predecessor of q.
The weighted ancestor problem, introduced by Farach and Muthukrishnan in [15], is

a natural generalization of the predecessor problem on rooted node-weighted trees. In
particular, given a rooted tree T , whose nodes are weighted by positive integers and such that
these weights decrease when ascending from any node to the root, the goal is to preprocess
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(a) The internal nodes are weighted by string
depth (in red). Asking a weighted ancestor query
for i = 2 (node u) and k = 2 will take us to
node w. Indeed, (w, k) is the locus of substring
AG in the suffix tree of X.
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(b) The internal nodes are weighted by frequency
(in red). Asking a weighted ancestor query for
i = 2, j = 7 (node u) and k = 3 will take us
to node w. Indeed, A is the longest prefix of
AGAGA$ that occurs at least 3 times in X.

Figure 1 Weighted ancestor queries on the suffix tree of string X = CAGAGA$. The leaf nodes in
both trees are labeled by the starting position of the suffix of X they represent.

tree T into a compact data structure supporting the following on-line queries: for any given
node u and any integer k > 0, return the farthest ancestor of u whose weight is at least k.
Both the predecessor and the weighted ancestor problems require Ω(log log n) time for queries
provided O(n poly log n) space is available, where n is the input size of the problem [17].

The weighted ancestor problem has attracted a lot of attention in the combinatorial
pattern matching community [15, 4, 22, 21, 17, 8, 6] due to its direct application to suffix
trees [28]. The suffix tree of a string X is the compacted trie of the set of suffixes of X; see
Figure 1a. In this formulation of the problem, a node u is weighted by string depth: the
length of the string spelled from the root of the suffix tree to u; and a weighted ancestor
query for two integers i and k > 0 returns the locus of substring X[i . . i + k − 1] in the suffix
tree of X. We refer the reader to [17] for several applications. This research has culminated
in a data structure for weighted ancestors in suffix trees, given by Belazzougui, Kosolobov,
Puglisi, and Raman [8], supporting O(1)-time queries after an O(n)-time preprocessing.

However there are other tree weighting schemes that are of interest to string processing.
For example, each suffix tree node can be weighted by the number of its leaf descendants; see
Figure 1b. Thus the weight of a node u is equal to the frequency of the substring represented
by the root-to-u path. If we use this weighting function, then the following basic string
problem can be translated into a weighted ancestor query: Given a substring I = X[i . . j] of
string X and an integer k > 0, find the longest prefix of I that occurs at least k times in X.

Unfortunately, the existing data structures for the weighted ancestor problem on suffix
trees [17, 8] depend strongly on the fact that the suffix tree nodes are weighted by string
depth. They thus cannot be applied to solve the aforementioned basic string problem.

Motivated by this fact, we introduce a different version of the weighted ancestor problem
on general rooted trees. Let T be a rooted tree on a set V of n nodes. By size(u), we denote
the number of nodes in the subtree rooted at a node u ∈ V . Let weight : V → N denote any
function that maps each node of T to a positive integer, such that weight(u) ≤ size(u) for
any node u ∈ V and weight(u1) ≤ weight(u2) if node u1 ∈ V is a descendant of node u2 ∈ V .
The latter is also known as the max-heap property: the weight of each node is less than or
equal to the weight of its parent, with the maximum-weight element at the root. We will
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say that a function weight : V → N satisfying both properties is a size-constrained max-heap
weight function. For any node u ∈ V and any integer k > 0, a size-constrained weighted
ancestor query, denoted by SWA(u, k) = w, asks for the lowest ancestor w ∈ V of u with
weight at least k. The size-constrained weighted ancestor (SWA) problem, formalized next,
is to preprocess T into a compact data structure supporting fast SWA queries:

Size-Constrained Weighted Ancestor (SWA)
Preprocess: A rooted tree T on a set V of n nodes weighted by a size-constrained
max-heap function weight : V → N.
Query: Given a node u ∈ V and an integer k > 0, return the lowest ancestor w of u

with weight(w) ≥ k.

We assume throughout the standard word RAM model of computation with word size
Θ(log n); basic arithmetic and bit-wise operations on O(log n)-bit integers take O(1) time.
Note that, since function weight must satisfy the max-heap property, one can employ the
existing data structures for the weighted ancestor problem on general rooted trees [15, 4], to
answer SWA queries in O(log log n) time after O(n)-time preprocessing (see also [25]). Our
main result in this paper can be formalized as follows (see Section 3 and Section 4).

▶ Theorem 1. For any rooted tree with n nodes weighted by a size-constrained max-heap
function weight, there exists an O(n)-space data structure answering SWA queries in O(1)
time. The preprocessing algorithm runs in O(n) time and O(n) space.

As a preliminary step, we design an O(n log n)-space solution using an involved combina-
tion of rank-select data structures [7], fusion trees [16], and heavy-path decompositions [26].
We then design a novel application of ART decomposition [2] to arrive to Theorem 1.

Applications. Notably, Theorem 1 presents a data structure for the SWA problem in
suffix trees with O(1) query time and O(n)-time preprocessing, when the nodes are weighted
by a size-constrained max-heap weight function weight. We show several string-processing
applications of this result since weight(u) can be defined as the number of leaf nodes in the
subtree rooted at u. Let us first provide some intuition on the applicability of Theorem 1.

Consider a relatively long query submitted to a search-engine text database. If the
database returns no (or not sufficiently many) results, one usually tries to repeatedly truncate
some prefix and/or some suffix of the original query until they obtain sufficiently many
results. Our Theorem 1 can be applied to solve this problem directly in optimal time.

In particular, Theorem 1 yields optimal data structures, with respect to preprocessing
and query times, for the following basic string-processing problems (see Section 5):
1. Preprocess a string X into a linear-space data structure supporting the following on-line

queries: for any i, j, f return the longest prefix of X[i . . j] occurring at least f times in X.
2. Preprocess a dictionary D of documents into a linear-space data structure supporting the

following on-line queries: for any string P and any integer f , return a longest substring
of P occurring in at least f documents of D.

3. Preprocess a string X into a linear-space data structure supporting the following on-line
queries: for any string P and any integer f , return a longest substring of P occurring at
least f times in X.

Theorem 1 also directly improves on the data structure presented by Pissis et al. [25] for
computing the frequency-constrained substring complexity of a given string (see Section 5).
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2 Preliminaries

For any bit string B of length m and any α ∈ {0, 1}, the classic rank and select queries are
defined as follows:

rankα: for any given i ∈ [1, m], it returns the number of ones (or zeros) in B[1 . . i]; more
formally, rankα(B, i) = |{j ∈ [1, i] : B[j] = α}|.
selectα: for any given rank i, it returns the leftmost position where the bit vector contains a
one (or zero) with rank i; more formally, selectα(B, i) = min{j ∈ [1, m] : rankα(B, j) = i}.

The following result is known.

▶ Lemma 2 (Rank and Select [7]). Let B be a bit string of length m ≤ n stored in O(1 +
m/ log n) words. We can preprocess B in O(1 + m/ log n) time into a data structure of
m + o(m) bits supporting rank and select queries in O(1) time.

Bit strings can also be used as a representation of monotonic integer sequences supporting
predecessor queries; see [5], for example. Assume we have a set S of m keys from a universe
U with a total order. In the predecessor problem, we are given a query element q ∈ U , and we
are to find the maximum p ∈ S such that p ≤ q; we denote this query by predecessor(q) = p.
The following result is known for a special case of the predecessor problem.

▶ Lemma 3 (Fusion Tree [16]). We can preprocess a set of m = logO(1) n integers in O(m)
time and space to support predecessor queries in O(1) time.

3 Constant-time Queries using O(n log n) Space

We first show how to solve the SWA problem in O(1) time using O(n log n) space. This
solution forms the basis for our linear-time and linear-space solution in Section 4.

3.1 Heavy-path Decomposition
Let T be a rooted tree with n nodes. We compute the heavy-path decomposition of T in
O(n) time [26]. Recall that, for any node u in T , we define size(u) to be number of nodes in
the subtree of T rooted at u. We call an edge (u, v) of T heavy if size(v) is maximal among
every edge originating from u (breaking ties arbitrarily). All other edges are called light. We
call a node that is reached from its parent through a heavy edge heavy; otherwise, the node
is called light. The heavy path of T is the path that starts at the root of T and at each node
on the path descends to the heavy child as defined above. The heavy-path decomposition
of T is then defined recursively: it is a union of the heavy path of T and the heavy-path
decompositions of the off-path subtrees of the heavy path. A well-known property of this
decomposition is that every root-to-node path in T passes through at most log n light edges.
In particular, the following lemma is implied.

▶ Lemma 4 (Heavy-path Decomposition [26]). Let T be a rooted tree with n nodes. Any
root-to-leaf path in T consists of at most log n + O(1) heavy paths.

3.2 Data Structure
We construct a heavy-path decomposition of T . Consider a heavy path H = v1 . . . vℓ. We
construct a bit string B(H) that represents the differences between node weights using unary
coding. Suppose that nodes v1 . . . vℓ of H are listed in decreasing order of their depth and
let δ(vi) = weight(vi) − weight(vi−1), for all i > 1. We define B(H) as follows:

B(H) = enc(weight(v1)) · enc(δ(v2)) . . . · . . . enc(δ(vi)) · . . . · enc(δ(vℓ)),
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Figure 2 A rooted tree T with n = 16 nodes. Each node u of T is weighted by weight(u) = size(u).
For example, weight(u5) = size(u5) = 9, because there are 9 nodes in the subtree rooted at u5, and
SWA(u2, 7) = u5 because the lowest ancestor of u2 with weight at least 7 is node u5. A heavy-path
decomposition of T is also depicted: the heavy edges are the red edges. For example, the heavy
path of the whole T is u1u2 . . . u6.

where enc(i) denotes the unary code of i; i.e., enc(i) consists of i 1’s followed by a single 0.
The important property of our encoding is that the total number of 0-bits in B(H) is ℓ and
the total number of 1-bits is weight(vℓ).

▶ Example 5. Let H = u1u2 . . . u6 be the heavy path of T from Figure 2. We have
ℓ = 6 and weight(u1) = 1, weight(u2) = 2, weight(u3) = 5, weight(u4) = 6, weight(u5) =
9, weight(u6) = 16. We have B(H) = 1010111010111011111110. For instance, the second
1 denotes δ(u2) = weight(u2) − weight(u1) = 1. The leftmost occurrence of 111 denotes
δ(u3) = weight(u3) − weight(u2) = 3 1’s.

For any heavy path H, we can construct B(H) in O(ℓ) time using standard word RAM
bit manipulations to construct the unary codes and concatenate the underlying bit strings.
By Lemma 4, every leaf node of T has O(log n) ancestors vt, such that vt is the topmost node
of some heavy path H. Since any node in T is counted in the weight of O(log n) topmost
nodes, the total weight of all topmost nodes, summed over all heavy paths H, is O(n log n).
Thus, the total length of all bit strings B(H) is O(n log n) and we can construct them all in
O(n) time since the total length of the heavy paths is O(n). We store each such bit string
according to Lemma 2 to support O(1)-time rank and select queries using O(n) preprocessing
time and words of space. Furthermore, for each leaf node v in T we store the weights of
the top nodes of each heavy path on the path from the root to v. By Lemma 4, there are
O(log n) such top nodes for each leaf. For every leaf node we store the weights of its top
node ancestors in a fusion tree data structure according to Lemma 3. The total space used
by all such fusion trees is O(n log n) words and the preprocessing time is O(n log n). Finally,
we construct a lowest common ancestor (LCA) data structure over T . Such a data structure
answers LCA queries in O(1) time after O(n)-time and O(n)-space preprocessing [9].
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u`

u′

(a) Case 1: Only w1 is an ancestor of u. The
heavy path Hw is shown in red. The (f + 1)th
node w2 on Hw is below w1. The node w1 is
the (f + g)th node on Hw for some g > 1, and
so w1 is the answer.

w2

w1

u

u`

u′

(b) Case 2: Both w1 and w2 are ancestors of
u. The heavy path Hw is shown in red. The
(f + 1)th node w2 on Hw is above w1, and so
w2 is the answer.

Figure 3 The two cases of the querying algorithm.

3.3 Queries
Suppose we are given a node u and an integer k as an SWA(u, k) query. We are looking for
the lowest ancestor w of u with weight at least k. If the weight of u is at least k, we return
u. Otherwise we proceed as follows. First, we locate the heavy path Hw that contains node
w: we find an arbitrary leaf descendant uℓ of u; then, using the fusion tree of uℓ, we find the
lowest ancestor u′ of uℓ with weight at least k, such that u′ is a top node. Hw is the heavy
path, such that u′ is its top node. When we find Hw, we answer a query f = rank0(B(Hw), j)
for j = select1(B(Hw), k) using Lemma 2 in O(1) time. Let w1 denote the lowest ancestor of
u on the heavy path Hw (see Figure 3). If u is on Hw (Figure 3b), then w1 is simply the
parent of u. Otherwise (Figure 3a), w1 can be found as the lowest common ancestor of the
lowest node on Hw and node u. In the latter case, w1 can be found using an LCA query that
takes O(1) time. Let w2 denote the (f + 1)th node on Hw. The node w is the highest node
among w1 and w2. The query time is O(1) by Lemma 3 for finding Hw and by Lemma 2 for
finding f . Example 6 shows how we use B(Hw) to find f and thus the (f + 1)th node.

▶ Example 6. Let B(H) = 1010111010111011111110 from Example 5, u2 from Figure 2,
and k = 7. Then j = select1(B(H), 7) = 11 and f = rank0(B(H), 11) = 4. The output node
is u5, the (f + 1)th node on H. Indeed, weight(u5) = 9 ≥ k = 7 and weight(u4) = 6 < k = 7.

In summary, we have shown the following result, which we will improve in the next
section.

▶ Lemma 7. For any rooted tree with n nodes weighted by a size-constrained max-heap
function weight, there exists an O(n log n)-space data structure answering SWA queries in
O(1) time. The preprocessing algorithm runs in O(n log n) time and O(n log n) space.

4 Constant-time Queries using O(n) Space

We now improve the above solution to the SWA problem (Lemma 7) to linear-time and
linear-space preprocessing. We will reuse the previous section’s linear-time heavy-path
decomposition and the corresponding bit string encoding. The key challenge is identifying
the top nodes of heavy paths in O(1) time using linear space.
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4.1 ART Decomposition
The ART decomposition, proposed by Alstrup, Husfeldt, and Rauhe [2], partitions a rooted
tree into a top tree and several bottom trees with respect to an input parameter χ. Each
node v of minimal depth, with no more than χ leaf nodes below it, is the root of a bottom
tree consisting of v and all its descendants. The top tree consists of all nodes that are not in
any bottom tree. The ART decomposition satisfies the following important property:

▶ Lemma 8 (ART Decomposition [2]). Let T be a rooted tree with ℓ leaf nodes. Further let χ

be a positive integer. The ART decomposition of T with parameter χ produces a top tree with
at most O(ℓ/χ) leaves. Such a decomposition of T can be computed in linear time.

4.2 Data Structure
Recall that T consists of n nodes. As discussed in Section 3.2, we compute the heavy-path
decomposition of T , construct bit strings for each heavy path, and preprocess the bit strings
to support rank and select queries in O(1) time. This takes O(n) preprocessing time and
space, allowing us to answer queries on a heavy path in O(1) time. Thus what remains is a
linear-space and O(1)-time solution to locate the top nodes of heavy paths.
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(a) The tree T from Figure 2. We write the
heavy path id pi at the end of the ith heavy
path.

p1 p2

p3 p4

p5

p6 p7 p8

(b) The contracted tree CT .

Figure 4 The contraction process of the tree T from Figure 2.

First, we construct the contracted tree CT of T obtained by contracting all edges of heavy
paths in T . In particular, this leaves all the light edges from T in CT and removes all the
heavy edges from T (see Figure 4). We then apply the ART decomposition on CT (see
Figure 5a) with parameter χ2, where χ = ϵ log n

log log n and ϵ is a positive constant. We apply
the ART decomposition again with parameter χ (see Figure 5b) on each resulting bottom
tree. The resulting partition of CT contains three levels of trees that we call the top tree, the
middle trees, and the bottom trees. Since the heavy-path decomposition of T can be computed
in O(n) time, contracting T takes O(n) time by processing the heavy-path decomposition of
T . By Lemma 8, the ART decompositions of T cost O(n) total time.

Let us first consider the top tree. As in Section 3.2, we store a fusion tree for each leaf
node in the top tree. By Lemma 8, the top tree has O( |CT |

χ2 ) leaves and hence, by Lemmas 3
and 4, this uses O( |CT |

χ2 · log n) = O( n(log log n)2

log n ) = o(n) space and preprocessing time.
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|CT |/χ2

χ2 χ2 χ2

(a) First application of ART decomposition on
CT .

|CT |/χ2

χ χ χ χ χ χ χ χ χ χ

χ χ χ

(b) Application of ART decomposition on the
bottom trees of the tree in Figure 5a.

Figure 5 Application of ART decompositions on CT .

For the middle or bottom trees, we tabulate the answers to all possible queries in a global
table. The index in the table is given by a tree encoding and the node u along with integer k

for the SWA query. The corresponding value in the table is the output node of the SWA(u, k)
query. We encode the input to a query as follows. We represent each middle and bottom tree
compactly as a bit string encoding the tree structure and the weights of all nodes. Since each
internal node in CT is branching, the number of nodes in a middle or bottom tree is bounded
by O(χ). Thus, we can encode the tree structure using O(χ) bits. The weight of a node in a
middle or bottom tree is bounded by O(χ2) or O(χ), respectively, and can thus be encoded
in O(log χ) bits. Hence, we can encode the tree structure and all weights using O(χ log χ)
bits. We encode the query node u using O(log χ) bits. Since the maximum weight is O(χ2)
we can also encode the query integer k using O(log χ) bits. Hence, the full encoding uses
O(χ log χ) + O(log χ) + O(log χ) = O(χ log χ) bits. To encode the output node stored in the
global table we use O(log χ) bits. Thus, the table uses 2O(χ log χ) log χ = 2O(ϵ log n) = o(n)
bits for a sufficiently small constant ϵ > 0. The table can be constructed in o(n) time.

4.3 Queries

Suppose we are given a node u and an integer k as an SWA(u, k) query. Let ut denote the
top node on the heavy path of u in T and let uH denote the corresponding node in the
contracted tree CT . We find the lowest ancestor wH of uH with weight at least k in CT . If
uH is in the top tree we find wH as described in Section 3.2. If uH is in a middle or bottom
tree, we use the global table to find wH . If the result is not in the middle or bottom tree (the
weight of the top node in such a tree is smaller than k), we move up a level and query the
middle or top tree, respectively. Each of these at most three queries takes O(1) time. Thus
wH is found in O(1) time. Suppose that wH corresponds to a node w′ in the initial tree and
let H ′ denote the heavy path such that w′ is its top node. As explained in Section 3.2, we
can find the lowest ancestor of u with weight at least k on H ′ in O(1) time using rank and
select queries on B(H ′). In total the SWA(u, k) query takes O(1) time.

In summary, we have obtained the following result.

▶ Theorem 1. For any rooted tree with n nodes weighted by a size-constrained max-heap
function weight, there exists an O(n)-space data structure answering SWA queries in O(1)
time. The preprocessing algorithm runs in O(n) time and O(n) space.
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5 String-processing Applications

In this section, we show several applications of Theorem 1 on suffix trees. Recall that the
number of leaf nodes in the subtree rooted at node u in a suffix tree is the number of
occurrences (i.e., the frequency) of the substring represented by the root-to-u path.

5.1 Internal Longest Frequent Prefix
Internal pattern matching is an active topic [20, 3, 12, 11, 13, 1, 5] in the combinatorial
pattern matching community. We introduce the following basic string problem. The internal
longest frequent prefix problem asks to preprocess a string X of length n over an integer
alphabet Σ = [1, nO(1)] into a compact data structure supporting the following on-line queries:

ILFPX(i, j, f): return the longest prefix of X[i . . j] occurring at least f times in X.

Our solution to this problem will form the basic tool for solving the problems in Sections 5.2
and 5.3. We first construct the suffix tree T of X in O(n) time [14], and preprocess it in O(n)
time for classic weighted ancestor queries [8] as well as for SWA queries using Theorem 1.
For SWA queries, as weight(u), we use the number of leaf nodes in the subtree rooted at node
u in T . Such an assignment satisfies the requested properties of weight(·) and can be done in
linear time using a standard DFS traversal on T . Any ILFPX(i, j, f) query can be answered
by first finding the locus (u, j − i + 1) of X[i . . j] in T in O(1) time using a classic weighted
ancestor query on T , and, then, answering SWA(u, f) in T in O(1) time using Theorem 1.
We obtain the following result.

▶ Theorem 9. For any string X of length n over alphabet Σ = [1, nO(1)], there exists an
O(n)-space data structure that answers ILFPX queries in O(1) time. The preprocessing
algorithm runs in O(n) time and O(n) space.

5.2 Longest Frequent Substring
The longest frequent substring problem is the following: preprocess a dictionary D of d strings
(documents) of total length n over an integer alphabet Σ = [1, nO(1)] into a compact data
structure supporting the following on-line queries:

LFSD(P, f): return a longest substring of P that occurs in at least f documents of D.

This longest substring of P represents a most relevant part of the query with respect to
D. The length of LFSD(P, f) can also be used as a measure of similarity between P and the
strings in D, for some f chosen appropriately based on the underlying application.

We start by constructing the generalized suffix tree T of D in O(n) time [14] and preprocess
it in O(n) time for SWA queries using Theorem 1. For SWA queries, weight(u) is equal to
the number of dictionary strings having at least one leaf node in the subtree rooted at node
u in T . This assignment satisfies the requested properties of weight(·) and can be done in
linear time [19]. Let us denote by (vi, ℓi) the locus in T of the longest prefix of P [i . . |P |]
that occurs in any string in D. In fact, we can compute (vi, ℓi), for all i ∈ [1, |P |], in O(|P |)
time using the matching statistics algorithm of P over T [10, 18]. For each locus (vi, ℓi), we
trigger a SWA(vi, f) query using Theorem 1 (this is essentially an instance of the internal
longest frequent prefix problem). In total this takes O(|P |) time. We obtain the following
result.

▶ Theorem 10. For any dictionary D of total length n over alphabet Σ = [1, nO(1)], there
exists an O(n)-space data structure that answers LFSD(P, f) queries in O(|P |) time. The
preprocessing algorithm runs in O(n) time and O(n) space.
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An analogous result can be achieved for the following version of the longest frequent
substring problem: preprocess a string X of length n over an integer alphabet Σ = [1, nO(1)]
into a compact data structure supporting the following on-line queries:

LFSX(P, f): return a longest substring of P that occurs at least f times in X.
In particular, instead of a generalized suffix tree, we now construct the suffix tree T of X

and follow the same querying algorithm as above. For SWA queries, weight(u) is equal to
the number of leaf nodes in the subtree rooted at node u in T . Such an assignment satisfies
the requested properties of weight(·) and can be done in linear time using a standard DFS
traversal on T . We obtain the following result.
▶ Theorem 11. For any string X of length n over alphabet Σ = [1, nO(1)], there exists an
O(n)-space data structure that answers LFSX(P, f) queries in O(|P |) time. The preprocessing
algorithm runs in O(n) time and O(n) space.

5.3 Frequency-constrained Substring Complexity
For a string X, a dictionary D of d strings (documents) and a partition of [d] in τ intervals
I = I1, . . . , Iτ , the function fX,D,I(i, j) maps i, j to the number of distinct substrings of
length i of X occurring in at least αj and at most βj documents in D, where Ij = [αj , βj ].
Function f is known as the frequency-constrained substring complexity of X [25].
▶ Example 12. Let D = {a,ananan,baba,ban,banna,nana}. For X = banana and I1 =
[1, 2], I2 = [3, 4], I3 = [5, 6], we have fX,D,I(2, 2) = 3: ba occurs in 3 ∈ I2 documents; an
occurs in 4 ∈ I2 documents; and na occurs in 3 ∈ I2 documents.

The function fX,D,I is very informative about X; it provides fine-grained information
about the contents (the substrings) of X. It can thus facilitate the tuning of string-processing
algorithms by setting bounds on the length or on frequency of substrings; see [25].

Let S be a 2D array such that S[i, j] = fX,D,I(i, j). Pissis et al. [25] showed that after
an O(n)-time preprocessing of a dictionary D of d strings of total length n over an integer
alphabet Σ = [1, nO(1)], for any X and any partition I of [d] in τ intervals given on-line, S

can be computed in near-optimal O(|X|τ log log d) time.
The solution in [25] can be summarized as follows. In the preprocessing step, we construct

the generalized suffix tree T of D. In querying, the first step is to construct the suffix tree
of X and compute the document frequency of its nodes in O(|X|) time. In the second
step, we enhance the suffix tree of X with O(|X|τ) nodes with document frequencies by
answering SWA queries on T in O(log log d) time per query [4]. The whole step thus takes
O(|X|τ log log d) time. In the third step, we infer a collection of length intervals, one per
node of the enhanced suffix tree and sort them in O(|X|τ) time using radix sort. In the last
step, we sweep through the intervals from left to right to compute array S in O(|X|τ) total
time. This concludes the summary of the solution in [25]. We amend the solution as follows.

We plug in Theorem 1 for preprocessing T and for the second step (SWA queries). For
SWA queries, as weight(u), we use the number of dictionary strings having at least one
leaf node in the subtree rooted at node u in T . Such an assignment satisfies the requested
properties of weight(·) and can be done in linear time [19]. We obtain the following result.
▶ Theorem 13. For any dictionary D of d strings of total length n over alphabet Σ = [1, nO(1)],
there exists an O(n)-space data structure that answers S = fX,D,I queries in O(|X|τ) time.
The preprocessing algorithm runs in O(n) time and O(n) space.

Since S is of size |X| · τ (it consists of |X| · τ integers), the complexity bounds are optimal
with respect to the preprocessing and query times.
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Abstract
We study the Fréchet queries problem. It is a data structure problem for range reporting, where
we are given a set S of n polygonal curves and a distance threshold ρ. The data structure should
support queries with a polygonal curve q for the elements of S, for which the continuous Fréchet
distance to q is at most ρ. Afshani and Driemel in 2018 studied this problem for two-dimensional
polygonal curves of constant complexity and gave upper and lower bounds on the space-query time
tradeoff. We study the case that the ambient space of the curves is one-dimensional and show an
intimate connection to the well-studied rectangle stabbing problem. Here, we are given a set of
hyperrectangles as input and a query with a point q should return all input rectangles that contain
this point. Using known data structures for rectangle stabbing or orthogonal range searching this
directly leads to a data structure with size in O(n logt−1 n) and query time in O(logt−1 n + k), where
k denotes the output size and t can be chosen as the maximum number of vertices of either (a) the
stored curves or (b) the query curves. Note that we omit factors depending on the complexity of
the curves that do not depend on n. The resulting bounds improve upon the bounds by Afshani
and Driemel in both the storage and query time. In addition, we show that known lower bounds
for rectangle stabbing and orthogonal range reporting with dimension parameter d = ⌊t/2⌋ can be
applied to our problem via reduction.
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1 Introduction

The Fréchet distance is a popular measure of similarity of two curves q and s with broad
application in many areas, including geographical information science [15, 17, 18], compu-
tational biology [14, 19], image processing [3, 16], and quantum chemistry [20]. We focus
on a data structuring problem for range reporting which we refer to as the Fréchet queries
problem. Here, in the preprocessing phase, we are given a set S of n polygonal curves and
the distance threshold ρ. The task is to store this set in a data structure that can answer
the following type of queries efficiently: For a polygonal curve q, output all curves in S

that have distance at most ρ to q. Afshani and Driemel [2] studied this problem in 2018
for two-dimensional curves providing non-trivial upper bounds for the exact case. Recently,
Cheng and Huang [8] have generalized their approach for higher dimensions. Other works on
variants of this problem have focused on the approximate setting [5, 9, 10, 11, 13].
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We focus on the exact setting and – following previous work [5, 10] – we restrict the
ambient space of the curves to be 1-dimensional, that is, they are time series. Time series
appear in massive amounts in many different applications where they are used to track, e.g.,
the change over time in stock market value, vitality parameters of patients, atmospheric
conditions, such as temperature, the Earth’s population, and the hourly requests of a webpage.

In the following, we refer to the number of vertices of a polygonal curve as the complexity
of the curve and usually assume that this complexity is constant. We will see that this
complexity roughly corresponds to the dimension of the problem when viewed as a rectangle
stabbing or orthogonal range reporting problem.

Previous work: Exact setting. Afshani and Driemel [2] proposed a data structure based on
multi-level partition trees for two-dimensional curves using semi-algebraic range searching.
An essential ingredient to their work is the use of a finite number of predicates that retain
sufficient information on the curves to solve the Fréchet queries problem within the partition
tree framework. The resulting data structure for polygonal curves in the plane has size
in O

(
n(log log n)O(ts

2)
)

and uses query time in O
(√

n · logO(ts
2) n + k

)
, where ts denotes

the complexity of the input curves and k the output size. The same technique can be
applied to solve the problem for 1-dimensional curves using orthogonal range searching.
In this case, their bounds reduce to size in O

(
n (log n/log log n)O(ts

2)
)

and query time

in O
(

log n (log n/log log n)O(ts
2) + k

)
. For all time series s of complexity ts, an O(ts

2)-
dimensional point p(s) is stored. The dimension of p(s) is quadratic in ts, because for every
pair of vertices of s values depending on both vertices are stored. These are used to evaluate
the predicates mentioned above. We substantially simplify these predicates and show that
this leads to improved bounds in the 1-dimensional case.

Cheng and Huang [8] used the same predicates as Afshani and Driemel to build a data
structure for d-dimensional polygonal curves. They constructed a set of polynomials such
that their signs encode the truth values of those predicates. This leads to a data structure
of size in O(tqtsn)O(d4tq

2 log(dtq)) and query time in O((dtq)O(1) log(tqtsn) + k), where tq

denotes the complexity of the query time series.
Afshani and Driemel [2] also proved lower bounds in the pointer machine model. Using a

volume argument, they show a lower bound stating that every data structure with query
time in Q(n) + O(k), where k is the output size, has to use roughly space in Ω((n/Q(n))2)
in the worst case even if the query curves are just line segments or points for the discrete
Fréchet distance.

Previous work: Approximate setting. Bringmann, Driemel, Nusser, and Psarros [5] studied
the setting of 1-dimensional curves. Their work focuses on the c-approximate version of the
near-neighbor (c-ANN) problem under the Fréchet distance. In this problem, only one of the
curves in the query range needs to be reported and only if the query range is not empty. The
approximation is defined with respect to the query radius. Using a bucketing method, they
construct a set of curves S′ depending on the input curves S, which are stored in a dictionary.
They show that, given a query curve q, there must exist a curve in S′ very close to q if there
exists some curve in S within distance ρ of q. In this way, they constructed a (1 + ε)-ANN
data structure of size in n · O(ts/(tqε))tq and query time in O(1)tq . The query time reduces
to O(tq) with the same space bound for the (2 + ε)-ANN data structure. Furthermore, a
(2 + ε)-ANN data structure with linear size O(tsn) and query time in O(1/ε)tq+2 is obtained.
Their lower bounds show tightness of these bounds in several parameters, assuming the
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complexity of the curves depends on n (i.e., it is not a constant). To this end, they consider
the total time necessary to build the data structure and to answer n queries. They show that,
assuming the Orthogonal Vectors Hypothesis, a running time of n · (ts/tq)Θ(tq) is necessary
for any data structure that achieves an approximation factor α ∈ [1, 2).

The conditional lower bounds of Bringmann et al. [5] also apply to the exact setting,
however, they assume the parameters ts and tq to be non-constant. In light of this, we focus
on the setting where ts and tq are constants independent of n.

Our results. Section 2 contains a formal definition of the data structure problem studied in
this paper: the Fréchet queries problem. Section 3 contains the definition and known results
for rectangle stabbing, as well as its dual problem, orthogonal range reporting. Our analysis
shows an intimate connection to these classical problems studied in computational geometry
as we use them for deriving both upper and lower bounds for the Fréchet queries problem.
We start in Section 4 with a reduction showing that both rectangle stabbing and orthogonal
range reporting in d dimensions can be solved using a data structure for the Fréchet queries
problem using curves of complexity t = 2d.

In Section 5, we review the known predicates of Afshani and Driemel [2] which are used
to test the Fréchet distance within the partition tree framework. Section 6 contains our
main lemmas for simplifying these predicates and introduces the new concept of forward and
backward numbers. Here, we take advantage of the fact that the direction of each edge of a
time series can only be orientated forward or backward with respect to the x-axis.

The resulting data structures are presented in Section 7. We present two variants. Let ts

be the complexity of the input and tq of the query and assume ts and tq are constant. The
first data structure has size in O(n logtq−2 n) and uses query time in O(logtq−1 n + k) and is
independent of ts, except for a constant factor of the form

(
ts

tq

)tq

. The second data structure
has size in O(n(log n/ log log n)ts−1) and query time in O(log n(log n/ log log n)ts−3 + k) and
is independent of tq, except for a constant factor of the form

(
tq

ts

)ts

. In both variants, k

denotes the size of the output (without duplicates).
Together with known lower bounds for rectangle stabbing and orthogonal range reporting,

our analysis in Section 4 implies that every data structure that solves the Fréchet queries
problem and uses nh space has to use query time in Ω(log n(log n/ log h)⌊t/2⌋−2 + k), where
t = min{tq, ts}. If the data structure uses query time in O(logc n + k), where c is a constant,
it must use space in Ω(n(log n/ log log n)⌊t/2⌋−1).

2 Problem Definition

For any two points p, q ∈ Rd, pq is the directed line segment from p to q. The linear
interpolation of each pair of consecutive vertices of a sequence of vertices s1, . . . , sts

∈ Rd

is called a polygonal curve and its complexity is the number of its vertices. This curve is
also denoted as ⟨s1, . . . , sts⟩. We can represent polygonal curves as functions s : [1, ts] → Rd,
where s(i + α) = (1 − α)si + αsi+1 for i ∈ {1, . . . , ts} and α ∈ [0, 1]. The (continuous)
Fréchet distance between polygonal curves q : [1, tq] → Rd and s : [1, ts] → Rd is defined as

dF(q, s) = inf
hq∈Fq,hs∈Fs

max
p∈[0,1]

∥q(hq(p)) − s(hs(p))∥2,

where Fq is the set of all continuous, non-decreasing functions hq : [0, 1] → [1, tq] with
hq(0) = 1 and hq(1) = tq, respectively Fs for s.

SWAT 2024
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q3

q2
q 3
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0

Figure 1 The second and third vertices of the time series q such that dF (q, s) ≤ ρ of Example 2.
Additionally, it must hold that q1 ∈ [s1 − ρ, s1 + ρ] and q4 ∈ [s2 − ρ, s2 + ρ]. On the right is an
example for such a time series q with respect to s and the corresponding point (p2, p3) is marked. In
this paper, the vertices of the time series are drawn as vertical segments for clarity.

▶ Problem 1 (Fréchet queries). Given a set S of n time series all of complexity at most ts,
the complexity tq of the query time series and a distance parameter ρ ∈ R≥0. Find a data
structure that stores this set S and can answer the following type of queries. For any query
time series q of complexity tq, return all elements of S that have continuous Fréchet distance
at most ρ to q.

▶ Example 2. We give a simple example demonstrating why our results are surprising. At
first sight, it seems intriguing to believe that the set of queries corresponding to an input
curve can be viewed as a finite union of axis-aligned hyperrectangles in the dimension of the
(fixed) query curve complexity tq. However, a simple example shows that this is not always
the case. Let s = ⟨s1, s2⟩ be a time series of complexity 2, where s1 ≤ s2. In Section 6, we
show the following statement. For every time series q = ⟨q1, q2, q3, q4⟩ of complexity 4, it
holds that dF (q, s) ≤ ρ if and only if

q1 ∈ [s1 − ρ, s1 + ρ],
q2, q3 ∈ [s1 − ρ, s2 + ρ],
q4 ∈ [s2 − ρ, s2 + ρ], and
q3 ≥ q2 − 2ρ.

The (non-orthogonal) condition q3 ≥ q2 − 2ρ stems from the monotonicity requirement in the
definition of the Fréchet distance. The query space can be re-parameterized by introducing
new variables to overcome this and to obtain a finite union of axis-aligned hyperrectangles,
as this is implicitly done by Afshani and Driemel [2]. For this specific example, we can
introduce an additional variable h with h = q2 − q3 and h ∈ [s1 − s2 − 2ρ, 2ρ]. Achieving
this with only a few additional variables (without blowing up the dimension quadratically as
in the work of Afshani and Driemel) is the main challenge of our work. The key ingredient
to our analysis is a simplification of the predicates – which goes along with a reduction of
their overall number.

3 Data Structure Techniques

In this paper, we will show an intimate connection of the Fréchet queries problem in one
dimension to rectangle stabbing and orthogonal range searching. We first describe these data
structure problems independently and state the known results we will use in our analysis.
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Rectangle Stabbing. For rectangle stabbing the task is as follows. Preprocess a set S of n

axis-aligned d-dimensional rectangles in Rd into a data structure so that all rectangles in S

containing a query point q can be reported efficiently, ensuring that each such rectangle is
reported exactly once.

Chazelle [6] developed a data structure for this problem with constant dimension d that
has size in O

(
n logd−2 n

)
and query time in O(logd−1 n + k), where k is the size of the

output. Afshani, Arge and Larsen [1] proved the following lower bound for the rectangle
stabbing problem. Any data structure that operates on a pointer machine and uses nh space
must use query time in Ω

(
log n(log n/ log h)d−2 + k

)
, where k is the output size. To prove a

lower bound for the Fréchet queries problem, we need a bounded version of rectangle stabbing.
Here, all rectangles in S are contained in [0, 1]d. The constructive proof for the lower bound
uses only instances, where the input rectangles are all contained in a d-dimensional cube
with side length m < n. By scaling this instance, we obtain that the lower bound holds also
for bounded rectangle stabbing.

Orthogonal Range Searching. Orthogonal range searching is defined as follows. Preprocess
a set S of n points in Rd into a data structure so that for a d-dimensional axis-aligned query
rectangle R all points contained in S can be reported efficiently, ensuring that each such
point is reported exactly once.

Afshani, Arge and Larsen [1] constructed a data structure for constant dimension d > 3
using space in O

(
n(log n/ log log n)d−1)

and query time in O
(
log n(log n/ log log n)d−3 + k

)
,

where k is the size of the output. Later, we reduce the orthogonal range searching problem to
the Fréchet queries problem and then use the following lower bound by Chazelle [7]. Consider
a data structure of orthogonal range searching on n points in Rd that operates on a pointer
machine, and let c be an arbitrary constant. If the data structure provides a query time in
O((log n)c + k), where k is the output size, then its size must be in Ω(n(log n/ log log n)d−1).

4 Lower Bounds

We transform the bounded rectangle stabbing problem to the Fréchet queries problem such
that we can use a known lower bound for the bounded rectangle stabbing problem to obtain
a lower bound for the Fréchet queries problem. An illustration of the reduction can be found
in Example 3.

Given a set S of n axis-aligned rectangles contained in [0, 1]d as an instance of the
d-dimensional bounded rectangle stabbing problem. We define a set S′ containing n time
series of complexity 2d. For a rectangle R = [l1, r1] × [l2, r2] × · · · × [ld, rd] in S, we store the
time series s(R) = ⟨s1, . . . , s2d⟩, where

s2i−1 = (ri + 1) + 6i and s2i = (li − 1) + 6i.

The set S′ is stored in a data structure for the Fréchet queries problem. We define a query
time series q = ⟨q1, . . . , q2d⟩ for a query point p = (p1, . . . , pd) ∈ [0, 1]d, where

q2i−1 = (pi + 2) + 6i and q2i = (pi − 2) + 6i.

To find all time series s(R) in S′ within Fréchet distance at most 1 to q, we use the stored
data structure. All rectangles R, where dF(q, s(R)) ≤ 1, will be returned. Theorem 4 implies
that this reduction is correct by showing that p ∈ R ⇔ dF(q, s(R)) ≤ 1.
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4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

q

s(R)

s(R̂)

Figure 2 The time series q, s(R) and s(R̂) as in Example 3.
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s(R̂)1 s(R̂)6
. . .

Figure 3 The free space diagrams F1(q, s(R)) and F1(q, s(R̂)) defined in Example 3. A sequence
of cells C that is feasible in F1(q, s(R)) is drawn in grey.

▶ Example 3. The input set S of a rectangle stabbing instance contains the rectangles
R = [0.2, 0.6] × [0.4, 1] × [0.4, 0.6] and R̂ = [0, 0.4] × [0.2, 0.6] × [0.8, 1] and the query point is
p = (0.3, 0.8, 0.5). It is evident that p ∈ R and p /∈ R̂. Through our reduction, the two stored
time series are s(R) = ⟨7.6, 5.2, 14, 11.4, 19.6, 17.4⟩ and s(R̂) = ⟨7.4, 5, 13.6, 11.2, 20, 17.8⟩ and
the query time series for p is q = ⟨8.3, 4.3, 14.8, 10.8, 20.5, 16.5⟩, as illustrated in Figure 2.
The left side of Figure 3 depicts the free space diagram of the time series q and s(R) with
respect to ρ = 1 (i.e., F1(q, s(R))). Notably, the points (i, i) lie in the free space for all i,
resulting in dF(q, s(R)) ≤ 1. Conversely, the right side of Figure 3 corresponds to the free
space diagram of the time series q and s(R̂) with respect to ρ = 1 (i.e., F1(q, s(R̂))). It does
not contain a feasible path and |q3 − s(R̂)3| > 1 and |q6 − s(R̂)6| > 1.

▶ Theorem 4. The d-dimensional bounded rectangle stabbing problem can be solved with a
data structure for the Fréchet queries problem, where the stored time series as well as the
query time series have complexity 2d. The instance for the Fréchet queries problem can be
computed in linear time.

Proof. We use the reduction as described above. Hence, it remains to prove that p ∈ R ⇔
dF(q, s(R)) ≤ 1. For all i, it follows by li, ri, pi ∈ [0, 1] that

|q2i−1 − s2i−1| ≤ 1 ⇔ |((pi + 2) + 6i) − ((ri + 1) + 6i)| ≤ 1 ⇔ pi ≤ ri and
|q2i − s2i| ≤ 1 ⇔ |((pi − 2) + 6i) − ((li − 1) + 6i)| ≤ 1 ⇔ pi ≥ li.
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If p ∈ R, then it holds that |q2i−1 − s2i−1| ≤ 1 and |q2i − s2i| ≤ 1 for all i, since li ≤ pi ≤ ri.
Therefore, C = ((1, 1), (1, 2), (2, 2), (2, 3), (3, 3), (3, 4), . . . , (2d − 1, 2d), (2d, 2d)) is a feasible
sequence of cells in F1(q, s(R)) because all cells are convex and boundary points of a cell
belong to all neighboring cells. So, dF(q, s(R)) ≤ 1.

If dF(q, s) ≤ 1, then by the definition of the Fréchet distance, for all points q2i−1 and
q2i, there exist points x2i−1 and x2i such that |q2i−1 − x2i−1| ≤ 1, |q2i − x2i| ≤ 1, and x2i−1
lies not after x2i on the time series s(R). By construction, it holds s2k − 1 < s2k−1 − 1 <

q2i < q2i−1 < s2l + 1 < s2l−1 + 1 for all k < i < l. It holds that |sk − ql| > 1 for k ̸= l by
definition. Therefore, x2i−1, x2i must lie on one of the following edges s2i−2s2i−1, s2i−1s2i,
or s2is2i+1. By construction, it holds that q2i−1 ∈ [6i + 2, 6i + 3] and |x2i−1 − q2i−1| ≤ 1.
Hence, x2i−1 ∈ [6i + 1, 6i + 4]. Further, q2i ∈ [6i − 2, 6i − 1] and |x2i − q2i| ≤ 1. Hence,
x2i ∈ [6i − 3, 6i]. Assume that x2i−1 ∈ s2is2i+1. Then since x2i lies after x2i−1 on s(R)
it follows that x2i ∈ s2is2i+1 and in particular 6i + 1 ≤ x2i−1 ≤ x2i. This leads to a
contradiction to x2i ≤ 6i. In the same way, it follows that x2i /∈ s2i−2s2i−1. So, x2i−1 lies
on s2i−2s2i−1 or s2i−1s2i and x2i lies on s2i−1s2i or s2is2i+1. It holds that x2i−1 ≤ s2i−1
and x2i ≥ s2i, because s2i−2 ≤ s2i ≤ s2i−1 ≤ s2i+1. It follows by x2i−1 ≤ s2i−1 ≤ q2i−1 and
|x2i−1 − q2i−1| ≤ 1 that |q2i−1 − s2i−1| = q2i−1 − s2i−1 ≤ q2i−1 − x2i−1 = |q2i−1 − x2i−1| ≤ 1.

By the same argument, it follows that |s2i − q2i| ≤ 1 because q2i ≤ s2i ≤ x2i. Therefore,
li ≤ pi ≤ ri for all i, i.e., p ∈ R, which concludes the proof. ◀

The result in Theorem 4 together with the lower bound for bounded rectangle stabbing
queries by Afshani, Arge and Larsern [1] yields the following lower bound for the Fréchet
queries problem.

▶ Corollary 5. Every data structure that solves the Fréchet queries problem that operates on a
pointer machine, and uses nh space must use query time in Ω(log n(log n/ log h)⌊t/2⌋−2 + k),
where k is the size of the output (without duplicates) and t = min{tq, ts}.

Given an instance of d-dimensional orthogonal range searching, we can construct the
stored (resp. query) time series in the way as the query (resp. stored) time series were
constructed in Theorem 4 after scaling the instance such that all points are in [0, 1]d. Using
this construction, it holds by the same arguments as in the proof of Theorem 4 that p ∈ R if
and only if dF (q, s(p)) ≤ 1. Therefore, we get the following corollary.

▶ Corollary 6. The d-dimensional orthogonal range searching can be solved with a data
structure for the Fréchet queries problem, where the stored time series as well as the query
time series have complexity 2d. The instance for the Fréchet queries problem can be computed
in linear time.

Chazelles [7] lower bound for orthogonal range searching provides to the following:

▶ Corollary 7. Every data structure that solves the Fréchet queries problem and uses query
time in O(logc n + k), where c is a constant, must use size in Ω(n(log n/ log log n)⌊t/2⌋−1),
where k is the size of the output (without duplicates) and t = min{tq, ts}.

5 Predicates for Evaluating the Fréchet distance

In this section, we review the predicates used by Afshani and Driemel [2] and how they
enable the evaluation of the Fréchet distance in a data structure context.

For this, we first recall the definition of the free space diagram from Alt and Godau [4].
For polygonal curves q : [1, tq] → Rd and s : [1, ts] → Rd the free space diagram Fρ(q, s) is a
subset of [1, tq] × [1, ts], such that for all points (x, y) ∈ Fρ(q, s) the distance between q(x)
and s(y) is at most ρ. Refer to Figure 4 for an example. Formally,

Fρ(q, s) := {(x, y) ∈ [1, tq] × [1, ts] | ∥q(x) − s(y)∥2 ≤ ρ}.
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q1
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q3
q4

q5 p2

p3 p5

p4

p6

p1

s1 s2 s3 s4 s5 s6

q1 q2
q3

q4q5

s1 s2
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s5 s6

Figure 4 The free space diagram Fρ(q, s) of two time series with a feasible path trough a feasible
sequence of cells C = ((1, 1), (1, 2), (1, 3), (2, 3), (2, 4), (3, 4), (4, 4), (4, 5)), which is drawn in grey.
Predicates (P1), (P2), (P3(1, 2)), (P4(3, 4)), (P5(1, 2, 3)) and (P6(3, 4, 4)) are true, because the points
pi are contained in the free space.

▶ Lemma 8 (Alt and Godau [4]). The Fréchet distance between polygonal curves s and q is at
most ρ if and only if there exists a path in Fρ(q, s) from (1, 1) to (tq, ts) which is monotone
in both coordinates. For such a path, we say it is feasible.

We can decompose the rectangle [1, tq] × [1, ts] into (tq − 1) · (ts − 1) cells such that the cell
Cij = [i, i + 1] × [j, j + 1] corresponds to the part in the free space diagram defined by the
edges qiqi+1 and sjsj+1. By definition of the free space diagram, it follows that Cij ∩ Fρ(q, s)
lies between two parallel lines. Therefore, we focus on the boundary of the cells Cij .

Our query algorithm will iterate over all possibilities of sequences of cells that a feasible
path could traverse in the free space diagram. Therefore, we call a sequence of cells
C = ((i1, j1), . . . , (it, jt)) valid, if i1 = 1, j1 = 1, it = tq − 1, jt = ts − 1, and for all m < t

either im+1 = im and jm+1 = jm + 1, or im+1 = im + 1 and jm+1 = jm. The tuple (i, j)
represents the cell Cij . Further, a valid sequence of cells is called feasible in Fρ(q, s), if there
exists a feasible path in Fρ(q, s) that traverses exactly the cells in C. Refer to Figure 4 for
an example.

The following predicates due to Afshani and Driemel [2] can be used to decide whether a
valid sequence of cells is feasible in Fρ(q, s). Figure 4 visualizes the predicates.

(P1) (Endpoint (start)) This predicate is true iff |s1 − q1| ≤ ρ.
(P2) (Endpoint (end)) This predicate is true iff |sts − qtq | ≤ ρ.
(P3(i, j)) (Vertex of s – edge of q) This predicate is true iff ∃ p3 ∈ qiqi+1 s.t. |p3 − sj | ≤ ρ.
(P4(i, j)) (Vertex of q – edge of s) This predicate is true iff ∃ p4 ∈ sjsj+1 s.t. |p4 − qi| ≤ ρ.
(P5(i, j, k)) (Monotone in q) This predicate is true iff ∃ p3, p5 ∈ qiqi+1 s.t. p3 lies not

after p5 on the time series q and |p3 − sj | ≤ ρ and |p5 − sk| ≤ ρ.
(P6(i, l, j)) (Monotone in s) This predicate is true iff ∃ p4, p6 ∈ sjsj+1 s.t. p4 lies not

after p6 on the time series s and |p4 − qi| ≤ ρ and |p6 − ql| ≤ ρ.

The following lemma verifies that the predicates can be used to test if the Fréchet distance
between two curves is at most a given value.

▶ Lemma 9 (Afshani and Driemel [2]). Let C = ((i1, j1), (i2, j2), . . . , (it, jt)) be a valid
sequence of cells. Then C is feasible in Fρ(q, s) if and only if the following predicates defined
by q, s and ρ are true:
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sj
sk

qi+1
qi

sk-ρ sj+ρ sk-ρ sj+ρ

qi
qi+1

sj

sk

sj
sk

qi
qi+1sj+ρ sk-ρ

p̃1 p̃1 p̃1p̃2 p̃2 p̃2

Figure 5 The left and the middle show Case (i) of Lemma 11. Here, [sj −ρ, sj +ρ]∩ [sk −ρ, sk +ρ]
is marked in red. The right visualizes Case (ii) of Lemma 11 and Case (iii) is Case (ii) mirrored.

(i) (P1) and (P2),
(ii) (P3(i, j)) if (i, j − 1), (i, j) ∈ C,
(iii) (P4(i, j)) if (i − 1, j), (i, j) ∈ C,
(iv) (P5(i, j, k)) if (i, j − 1), (i, k) ∈ C, and
(v) (P6(i, l, j)) if (i − 1, j), (l, j) ∈ C.

We say that those predicates are induced by C.

Afshani and Driemel [2] showed that, for a given query, a fixed assignment of truth values
to the set of all predicates defines a semi-algebraic set. This set contains all curves for
which the predicates yield the given truth assignment. A query to the data structure then
corresponds to a finite union of semi-algebraic range queries for which the truth assignments
yield a valid sequence of cells.

In our paper, we modify this approach. Instead of fixing the truth assignment to all
predicates, we only fix a combinatorial path in the free space diagram (that is a valid sequence
of cells) and we consider the predicates that are induced by it. This results in potential
duplicates in the query output as an input curve may have different combinatorial paths
in the free space diagram with the query. However, the overall number of elements in the
output only changes by a constant factor as long as the complexity of the input and query is
constant.

6 Simplification of the Predicates

Given a sequence of cells C, we want to find intervals I1, . . . , Itq
defined by a stored time

series s such that C is feasible in Fρ(q, s) if and only if qi ∈ Ii for all i, where q = ⟨q1, . . . , qtq ⟩
is a time series with some additional properties. The intervals will be defined using the
predicates. Lemma 9 shows which predicates need to be true such that C is feasible in
Fρ(q, s). For the endpoint and vertex-edge predicates ((P1), (P2), (P3) and (P4)), the needed
intervals follow easily:

▶ Observation 10. Let q = ⟨q1, . . . , qtq
⟩ and s = ⟨s1, . . . , sts

⟩ be two time series. Then the
following holds for the predicates in the free space diagram Fρ(q, s):

(i) (P1) is true ⇔ q1 ∈ [s1 − ρ, s1 + ρ],
(ii) (P2) is true ⇔ qtq

∈ [sts
− ρ, sts

+ ρ],
(iii) (P3(i, j)) is true ⇔ if qi ≤ qi+1 : qi ≤ sj + ρ and qi+1 ≥ sj − ρ and

if qi ≥ qi+1 : qi ≥ sj − ρ and qi+1 ≤ sj + ρ,
(iv) (P4(i, j)) is true ⇔ qi ∈ [min{sj − ρ, sj+1 − ρ}, max{sj + ρ, sj+1 + ρ}].

The next lemma defines the intervals needed such that the monotone in q predicate
(P5(i, j, k)) is true and is visualized in Figure 5.

▶ Lemma 11. Let q = ⟨q1, . . . , qtq
⟩ and s = ⟨s1, . . . , sts

⟩ be two time series, then the
monotone in q predicate (P5(i, j, k)) is true if and only if the vertex of s - edge of q predicates
(P3(i, j)) and (P3(i, k)) are true and one of the following holds
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q1q2 q3q4 q5q6 q7q8 q9

q2-ρ q5+ρ

q5+ρq9-ρ

Figure 6 Illustration of the values f2(s) = 5 and b5(s) = 9 for a time series s.

(i) |sj − sk| ≤ 2ρ, or
(ii) |sj − sk| > 2ρ and sj ≤ sk and qi ≤ sj + ρ and qi+1 ≥ sk − ρ, or
(iii) |sj − sk| > 2ρ and sj > sk and qi ≥ sj − ρ and qi+1 ≤ sk + ρ.

Proof. Assume (P5(i, j, k)) to be true. Then there exist points p1, p2 ∈ qiqi+1 such that p1
lies not after p2 on the time series q and p1 ∈ [sj − ρ, sj + ρ], p2 ∈ [sk − ρ, sk + ρ]. Hence,
(P3(i, j)) and (P3(i, k)) are true. In addition, if |sj − sk| > 2ρ and sj ≤ sk, it holds that
qi ≤ p1 ≤ sj + ρ < sk − ρ ≤ p2 ≤ qi+1. Further, if |sj − sk| > 2ρ and sj > sk, it holds that
qi+1 ≤ p2 ≤ sk + ρ < sj − ρ ≤ p1 ≤ qi.

It remains to prove the other direction. Let (P3(i, j)) and (P3(i, k)) be true. Then, there
exist p̃1 ∈ qiqi+1 and p̃2 ∈ qiqi+1 such that |p̃1 − sj | ≤ ρ and |p̃2 − sk| ≤ ρ.
Case (i): Let |sj −sk| ≤ 2ρ. We can set p1 = p2 = p̃1 if p̃1 ∈ [sj − ρ, sj + ρ] ∩ [sk − ρ, sk + ρ].
The same holds if p̃2 ∈ [sj − ρ, sj + ρ] ∩ [sk − ρ, sk + ρ]. Otherwise, ∅ ≠ [sj − ρ, sj + ρ] ∩ [sk −
ρ, sk + ρ] ⊆ p̃1p̃2 ⊆ qiqi+1 and we can set p1 = p2 as any point in this intersection. In each
of those cases, (P5(i, j, k)) is true.
Case (ii): Let |sj − sk| > 2ρ, sj ≤ sk, qi ≤ sj + ρ and qi+1 ≥ sk − ρ. Then it holds that
p̃1 < p̃2 and qi < qi+1 because sj + ρ < sk − ρ. Therefore, p̃1 lies before p̃2 on qiqi+1 and
we can simply set p1 = p̃1 and p2 = p̃2. Those points have the required properties in the
definition of (P5(i, j, k)). Symmetrically, in Case (iii) it holds that (P5(i, j, k)) is true. ◀

To determine the truth value of the monotone in s predicates (P6), we define the forward
and backward numbers fi(q) and bi(q). Refer to Figure 6 as an example.

▶ Definition 12 (forward and backward numbers). For a time series q = ⟨q1, . . . , qtq
⟩ and

i ∈ {1, . . . , tq}, we denote by the forward number fi(q) the highest number such that
⟨qi −ρ, qfi(q) +ρ⟩ is oriented forward and its Fréchet distance to the time series ⟨qi, . . . , qfi(q)⟩
is at most ρ, i.e.,

fi(q) := max{k ∈ {i, . . . , tq} | dF(⟨qi, . . . , qk⟩, ⟨qi − ρ, qk + ρ⟩) ≤ ρ and qi − ρ ≤ qk + ρ}

and by the backward number bi(q) the highest number such that ⟨qi + ρ, qbi(q) − ρ⟩ is oriented
backward and its Fréchet distance to the time series ⟨qi, . . . , qbi(q)⟩ is at most ρ, i.e.,

bi(q) := max{k ∈ {i, . . . , tq} | dF(⟨qi, . . . , qk⟩, ⟨qi + ρ, qk − ρ⟩) ≤ ρ and qi + ρ ≥ qk − ρ}.

▶ Observation 13. For all i ≤ x ≤ fi(q), it holds that dF(⟨qi, . . . , qx⟩, ⟨qi − ρ, qx + ρ⟩) ≤ ρ

and qi − ρ ≤ qx + ρ. Respectively, for bi(q).

Proof. By the definition of the Fréchet distance and fi(q), there exist points qi − ρ ≤ pi ≤
pi+1 ≤ . . . ≤ px ≤ qx + ρ such that |pj − qj | ≤ ρ for all j. Further, since the free space in
every cell is convex, the statement follows. ◀
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The next lemma shows how the forward and backward numbers can be used to determine
values of the monotone in s predicates (P6). To decide whether a valid sequence of cells is
feasible or not in Fρ(q, s), we need predicate (P6(i, l, j)) to be true only if we also need all
predicates (P6(x, y, j)) to be true with i ≤ x < y ≤ l by Lemma 9.

▶ Lemma 14. Let q = ⟨q1, . . . , qtq
⟩ and s = ⟨s1, . . . , sts

⟩ be two time series, i, l ∈ {1, . . . , tq}
with i < l and j ∈ {1, . . . , ts − 1}. If sj ≤ sj+1, then

(P6(x, y, j)) is true ∀i ≤ x < y ≤ l ⇔ fi(q) ≥ l and (P4(x, j)) is true for all i ≤ x ≤ l

and if sj ≥ sj+1, then

(P6(x, y, j)) is true ∀i ≤ x < y ≤ l ⇔ bi(q) ≥ l and (P4(x, j)) is true for all i ≤ x ≤ l.

Proof. We discuss the case that sj ≤ sj+1. The other case can be proven in the same way.
Let (P6(x, y, j)) be true for all i ≤ x < y ≤ l. Note that by definition of (P6), it holds

that the predicates (P4(x, j)) are true for all i ≤ x ≤ l. It remains to prove fi(q) ≥ l. Let
i ≤ x < y ≤ l. Since (P6(i, x, j)) is true there exist p4, p6 ∈ sjsj+1 such that p4 ≤ p6 and
pi ≤ p4 + ρ and qx ≥ p6 − ρ. Therefore, it follows that qi − qx ≤ p4 + ρ− (p6 − ρ) ≤ 2ρ. In the
same way, we get that qx − ql ≤ 2ρ. In particular, this implies that ⟨qi −ρ, ql +ρ⟩ is a forward
edge. Assume for the sake of a contradiction that dF(⟨qi, . . . , ql⟩, ⟨qi − ρ, ql + ρ⟩) > ρ. Then,
there must exist two vertices qx, qy such that there are no two points p1, p2 ∈ [qi − ρ, ql + ρ]
such that p1 ≤ p2, |p1 − qx| ≤ ρ and |p2 − qy| ≤ ρ. Further, since (P6(x, y, j)) is true we
know that there exist p4 ≤ p6 on sjsj+1 such that |p4 − qx| ≤ ρ and |p6 − qy| ≤ ρ. Now
set p̃1 = max{min{ql + ρ, p4}, qi − ρ} and p̃2 = max{min{ql + ρ, p6}, qi − ρ}. It holds that
p̃1, p̃2 ∈ [qi − ρ, ql + ρ] and p̃1 ≤ p̃2. Further, since (qi − ρ) − qx ≤ ρ and qx − (ql + ρ) ≤ ρ it
holds that |p̃1 − qx| ≤ ρ. Similarly, |p̃2 − qy| ≤ ρ. This contradicts the assumption. Hence,
dF(⟨qi, . . . , ql⟩, ⟨qi − ρ, ql + ρ⟩) ≤ ρ and ⟨qi − ρ, ql + ρ⟩ is a forward edge. So, fi(q) ≥ l.

To prove the other direction, assume fi(q) ≥ l and (P4(x, j)) is true for all i ≤ x ≤ l.
Therefore, by Observation 13, it holds that dF(⟨qi, . . . , ql⟩, ⟨qi − ρ, ql + ρ⟩) ≤ ρ and qi − ρ ≤
ql + ρ. Let i ≤ x < y ≤ l. Then, there exists points px < py on the edge qi − ρ, ql + ρ

such that |px − qx| ≤ ρ, |py − qy| ≤ ρ. Further, there exists points p1, p2 ∈ [sj , sj+1]
such that |p1 − qx| ≤ ρ, |p2 − qy| ≤ ρ by the properties of predicate (P4). We define
p4 = min{max{sj , px}, sj+1} and p6 = min{max{sj , py}, sj+1}. It follows that p4 ≤ p6 and
p4, p6 ∈ sjsj+1. Furthermore, if p4 = sj , then px ≤ sj ≤ p1, resulting in |sj − qx| ≤ ρ. If
p4 = sj+1 then p1 ≤ sj+1 ≤ px and |sj+1 − qx| ≤ ρ. Therefore, |p4 − qx| ≤ ρ. Similarly, it
follows that |p6 − qy| ≤ ρ. The points p4, p6 fulfill the conditions of the definition of the
monotone in s predicate (P6(x, y, j)), i.e., (P6(x, y, j) is true. ◀

Observation 10 and Lemma 11 and 14 show how we can determine whether a valid
sequence of cells is feasible in Fρ(q, s) using intervals defined by s and ρ for the vertices of q

and the forward and backward numbers fi(q) and bi(q).

7 Data Structure

In this section, we present two data structures solving the Fréchet queries problem. We start
with some assumptions, that can be made for the time series. Let s = ⟨s1, . . . , st⟩ be a time
series. Then, we assume that either s2j−1 ≤ s2j ≥ s2j+1 for all j = 2, . . . , ⌊t/2⌋ (M-shaped),
or s2j−1 ≥ s2j ≤ s2j+1 for all j = 2, . . . , ⌊t/2⌋ (W-shaped), because if s2j−1 ≤ s2j ≤ s2j+1 or
s2j−1 ≥ s2j ≥ s2j+1, s has the same shape as ⟨s1, . . . , s2j−1, s2j+1, . . . , st⟩. Moreover, we
can assume that the complexity of all time series in S is exactly ts by simply adding dummy
vertices in the end otherwise, since the value of two consecutive vertices can also be equal.
In Figure 6, the time series q is W-shaped.
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The query algorithm iterates over all valid sequences of cells C. By Lemma 9, C is feasible
in the free space diagram Fρ(q, s) if and only if the predicates induced by C are true. The
truth assignment of all needed predicates (P1), (P2), (P3), (P4) and (P5) can be determined
using intervals defined by s and ρ. Furthermore, C can only be feasible in Fρ(q, s) if for all
(i − 1, j), (l, j) ∈ C with i ≤ l, the monotone in s predicate (P6(i, l, j)) is true. By Lemma 9,
we can use the forward number fi(q) in the case that sj ≤ sj+1 (i.e., j is odd if s is M-shaped)
to determine whether (P6(i, l, j)) is true. We define the forward number fi(C) as the highest
such number l that is needed for C to be feasible in Fρ(q, s). Respectively, if sj ≥ sj+1 (i.e., j

is even if s is M-shaped) for bi(q) and we define the backward number bi(C). Formally, we get

fi(C) =
{

l ≥ i, if ∃ (i − 1, j), (l, j) ∈ C s.t. j is odd and (l + 1, j) /∈ C,

i, otherwise

and

bi(C) =
{

l ≥ i, if ∃ (i − 1, j), (l, j) ∈ C s.t. j is even and (l + 1, j) /∈ C,

i, otherwise.

As C is valid there exists a unique j such that (i − 1, j), (i, j), . . . , (l, j) ∈ C. Hence, the
numbers fi(C) and bi(C) are well-defined. Note that we do not need f1(C), b1(C), ftq

(C) and
btq

(C) because we never consider (P6(1, l, j)) and (P6(tq, l, j).

The Data structure. Let SM be the set of stored time series that are M-shaped and SW

the set of those that are W-shaped. We will describe how SM is stored. The time series in
SW are stored in the same way after they were mirrored at the origin. Consequently, for
those the query algorithm mirrors the query time series q at the origin and is then the same
as for the time series in SM .

For all valid sequences of cells C, we build two associated rectangle stabbing data structures
storing the time series in SM as tq-dimensional axis-aligned rectangles. One for the case
that the query time series q is M-shaped and the other one for the case that q is W-shaped.
Knowing the shape of q, Observation 10 and Lemma 11 define for every s ∈ SM an interval
for every vertex qi of the query time series in which it must lie such that C can be feasible
in Fρ(q, s). For a time series s, we store the Cartesian product of those tq intervals in the
associated rectangle stabbing data structure. Note that even if the complexity of the stored
time series is greater than tq, we store only a tq-dimensional rectangle for it.

The Query Algorithm. Let q be a query time series of complexity tq. The query algorithm
starts with computing the numbers f1(q), . . . , ftq

(q), b1(q), . . . , btq
(q). For all valid sequences

of cells C, we check whether fi(C) ≤ fi(q) and bi(C) ≤ bi(q) for all i. If so, we do a query
search in the rectangle stabbing data structure depending on C and the shape of q with the
point (q1, q2, . . . , qtq

) and output all time series associated with a rectangle containing this
point.

▶ Theorem 15. The Fréchet queries problem for constant tq ≥ 2 and ts can be solved with a
data structure of size SR(n, tq) using QR(n, tq) + O(k) query time, where k is the size of the
output (without duplicates) and SR(n, tq) denotes the size and QR(n, tq) the query time of a
rectangle stabbing data structure that stores n rectangles of dimension tq. In particular, there
exists a data structure of size in O(n logtq−2 n) and query time in O(logtq−1 n + k) using the
rectangle stabbing data structure by Afshani, Arge and Larsen [1].
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Proof. For SM , two rectangle stabbing data structures are stored for every valid sequence
of cells C. In each, there are stored at most n axis-aligned rectangles of dimension tq. In a
valid sequence of cells, every step is either (i, j), (i, j + 1) (right) or (i, j), (i + 1, j) (upwards)
and the first cell is (1, 1) and the last is (tq − 1, ts − 1). Therefore, a valid sequence of cells
consists of tq + ts − 4 steps and tq − 2 upwards steps. Hence, the number of valid sequence of
cells is

(
tq+ts−4

tq−2
)
. Since tq and ts are considered constant, this is a constant, which completes

the proof of the claimed size of the data structure.1
Computing the numbers f1(q), . . . , ftq (q), b1(q), . . . , btq (q) can be done in O(tq

3 log tq)
time by simply computing all distances dF (⟨qi, . . . , qk⟩, ⟨qi − ρ, qk + ρ⟩) and dF (⟨qi, . . . , qk⟩,
⟨qi + ρ, qk − ρ⟩). Each computation takes time in O(tq log tq) by Alt and Godau [4]. The
query time follows by the fact that for all valid sequences of cells C we perform at most one
query search in an associated rectangle stabbing data structure.

By Observation 10, Lemma 9, 11, and 14, a sequence of cells C is feasible in Fρ(q, s) for
an M-shaped time series s ∈ S if and only if all vertices of q lie in the intervals defined by the
induced predicates of C depending on s and Observation 10 and Lemma 11, and fi(q) ≥ fi(C)
and bi(q) ≥ bi(C) for all i ∈ {2, . . . , tq − 1}. Therefore, the correctness follows by the fact
that we iterated over all valid sequences of cells and by Lemma 8. ◀

The output in Theorem 15 may contain a constant fraction of duplicates. As such it
cannot be easily used for range counting. To remove duplicates, one can use standard
techniques, such as hashing.

Using an orthogonal range searching data structure it is possible to store the time series
as ts-dimensional points and the query time series defines then ts-dimensional axis-aligned
rectangles.

▶ Corollary 16. The Fréchet queries problem for constant tq and ts > 2 can be solved with
a data structure of size S(n, ts) using Q(n, ts) + O(k) query time, where k is the size of
the output (without duplicates) and S(n, ts) denotes the size and Q(n, ts) the query time
of an orthogonal range searching data structure that stores n points in dimension ts. In
particular, there exists a data structure of size in O

(
n(log n/ log log n)ts−1)

and query time
in O(log n(log n/ log log n)ts−3 + k).

Proof. We use a similar idea as in the proof of Theorem 15 with the difference that the time
series in S are stored as ts-dimensional points and the query time series defines ts-dimensional
axis-aligned rectangles. We build two data structures one for M-shaped query time series
and one for W-shaped time series. We describe only the one for the M-shaped case here.
The other one is build symmetrically. Note that in the following we exchange the role of
q and s and consider Fρ(s, q) instead of Fρ(q, s). For every valid sequence of cells C in
Fρ(s, q), we build an orthogonal range searching data structures storing the time series s

where fj(s) ≥ fj(C) and bj(s) ≥ bj(C) for all j. The query algorithm computes for all
valid sequences of cells C a rectangle R(C) such that C is feasible in Fρ(s, q) if and only if
(s1, . . . , sts

) ∈ R(C) and s is stored in the data structure defined by C. The rectangle can be
computed with Observation 10 and Lemma 11. The correctness follows by Observation 10
and Lemma 9, 11 and 14. The bounds for the size and query time follow in the same way as
in Theorem 15 and by using the orthogonal range searching data structure by Afshani, Arge
and Larsen [1]. ◀

1 In more detail, if ts ≥ tq it holds that
(

tq+ts−4
tq−2

)
≤

(2ts

tq

)
≤

(
2ets

tq

)tq

by Stirling’s approximation of the
factorial function.
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8 Conclusions

We believe that with some modifications it is possible to solve the Fréchet queries problem also
for the case where the complexity of the query time series is not given at preprocessing time
within the same bounds. Further, we believe that using the orthogonal intersection searching
data structure by Edelsbrunner and Maurer [12], it is possible to build a data structure of
size in O(n logtq n) and query time in O(logtq−1 n) for the Fréchet queries problem where
the distance threshold is not given at preprocessing time.
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Abstract
We introduce and study the weighted version of an online matching problem in the Euclidean plane
with non-crossing constraints: 2n points with non-negative weights arrive online, and an algorithm
can match an arriving point to one of the unmatched previously arrived points. In the vanilla model,
the decision on how to match (if at all) a newly arriving point is irrevocable. The goal is to maximize
the total weight of matched points under the constraint that straight-line segments corresponding to
the edges of the matching do not intersect. The unweighted version of the problem was introduced
in the offline setting by Atallah in 1985, and this problem became a subject of study in the online
setting with and without advice in several recent papers.

We observe that deterministic online algorithms cannot guarantee a non-trivial competitive ratio
for the weighted problem. We study various regimes of the problem which permit non-trivial online
algorithms. In particular, when weights are restricted to the interval [1, U ] we give a deterministic
algorithm achieving competitive ratio Ω

(
2−2

√
log U

)
. We also prove that deterministic online

algorithms cannot achieve competitive ratio better than O
(

2−
√

log U
)

. Interestingly, we establish
that randomization alone suffices to achieve competitive ratio 1/3 even when there are no restrictions
on the weights. Additionally, if one allows an online algorithm to revoke acceptances, then one
can achieve a competitive ratio ≈ 0.2862 deterministically for arbitrary weights. We also establish
a lower bound on the competitive ratio of randomized algorithms in the unweighted setting, and
improve the best-known bound on advice complexity to achieve a perfect matching.
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16:2 On the Online Weighted Non-Crossing Matching Problem

1 Introduction

We introduce and study the following problem, which we call Online Weighted Non-Crossing
Matching (OWNM). Suppose 2n points p1, . . . , p2n in Euclidean plane arrive online one-
by-one. When pi arrives, its positive weight w(pi) ∈ R>0 is revealed and an algorithm has
an option of matching pi to one of the unmatched previously revealed points, or leave pi

unmatched. In the vanilla online model, the decisions of the algorithm are irrevocable. There
is a non-crossing constraint, which requires that the straight-line segments corresponding to
the edges of the matching do not intersect. Assuming that the points are in general position,
the goal is to design an algorithm that maximizes the weight of matched points.

The interest in geometric settings, particularly the Euclidean plane setting, for the match-
ing problem stems from applications in image processing [14] and circuit board design [20].
In such applications, one is often required to construct a matching between various geometric
shapes, such as rectangles or circles, representing vertices, using straight-line segments or,
more generally, curves. Geometry enters the picture due to constraints on the edges, such as
avoiding intersections among the edges, as well as avoiding edge-vertex intersections. These
constraints can have a significant impact on the offline complexity of the problem, often
resulting in variants of problem that are NP-hard (see the survey by Kano and Urrutia [22]).

The unweighted version of the Non-Crossing Matching problem (i.e., when w(pi) = 1
for all i ∈ {1, . . . , 2n}) has been studied both in the offline setting ([8, 19]) and the online
setting ([11, 31, 21, 25]). We go over the history of the problem in detail in Section 2. For
now, it suffices to observe that an offline algorithm that knows the locations of all the points
in advance can match all the points while satisfying the non-crossing constraint. Thus, the
value of offline OPT is always W :=

∑2n
i=1 w(pi). Performance of an online algorithm is

measured by its competitive ratio, which for our problem corresponds to the fraction of W

that the algorithm can guarantee to achieve in the worst-case.
It is relatively easy to see that when there are no restrictions on the weights of points,

no deterministic online algorithm can guarantee a non-trivial competitive ratio bounded
away from 0 (in particular, this is an immediate corollary of Theorem 1). We study different
regimes under which the problem admits algorithms achieving non-trivial competitive ratios.
Our results can be summarized as follows:

In the Restricted OWNM, we assume that the weights of points are restricted to lie in the
interval [L, U ] for some L ≤ U ∈ R>0 that are known to the algorithm at the beginning
of the execution. Note that by scaling, we can assume that L = 1; thus, without loss of
generality, we assume that all the weights are in the interval [1, U ] in Restricted OWNM.
We show that the competitive ratio of any deterministic online algorithm is O

(
2−
√

log U
)

(Theorem 1). We also present a deterministic online algorithm, Wait-and-Match (Wam),
which has competitive ratio Ω

(
2−2
√

log U
)

(Theorem 5).
We show, perhaps surprisingly, that randomization alone is enough to guarantee a
constant competitive ratio for arbitrary weights. We present a simple randomized online
algorithm, called Tree-Guided-Matching (Tgm), and prove that it has competitive ratio
1/3 (Theorem 7). We supplement this result by showing that no randomized online
algorithm can achieve a competitive ratio better than 16/17, even for the unweighted
version of the problem (Theorem 6).2

2 Sajadpour [31] gave a proof that no randomized algorithm can achieve a competitive ratio better than
0.9262, which is stronger than our result 16/17 ≈ 0.9411. However, their argument has not been
peer-reviewed at the time of this paper. Moreover, our argument is much simpler and shorter.
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We show that allowing revocable acceptances (see beginning of Section 6 for the definition
of the model) permits one to obtain competitive ratio ≈ 0.2862 by a deterministic algorithm
even when the weights of points are unrestricted (Theorem 10). We supplement this
result by showing that no deterministic algorithm with revoking can achieve competitive
ratio better than 2/3 (Theorem 8).
Lastly, we present a new algorithm, called Split-And-Match (Sam), that uses ⌈log Cn⌉ <

2n bits of advice (see beginning of Section 7 for the definition of the model) to achieve
optimality (Theorem 12), where Cn is the nth Catalan number. This improves upon the
previously known bound of 3n on the advice complexity of the problem [25]. Since Sam
achieves a perfect matching, it does not matter whether the given points are weighted or
not.

2 Related Work

Given 2n points in R2 in general position, the basic non-crossing matching (NM) problem is
to find a non-crossing matching with the largest possible number of edges. Observe that the
minimum-length Euclidean matching is non-crossing, hence a perfect NM always exists. The
NM problem and its variants have been extensively studied in the offline setting. Hershberger
and Suri [19] gave an algorithm that finds a perfect NM in time Θ(n log n). Atallah [8],
and Dumitrescu and Steiger [15] gave efficient algorithms for the bichromatic version of the
problem, where the points are divided into two subsets, and matching edges can only be
formed between the two subsets. Other versions of the problem considered in the research
literature include requiring the NM to be stable [30, 18], requiring two NMs to be compatible
(edges in two NMs are also non-crossing, only sharing endpoints) [2], and requiring compatible
NMs to satisfy certain diversity constraint [24].

Several studies considered optimization problems over all NMs. The objective functions
include maximizing the sum of the Euclidean length of matching edges [5], minimizing the
length of the longest matching edge [1], and other similar combinations of min and max [23].

Another line of research is to relax the non-crossing constraint and allow certain crossings.
An important problem is to understand the size of a crossing family, that is, matching edges
that are pairwise crossing. A recent breakthrough by Pach et al. [26] showed that the
largest crossing family has linear size. Aichholzer et al. [4] studied the counting problem of
k-crossing matchings.

At least two works [10, 32] considered weighted NM on n points, where every point has
weight in {1, 2, . . . , n}. Balogh et al. [10] considered the weight of an edge to be the sum
of the weights of the two endpoints modulo n, and studied the typical size of NM with
distinct edge weights (this is called non-crossing harmonic matching). Sakai and Urrutia [32]
considered the weight of an edge to be the minimum weight of the two endpoints, and they
studied the lower and upper bounds of the maximum weighted NM.

In pure mathematics, NM has been studied as a tool to understand the representation
theory of groups [7, 27]. A tuple of NMs (so-called a necklace) satisfying a specific property
is used to study the topology of harmonic algebraic curves associated with a polynomial over
C [33]. Extremal graph problems where NM of size k plays the role of a forbidden subgraph
are studied in [3, 17].

Besides the application in image processing and circuit design, as mentioned in the Intro-
duction, NM has also found other applications. One major application is in computational
biology. A restricted version of NM (e.g., points all on a circle), and k-non-crossing matching
(no k edges pairwise intersecting, which reduces to the standard NM when k = 2) have
been studied to understand RNA structures [9, 13, 34]. In applications that are related to
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visibility problems (such as in robotics) and geometric shape matching, one replaces all or a
subset of points in question by geometric objects [28, 6]. For example, when the question is
to match objects to objects, then an edge (p, q) between two objects A and B can be formed
by choosing arbitrary points p from A and q from B, conditioned on that the edge (p, q)
does not cross other objects.

The online NM has only been studied very recently. Bose et al. [11] initiated the study of
online (unweighted) NM and showed that the competitive ratio of deterministic algorithms is
2/3, while Kamali et al. [21] gave a randomized algorithm that matches in expectation about
0.6695 fraction of all points. The online bichromatic NM has also been studied in [11, 31].
Finally, the advice complexity was studied in [11, 25]. In particular, Lavasani and Pankratov
[25] resolved the advice complexity of solving online bichromatic NM optimally on a circle
and gave a lower bound of n/3− 1 and an upper bound of 3n on the advice complexity of
online NM on a plane.

3 Preliminaries

The input to the matching problems considered in this work is an online sequence I =
(p1, . . . , p2n) of points in general position, where pi has a positive real-valued weight w(pi) ∈
R>0. We use W to denote the total weight of all the points, i.e., W =

∑2n
i=1 w(pi). For the

Restricted OWNM, the weights are assumed to lie in the interval [1, U ] for some known
value of U , which is considered to be a hyper-parameter, and not part of the input. Upon
the arrival of pi, an online algorithm must either leave it unmatched or match it with an
unmatched point pj (j < i), in which case the line segment between pi and pj , denoted by
pipj , must not cross the line segments between previously matched pairs of points. The
objective is to maximize the total weight of matched points. For an online algorithm ALG
(respectively, offline optimal algorithm OPT), we use ALG(I) (respectively, OPT(I)) to
denote the total weight of points matched by the algorithm on input I. By abuse of notation,
the symbol pq is also used to denote the full line passing through the two points p and q,
dividing a convex region into two sub-regions.

We say that a deterministic online algorithm ALG is ρ-competitive if there exists a
constant c such that for every input sequence I we have

ALG(I) ≥ ρ ·OPT(I)− c.

For a randomized ALG the above inequality is replaced by the following

E(ALG(I)) ≥ ρ ·OPT(I)− c.

If c = 0 then we call the competitive ratio ρ strict, and we say that ALG is strictly ρ-
competitive. If c ≠ 0 then, for emphasis, we shall sometimes say that the competitive ratio
is asymptotic. Note that for the Restricted OWNM, we allow c to depend on the hyper-
parameter U when considering asymptotic competitiveness. Thus, an algorithm achieving
asymptotic competitive ratio ρ is allowed to leave a constant number of points unmatched
(regardless of their weights) beyond the (1− ρ)-fraction of W .

4 Deterministic Algorithms for Restricted OWNM

4.1 Point Classification
In both lower and upper-bound arguments, we use a point classification, based on parameters,
k ∈ N and U ∈ R, which we explain here. Let k = ⌈

√
log U⌉, and define values of a0, a1, . . . , ak

so that

a0 = 1, ak = U, r = a1/a0 = a2/a1 = . . . = ak/ak−1,
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which implies that r = U1/k and ai = ri. For a given value w ∈ [1, U ], define TwU as the
largest ai such that ai ≤ w. In what follows, a point with weight w is said to have type i

if TwU = ai. Thus, there are k + 1 distinct types, with type k containing only the value U .
The type of a line segment between two matched points x and y is defined by the type of the
end-point with larger weight, that is, xy has type i if one of its endpoints has type i and the
other endpoint has type at most i.

4.2 Negative Result
▶ Theorem 1. For a sufficiently large value of U , the asymptotic competitive ratio of any
deterministic online algorithm for the Restricted OWNM problem is O

(
2−
√

log U
)

.

Proof. Let ALG be any online deterministic algorithm. We use an adversarial argument.
The adversary sends all points on a circle C, so any match the algorithm makes creates a
chord in the circle, dividing a previous region into two. At any point in time, the adversary
sends a point in an active region of C, which is formed by one or two arcs, the segments of
the circle bounded by two consecutive points, in the boundary of C. Initially, the entire circle
forms the active region. The adversary’s strategy is to maintain a mapping from unmatched
points to matched points to ensure the ratio between the total weight of matched points and
unmatched points is O

(
2−
√

log U
)

. Note that this implies the ratio between the total weight

of matched points and all points is also O
(

2−
√

log U
)

.
The adversary starts the input with an arbitrarily large number, m (this is required

to guarantee that our bound is asymptotic). The adversary puts points of weight 1 in
arbitrary positions on the circle until either the algorithm matches m pairs of points or
it reaches m2k points on the circle. In the latter case, the competitive ratio is at most
O(2−k) = O(2−

√
log U ).

Therefore, we may assume that ALG eventually matches m pairs of points, creating
non-intersecting chords, and m + 1 regions. Now, make each matched pair responsible for a
distinct region created, though with the first matched pair being responsible for two regions,
initially the first two regions. Suppose a new chord xy divides region R into two. Let
{xR, yR} be the responsible pair for R, R1 be the side of R that has xRyR on its boundary
and R2 be the other side. Leave {xR, yR} responsible for R1 and make {x, y} responsible for
R2. This ensures that each matched pair is responsible for at least one region.

For each region R, the adversary makes R the active region, runs the following procedure
and continues with the next region until it covers all the regions. Let {xR, yR} be the
responsible pair of points for R. Consider the following two cases, depending on the number
of unmatched points in R:

Case 1. If the number of unmatched points in R is ≥ 2k − 1, the adversary does not send
any point in R and continues to the next region. In this case, we map the unmatched points
in R to the matched pair {xR, yR}. Note that 2k − 1 points of weight 1 are mapped to a
segment of total weight 2. The ratio between the weight of matched points to the unmatched
points will be ≤ 2/(2k − 1) ∈ O

(
2−
√

log U
)

.

Case 2. If the number of unmatched points in R is < 2k − 1, the adversary plans to send a
sequence of points, P = (p1, p2, . . . , pk), with weights a1, a2, . . . , ak (respectively), one point
from each weight, in the ascending order of their weights, in the following manner, (see
Fig. 1). The point p1 of weight a1 appears in an arbitrary position in R (on the circle). Upon
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xR1

yR1

p1

p2

p3 R1

R2

Figure 1 An illustration of the adversary’s strategy for k = 3. The two arcs form the active
region. Black points have weight 1. Suppose in the first phase ALG matched xR1 and yR1 , which
became responsible for R1 region. Note that the number of unmatched points (of weight 1) in
R1 is 6, which is less than 2k − 1 = 7. Thus, in the second phase, the adversary plans to send
points p1, p2, p3 of weights a1, a2, a3 in R1. Suppose ALG matches the point of weight a1; then the
adversary sends p2, p3 below the line segment between the matched pair (there are fewer unmatched
points there). Similarly, after the point p2 of weight a2 is matched, the adversary sends p3 to the
side of the resulting segment with no unmatched points. This ensures that some point of weight ai

(here a3) stays unmatched and is mapped to the matched pairs.

the arrival of a point pi with weight ai (i ∈ {1, . . . , k}), either ALG matches it with a point
of weight 1 or leaves it unmatched. In the latter case, the adversary does not send more
points in R and continues with the next region.

In the former case, when ALG matches a point pi of weight ai with a point q of weight
1, make the side of piq that contains at most half of the unmatched points, the active region.
The adversary continues putting the remaining points of P in the active region. Thus the
unmatched points on the opposite side of piq stay unmatched, since piq is between the new
point and those unmatched points.

Therefore, after matching pi and q, the number of unmatched points of weight 1 that can
match with future points in P decreases by a factor of at least 2. Let pj be the first point in
P that the algorithm leaves unmatched. Given that the adversary can send up to k points,
and there are initially less than 2k − 1 unmatched points in R, there exists such pj of weight
aj . At this point, the adversary ends the procedure for R and continues with the next region.

The total weight of points in matched pairs in R before the arrival of pj is:

M = 2︸︷︷︸
for(xR,yR)

+ j − 1︸ ︷︷ ︸
endpoints of weight 1

+ a1 + a2 + . . . + aj−1︸ ︷︷ ︸
endpoints with weight ai

≤ 2aj − 1
r − 1 .

Given that the unmatched point pj is of weight aj , the ratio between the weight of matched
points and unmatched points is at most M/aj ∈ O(1/r) = O

(
2−
√

log U
)

.
Given that each matched pair is responsible for at least one region, the above procedure

creates a mapping of matched points to unmatched points with a weight ratio of O(2−
√

log U )
in all cases, as desired. This finishes the proof. ◀

4.3 Positive Result: The Wait-and-Match Algorithm
We propose an algorithm called “Wait-and-Match” (Wam). Assume the points appear in a
bounding box B. Throughout its execution, Wam maintains a “convex partitioning” of B.
Initially, there is only one region formed by the entire B. As we will describe, the algorithm
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(
−∞, 1

)

(
−∞, 0

)

[
1,
√

U
]

[
3,
√

U
]

[
8, 1

]

[
4,
√

U
]

[
2,
√

U
]

[
6, 1

]

[
7,
√

U
]

[
5,
√

U
]

Figure 2 An illustration of the mapping used to analyze Wam. In this example, we have k = 2 and
8 points with weights in {1,

√
U, U}. Here, [t, w] indicates the tth point in the input sequence having

weight w. Note that points 1 and 3 are mapped to the segment corresponding to the imaginary
points (−∞, 0) and (−∞, 1) of weight U .

matches two points only if they appear in the same convex region. Whenever two points in a
convex region R are matched, the line segment between them is extended until it hits the
boundary of R, which results in partitioning R into two smaller convex regions. We use the
same point classification as defined in Section 4.1.

Suppose a new point p appears, and let R denote the convex region of p. In deciding
which point to match p to (if any), the algorithm considers all unmatched points in R in the
non-increasing order of their weights. Let q be the next point being considered, and let i be
the maximum of the type of p and the type of q. The algorithm matches p with q if there
are at least 2k−i − 1 unmatched points on each side of pq. If all points in R are examined,
and no suitable q exists, p is left unmatched.

Example. Suppose k = 2. Then a0 = 1, a1 =
√

U, and a2 = U . Let p be a point with weight
1. Upon the arrival of a point p, the algorithm matches p with any point q of weight U when
there are at least 22−2 − 1 = 0 points on each side of pq. That is, if there is an unmatched
point of weight U in the region, the algorithm would match p to it unconditionally. Similarly,
if there are no unmatched points of weight U in the region, the algorithm tries to match p

with any point q of weight [a1 =
√

U, a2 = U) provided there is at least 22−1 − 1 = 1 point
on each side of pq. Finally, if previous scenarios do not occur, the algorithm tries to match
p with any point q of weight [a0 = 1, a1 =

√
U) provided there are at least 22−0 − 1 = 3

unmatched points on each side of pq. This will happen if there were at least 7 unmatched
points in the region.

To analyze the algorithm, we match each unmatched point into a matched pair. For
the sake of analysis, we introduce two “imaginary” points (−∞, 0) and (−∞, 1) of weight U

and treat them as if they were matched before the input sequence is revealed. Suppose a
new point, p, arrives in a region R that is not matched. In this case, we map p to the most
recent segment that forms a boundary of the region R. See Figure 2 for an illustration of
this mapping.

▶ Lemma 2. Every point of type i is mapped to a segment of type j ≥ i.

Proof. For the sake of contradiction, suppose a point p with type i arrives in the region R

and gets mapped to pR, qR of type ≤ i− 1.
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Without loss of generality, assume pR arrived after qR. By the definition of the algorithm,
at the time pR appeared, there were at least 2k−i+1−1 unmatched points in R (otherwise, pR

would not have been matched with qR). These unmatched points are still unmatched when p

appeared (otherwise, R should have been partitioned, and p should have been mapped to
some other segment). Thus, when p appeared, the algorithm could match it with the point
that bisects these unmatched points, and there would be at least (2k−i+1 − 2)/2 = 2k−i − 1
points on each side of the resulting line segment. This contradicts the fact that the algorithm
left p unmatched. ◀

▶ Lemma 3. Let s be any line segment between two matched points. For any i, at most
2k−i+2 − 2 unmatched points of type i are mapped to s.

Proof. For the sake of contradiction, assume at least 2k−i+2−1 points of type i are mapped to
s. Then, there must be at least ⌈(2k−i+2−1)/2⌉ = 2k−i+1 points of type i in a convex region R

formed by extending s. At the time the last of these points, say p, arrives, it could be matched
to the point q that bisects the other points; there will be at least (2k−i+1 − 2)/2 = 2k−i − 1
points on each side of pq. Since pq is of type i, the algorithm must have matched p with q,
which contradicts the fact that p and q are unmatched and mapped to s. ◀

▶ Lemma 4. Assuming U is sufficiently large, the total weight of unmatched points mapped
to a segment of type j is at most aj+12k−j+3.

Proof. Note that a point of type i has weight at most ai+1 = ri+1. Hence, by Lemma 2 and
Lemma 3, the total weight of unmatched points mapped to a segment of type j is at most

j∑
i=0

ri+12k−i+2 = 2k+2r

j∑
i=0

(r

2

)i

= 2k+2r
(r/2)j+1 − 1

r/2− 1 ≤ aj+12k−j+3. ◀

Here, we assumed that r ≥ 4, which holds for a sufficiently large U .

▶ Theorem 5. The competitive ratio of the deterministic online algorithm Wam for the
Restricted OWNM problem is Ω

(
2−2
√

log U
)

.

Proof. For every matched pair pq by Wam consider the set of points formed by p, q, and the
unmatched points mapped to them. By Lemma 4, if pq has type j, the ratio of the weight of
the matched pair over all the points in this set is at least aj

2aj+aj+12k−j+3 ≥ 1
r2k+4 .

Since the algorithm Wam guarantees that every unmatched point is mapped to some
matched pair, the competitive ratio of Wam is at least 2−(2k+4), where we used k = ⌈

√
log U⌉

and r = U1/k = 2(log U)/k ≤ 2k. ◀

5 Randomized Algorithms

5.1 Negative Result
To bound the competitive ratio of randomized algorithms, we will use Yao’s minimax principle.
We create a randomized unweighted input similar to what Lavasani and Pankratov [25]
used for the advice model. We prove an upper bound on the competitive ratio of every
deterministic algorithm on this input, and this gives us an upper bound for randomized
algorithms in the adversarial setting. We consider a circle and generate points on the
circumference of this circle. For a point p, let the left and the right arcs of p be the clockwise
and counter-clockwise arcs that are bounded by p.
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Put p1 and p2 on two arbitrary antipodals of the circle, creating two arcs. Make p2 the
current active point. At each step, we choose one of the arcs of the current active point
randomly and then we put the next active point on that arc. To deceive the algorithm,
sometimes we generate a fake point on one of the arcs of the active and then put the next
active point on the other arc.

Consider two sequences L1, . . . , L2n and F1, . . . , F2n of Bernoulli i.i.d. random variables
with parameter 1/2. Iterate the following procedure to make 2n points. Let pi be the current
active point, Li determines the position of pi+1. If Li is 1, put pi+1 in the middle of the left
arc of pi, and if Li is 0, put it in the middle of the right arc of pi.

Given pi is an active point, if Fi+1 is 1, the point pi+1 becomes fake point. Make pi+2
the next active point and put it in the middle of the other arc of pi (e.g. if pi+1 is on the
left arc of pi, put pi+1 on the right arc of pi). If Fi+1 is 0, make pi+1 the new active point.
Continue the procedure with the new active point.

▶ Theorem 6. No randomized online algorithm can achieve a competitive ratio better than
16/17 in expectation.

Proof. We aim to bound the competitive ratio of any deterministic algorithm on the described
input sequence. Fix a deterministic algorithm ALG. Segments of matched points by ALG
divide the circle into convex regions. If an unmatched point is in a region that no new points
arrive in, it cannot be matched anymore and we call it an isolated point. Given that ALG
matches pi upon its arrival, let Xi be the indicator random variable that pi is an active
point, and matching it causes at least one point to become isolated. Let Ai be the indicator
random variable that pi becomes an active point. For i ≥ 3, pi is a fake point if and only if
pi−1 was an active point and Fi is 1. Thus we can write Ai as 1−Ai−1Fi.

Suppose pi is an active point that arrives in a convex region R, that ALG matches
upon its arrival, splitting R into RL and RR, which contain the left and right arcs of pi,
respectively. If RL and RR are both empty, meaning they do not contain any unmatched
point, pi+1 becomes isolated if it is a fake point. If RL and RR are both non-empty and the
point pi+1 becomes an active point, then the unmatched points of the opposite side of pi+1
become isolated. Now suppose RL is empty and RR is not empty and pi+1 arrives on the
left arc of pi. If pi+1 is a fake point, it becomes isolated, and if it is the new active point,
unmatched points in RR become isolated. Similarly, if RR is empty and RL is not empty
and pi+1 arrives in the right arc of pi, the segment pipj creates isolated points. If i = 2n,
there is no pi+1, and matching pi makes points isolated if RL or RR are not empty. Since we
are interested in the asymptotic competitive ratio we can ignore this case. Therefore, given
ALG matches pi we can write Xi as follows.

Xi =


AiFi+1 if RL and RR are empty
AiLi if RL is empty and RR is not
Ai(1− Li) if RR is empty and RL is not
Ai(1− Fi+1) if RL and RR are not empty

Let the random variable M be the size of the matching made by ALG, and for each
1 ≤ i ≤ M , let Ti be the step number in which ALG makes the ith match. Thus, the
algorithm is guaranteed to have at least

∑M
i=1 XTi

unmatched points at the end of the
execution. In order to bound the expectation of M , it may be beneficial to view it in the
context of the following game. Suppose that ALG has a budget of 2n points. The game
proceeds in rounds. In round j the algorithm pays 2 points from the budget to make a guess
(this corresponds to a pair of points getting matched) of a Bernoulli random variable outcome
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(which corresponds to ALG’s match either resulting in an isolated point or not). If the guess
is correct (this corresponds to XTj

= 0, no isolated points are guaranteed to be created),
then the algorithm does not pay any more points for this round. If the guess is incorrect
(this corresponds to XTj = 1), then the algorithm pays one more point from the budget.
ALG tries to maximize the total number of rounds before the budget is exhausted. Thus,
in round j, the algorithm uses XTj + 2 points from the budget. Overall, M is the largest
integer such that

∑M
j=1(XTj + 2) ≤ 2n. If XTj were i.i.d., we could use the renewal theorem

to bound E(M). The issue is that XTj
are not i.i.d., because Xi depends on Ai and Fi+1;

thus there are correlations between Xi and Xi+1. The idea is to lower bound the expression∑M
j=1(XTj

+ 2) by the sum of some i.i.d. random variables Zi, compute the corresponding
value of M ′ for the Zi, and then relate it back to the value of M .

Now we define an auxiliary random variable sequence Y1, . . . , YM as follows:

Yi =


(1− FTi)FTi+1 if RL and RR are empty
(1− FTi

)LTi
if RL is empty and RR is not

(1− FTi
)(1− LTi

) if RR is empty and RL is not
(1− FTi

)(1− FTi+1) if RL and RR are not empty

By replacing Ai with 1−Ai−1Fi, we can see Yi ≤ XTi . Note that Y2, Y4, . . . , Y2⌊ M
2 ⌋ are i.i.d.

Bernoulli random variables with parameter 1/4. Thus for every m ≤ M , we can bound∑m
j=1(XTj + 2) as follows:

m∑
j=1

(XTj + 2) ≥
⌊m/2⌋∑

j=1
(XT2j−1 + XT2j + 4) ≥

⌊m/2⌋∑
j=1

(Y2j−1 + Y2j + 4) ≥
⌊m/2⌋∑

j=1
(Y2j + 4)

Let us define yet another auxiliary random variable sequence Z1, Z2, . . . as follows. For
1 ≤ i ≤ ⌊M

2 ⌋, let Zi = 4 + Y2i and for i > ⌊M
2 ⌋ let Zi = 4 + Y ′

i such that Y ′
i s are i.i.d.

Bernoulli random variables with parameter 1/4. This makes the Zi i.i.d. random variables
that take on values of either 4 or 5 with probability 1/4 and 3/4, respectively.

Let the random variable M ′ be the maximum m such that
∑m

i=1 Zi < 2n. Note that∑⌊M/2⌋
i=1 Zi =

∑⌊M/2⌋
i=1 (YTj + 4) ≤

∑M
i=1(XTj + 2) ≤ 2n. Therefore M ′ ≥ ⌊M/2⌋. Since the

Zi’s are i.i.d. and E(Zi) = 17/4, by the renewal theorem E(M ′) = 8n/17 and therefore E(M)
is at most 16n/17. By Yao’s minimax principle, this shows an upper bound of 16/17 on the
competitive ratio of randomized algorithms in the adversarial model. ◀

5.2 Positive Result: Tree-Guided-Matching Algorithm
We propose a randomized algorithm called “Tree-Guided-Matching” (Tgm) that has the
following uniform guarantee, regardless of the weights of the points: each point appears in a
matching with probability at least 1/3.

The algorithm Tgm uses a binary tree to guide its matching decisions. The binary tree
is created online, with each node of the tree corresponding to an online point. Intuitively,
the binary tree, as it grows, gives an online refining of the partition of the plane into convex
regions, such that for each region there is some online point responsible for it. Initially, set
p1 as the root of the tree and p2 the child of p1. By an abuse of notation, we also use pq to
denote the straight line determined by points p and q. Let R1 and R2 denote the two regions
corresponding to the half-spaces created by p1p2. Let p2 be responsible for both R1 and R2.
In general, when pi arrives into a region R for which pj is responsible (of course, j < i), make
pi a child of pj in the binary tree. The line pipj divides the region R into two sub-regions R′
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and R′′, let pi be responsible for both of them, and at this point the responsibility of pj on
R is lost as region R has been refined to R′ and R′′. Note that this implies every node of
the tree has at most two children. Next, we describe how Tgm chooses to match points. At
the beginning, Tgm matches p2 with p1 with probability 1/3. After that, upon the arrival
of pi, let pj be its parent in the tree. If pj is unmatched and pi is its first child, match pi

to pj with probability 1/2. If pj is unmatched and pi is its second child, match pi to pj

deterministically. Note that Tgm only tries to match an online point with its parent in the
tree.

▶ Theorem 7. Every point, regardless of its weight, is chosen into a matching by the
randomized algorithm Tgm with probability at least 1/3. Hence, Tgm achieves a strict
competitive ratio at least 1/3.

Proof. Note that since Tgm only matches a child to its parent in the binary tree, the
matching is non-crossing. Indeed, by our construction of the tree, every child is a point
inside3 a convex region for which its parent is responsible, and its parent lies on the boundary
of that region. Hence, the line segment formed by them does not cross any existing line
segment.

Next, we show the claimed performance of Tgm. By the definition of Tgm, p1 is matched
(by p2) with probability 1/3. We will show that every pi, i ≥ 2, upon its arrival gets matched
to its parent with probability exactly 1/3, which implies the claim. To see this, proceed
inductively. The base case is true for p2. Let p be the currently arrived point and q be its
parent. We consider two cases.

If p is the first child of q, then by the induction hypothesis q at this moment is unmatched
with probability 2/3, hence according to Tgm, p is matched (to q) with probability
(2/3) · (1/2) = 1/3.
If p is the second child of q, then q at this moment is unmatched with probability
1− 1/3− 1/3 = 1/3. By Tgm, p is matched (to q) with probability (1/3) · 1 = 1/3. ◀

6 Revocable Acceptances

In this section, we consider the revocable setting. When a new point p arrives, an algorithm
has an option of removing one of the existing edges from the matching prior to deciding
on how to match p. The decision to remove an existing edge is irrevocable. The benefit of
making this decision is that the end-points of the removed edge, along with possible points on
the other side of the edge (though our positive result does not use this possibility), become
available candidates to be matched with p, provided the non-crossing constraint is respected.

6.1 Negative Result
Bose et al. [11] showed that a deterministic greedy algorithm without revoking can achieve
2/3 competitive ratio in the unweighted version. In this section, we prove that in the
unweighted version, no deterministic algorithm with revoking can beat the ratio 2/3.

▶ Theorem 8. No deterministic algorithm with revoking can achieve a competitive ratio
better than 2/3 even in the unweighted version.

3 Recall that online points are in general position.
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Proof. Fix a deterministic algorithm ALG, an arbitrary large n, and a circle in the plane.
The adversary adds at least 2n points, all of weight 1, on the circle, one by one, and let ALG
match them into pairs. We maintain the invariants that there is always one active region of
the circle, and that for each matched pair, there is always at least one unmatched point.

Initially, the entire circle is the active region. A phase consists of the adversary presenting
points on the circle, in the active region, until ALG either matches a pair or revokes a
matching, or until 2n points have been given. The adversary stops if there are 2n points and
the last point is unmatched. Otherwise, if a match has just occurred, there are two cases.

In Case 1, the current point, p, is simply matched to a point, q, on the circle. The chord
pq divides the active region into two sub-regions, R1 and R2. If neither region has any points,
add a point, p′, to R1. Without loss of generality, assume that R1 contains at least as many
unmatched points as R2. If p′ is matched, ALG has revoked a matching; and we get the
extra point from Case 2. Otherwise, R2 becomes the active region, some unmatched point in
R1 is associated with the matched pair, and the phase ends.

In Case 2, ALG revokes a matching and either matches the current point, p, or leaves
p unmatched. Removing the one match, removes a chord of the circle, joining two regions
into a new convex region. This region is the active region if p is not matched. In either
case, the number of matched points is not increased. However, the number of unmatched
points is increased by at least 1, since at least one of the points, q, from the revoked match
is now unmatched and p is only matched to one point. If there is a new match for p, the
sub-region created by the match that does not contain q becomes the active region, and q is
the unmatched point associated with the new matched pair. The current phase ends.

Inductively, the invariants hold after each phase, and the unmatched point associated
with each matched pair ensures that no more than 2/3 of the points are matched. Although
the number of points may be odd, this gives an asymptotic lower bound of 2/3 on the
competitive ratio. ◀

Note that ignoring the revoking option, the above proof is a simpler alternative to bound
the competitive ratio of the deterministic algorithm which was given by Bose et al. [11].

6.2 Positive Result: Big-Improvement-Match
We present a deterministic algorithm with revoking, called “Big-Improvement-Match” (Bim).
This algorithm has a strict competitive ratio of ≈ 0.2862 even when weights of points are
unrestricted. This shows that while revoking does not improve the competitive ratio in the
unweighted version, it provides us with an algorithm with a constant competitive ratio, which
is unattainable for a deterministic algorithm without revoking.

Bim maintains a partitioning of the Euclidean space into regions. Each region in the
partition is assigned an edge from the current matching to be responsible for that region.
Each edge can be responsible for up to two regions. Bim starts out by matching the first two
points, p1 and p2 regardless of their weights, dividing the plane into two half-planes by p1p2.
Bim then assigns p1p2 to be responsible for the two half-plane regions. Next, consider a new
point pi (for i ≥ 3) that arrives in an existing region R. Suppose that pjpj′ is the responsible
edge for R. If there is at least one unmatched point in R, Bim matches pi with an unmatched
point pk in R with the highest weight. Then pjpj′ is no longer responsible for R, and the
region R is divided into two new regions by pipk. The responsibility for both new regions is
assigned to pipk. If pi is the only point in R, then Bim decides to revoke the matching (pj , pj′)
or not as follows. Without loss of generality, assume w(pj) ≤ w(pj′). If w(pi) < rw(pj′),
then Bim leaves pi unmatched. Otherwise, Bim removes the matching (pj , pj′) and matches
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pi with pj′ . We note that r is a parameter that is going to be chosen later so as to optimize
the competitive ratio. If R is the only region that pjpj′ was responsible for when pi arrived,
then R is divided into two regions by pipj′ , and pipj′ becomes responsible for the two new
regions. (The regions on the other side of pjpj′ from pi keep their boundaries, even though
(pj , pj′) is no longer in the matching.) Otherwise pjpj′ was responsible for R′ in addition to
R when pi arrived. In this case, after removal of the match (pj , pj′), regions R and R′ are
merged to give region R′′ = R ∪ R′, and R′′ is divided by pipj′ into two regions, and Bim
makes pipj′ responsible for both new regions.

▶ Proposition 9. The following observations concerning Bim hold:
1. All responsible edges are defined by two currently matched points.
2. Each edge is responsible for at most two regions.
3. All regions are convex.
4. When a matched edge (pj , pj′) is replaced due to the arrival of a point pi in region R,

then edge (pi, pj′) is contained in R.

Proof. (1) follows since an edge only becomes responsible when its endpoints become matched.
When another edge becomes responsible for a region, the original edge is no longer responsible.
(2) follows since the only two regions an edge is made responsible for are the two regions
created when the endpoints of the edge were matched. When two points in one of the regions
an edge is responsible for are matched, the edge is no longer responsible for that region, but
will still be responsible for one region if it had been responsible for two up until that point.
(3) follows inductively, since separating two convex regions by a line segment creates two
convex regions. In addition, when Bim removes an edge, that edge was the last matching
created in either of the two regions it was responsible for. (4) follows by (3). ◀

▶ Theorem 10. Bim with r ∈ (1,
√

2] has strict competitive ratio at least min
(

r2−1
r3 , 1

1+2r

)
for the OWNM with arbitrary weights.

Proof. We consider for each region an edge is responsible for, the total weight of unmatched
points in that region. These points come in two flavours: those that were matched at some
point during the execution, but due to revoking became unmatched, and those that were
never matched during the entire execution of the algorithm.

Consider any subsequence of all created edges, ⟨e1, . . . , ek⟩, where e1 was created when
a second unmatched point arrived in some region, and the possible remaining edges were
created via revokings, i.e., ei caused ei−1 to be revoked for 2 ≤ i ≤ k, and ek is in Bim’s final
matching. Let ej = (pij

, pij+1) and w(pij
) ≤ w(pij+1), so ej+1 = (pij+1 , pij+2). Thus, for

3 ≤ j ≤ k + 1, pij
arrived after pij−1 . Every pair ever matched by Bim is included in some

such sequence of edges. The points, pi1 , . . . , pik−1 could be unmatched points in a region for
which ek is responsible.

Let α = w(pik
), so for every 2 ≤ j ≤ k, w(pij ) is at most αr−(k−j) and w(pi1) ≤ w(pi2) ≤

αr−(k−2). Let β = w(pik+1). The total weight of points in this sequence is

k+1∑
j=1

w(pij
) = w(pi1) +

k∑
j=2

w(pij
) + w(pik+1) ≤ αr−(k−2) + α

(
r

r − 1

)
(1− r−(k−1)) + β

= α

(
r−(k−1) r(r − 2)

r − 1 + r

r − 1

)
+ β.

Now, we consider other points that were never matched, but were at some time in a region
for which one of the ej was responsible. After e1 is created and before e2, a first point q1
could arrive in one of the regions for which e1 is responsible. Note that q1 is not matched
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if w(q1) < rw(pi2). (Note that a second point arriving in that region will then be matched
to q1, dividing the region, and the sub-regions will not be considered part of the region for
which ek eventually becomes responsible.) Now, suppose that another point, q2, arrives
between when ej and ej+1 are created for some 2 ≤ j < k, remaining unmatched in one of
the regions for which ek is responsible. Then, neither q2 nor pij+2 is in the same region as
pij−1 or one of them would have been matched to pij−1 (or pij−1 was already matched and
the region divided). By Proposition 9.2, ei is responsible for at most two regions, so pij+2

arrives in the same region as q2, while unmatched. This is a contradiction, since Bim would
match them. Thus, other than q1, the only never-matched point, q2, in a region for which ek

is responsible, arrives after ek and w(q2) < rw(pik+1).
Then, for k ≥ 2, the total weight of unmatched points for which ek is responsible is at

most
(

r−(k−3) + r−(k−1) r(r−2)
r−1 + r

r−1

)
α + (1 + r)β. If r ≤

√
2, then r−(k−3) + r−(k−1) r(r−2)

r−1
is at most zero and we can bound the total weight when k ≥ 2 by: ( r

r−1 )α + (1 + r)β. Thus,
the ratio between the weight of matched points in sequence pi1 , pi2 , . . . , pik+1 and the total
weight of all points associated with this sequence for k ≥ 2 is at least α+β

( r
r−1 )α+(1+r)β . Since

r
r−1 > 1 + r, for 1 < r ≤

√
2, this ratio is minimized when β is minimized, which happens at

β = rα. Thus, the competitive ratio for k ≥ 2 is at least (1 + r)/( r
r−1 + r(1 + r)) = r2−1

r3 .
Now, consider the case of k = 1, and let α and β have the same meaning as above. Then

the sequence ei1 , ei2 , . . . , eik
consists of a single edge. Thus, the weight of the matched points

is α + β, and there could be two unmatched points q1 and q2 at the end of the execution of
the algorithm charged to this edge. We have w(qi) < rβ, so the ratio between the weight of
matched points and the total weight of all points associated with the sequence in case of
k = 1 is at least α+β

α+(1+2r)β . Observe that this ratio is minimized when β goes to infinity and
becomes 1/(1 + 2r).

Taking the worse ratio between the above two scenarios proves the statement of the
theorem. ◀

▶ Corollary 11. With the choice of parameter for Bim, r∗, defined as the positive solution to
the equation 1

1+2r = r2−1
r3 , approximately 1.2470, we get a competitive ratio of 1

1+2r∗ , at least
0.2862.

Proof. The value r∗ is obtained by setting the two terms in the minimum in Theorem 10
equal to each other and solving for r, giving the lower bound on the competitive ratio.

To show that this result is tight, consider the following input: p1 of weight α arrives
at the north pole of the unit sphere, followed by p2 of weight β ≥ α at the south pole of
the unit sphere, followed by p3 of weight r∗β − ϵ at the west pole of the unit sphere, and
followed by p4 of weight r∗β − ϵ at the east pole of the unit sphere. The algorithm would
end up matching p1 with p2, leaving p3 and p4 unmatched. Thus, in such an instance, the
competitive ratio of the algorithm is (α + β)/(α + β + 2r∗β − 2ϵ). Taking β to ∞ and ϵ to 0
shows that the algorithm does not guarantee a competitive ratio better than 1/(1 + 2r∗) in
the strict sense. ◀

7 Algorithms with Advice

In this section, we consider the OWNM problem in the tape advice setting. In the advice
setting, a trustworthy oracle cooperates with an online algorithm according to a pre-agreed
protocol. The oracle has access to the entire input sequence in advance. The oracle
communicates with an online algorithm by writing bits on the advice tape. When an input
item arrives, an algorithm reads some number of advice bits from the tape, and makes a
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decision for the new item based on the advice it read from the tape so far, and the items
that have arrived so far. The question of interest is to bound the number of bits that need
to be communicated between the oracle and the algorithm on the worst-case input to allow
an online algorithm to solve the problem optimally. For an introduction to online algorithms
with advice, an interested reader is referred to the survey [12] and references therein.

We propose an online algorithm with advice, which we call “Split-And-Match” (Sam),
and show that it achieves optimality. For input sequences of size 2n, Sam uses a family of
Cn advice strings, where Cn is the nth Catalan number. The oracle encodes each advice
string using Elias delta coding scheme [16], which requires ⌈log Cn⌉+ log n + O(log log(Cn))
bits. We ignore the O(log log(Cn)) term for simplicity.

The Sam oracle and algorithm jointly maintain a partitioning of the plane into convex
regions, and a responsibility relation, where a point can be assigned to be responsible for at
most one region, and each region can have at most one point responsible for it. Each region
defined will eventually receive an even number of points in total. No region which has not
yet been divided into sub-regions contains more than one unmatched point. When a new
point p arrives in a region R, if R does not have a responsible point, then p is assigned to
be the responsible point for R, and p is left unmatched at this time. Otherwise, suppose
that q is the responsible point for R at the time p arrived. In this case, the responsibility
of q is removed, and the plane partition is refined by subdividing R into R1 and R2 – the
sub-regions of R formed by pq. If the total number of points (including future points, but
excluding p and q) in Ri is even for each i ∈ {1, 2}, then p and q are matched (we refer to
this event as a “safe match”), and R1 and R2 do not have any responsible points assigned to
them. Otherwise, p and q are not matched, and q is made responsible for R1, and p is made
responsible for R2. Note that when a region has a responsible point, that point is assumed
to lie in the region by convention, though it can lie on the boundary.

To implement the above procedure in the advice model, the Sam oracle creates a binary
string D of length 2n, where the ith bit indicates whether pi arrives in a region which has
some responsible point pj assigned to it, and pi and pj form a safe match. The string D is
encoded on the tape and is passed to Sam. The Sam algorithm reads the encoding of D

from the tape (prior to the arrival of online points), recovers D from the encoding, and then
uses the information in D to run the above procedure creating safe matches.

Observe that we aim to show the bound log Cn + log n ∼ 2n − 1
2 log n on the advice

complexity. The reason for the additive savings of 3
2 log n in the log Cn, as compared to 2n,

is that not all binary strings of length 2n can be generated as a valid D. Thus, the oracle
and the algorithm can agree beforehand on the ordering of the universe of possible strings D,
which we call the advice family. Then the oracle writes on the tape the index of a string in
this ordering that corresponds to D for the given input. The following theorem establishes
the correctness of this algorithm, as well as the claimed bound on the advice complexity.

▶ Theorem 12. Sam achieves a perfect matching with the advice family of size Cn.

Proof. Since the request sequence contains 2n points, an even number of points eventually
arrive. Inductively, a region that is divided always has an even number of points in both
sub-regions, and each of these sub-regions is convex. Thus, any point arriving in a region
can be matched to the point that is already there and responsible for the region. There are
only two kinds of regions that occur during the execution of Sam, as a new point arrives:

type I: this region does not have a responsible point, it is empty at the time of creation,
and there are an even number of points arriving in this region in the future, and
type II: this region has a responsible point, which is the only point in the region at the
time of its creation, and there are an odd number of points arriving in this region in the
future.
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We argue inductively (on the number of future points arriving in a region) that the algorithm
ends up matching all points inside a region, regardless of their type. The base case for a
type I region is trivial: the number of future points is 0, and there is nothing to prove. The
base case for type II region is easy: one point arrives in the region, then according to the
algorithm it will be matched to the responsible point (since R1 and R2 are empty).

For the inductive step, consider a type I region R, and suppose that 2k points will arrive
inside the region. The first point that arrives in the region becomes responsible for this
region, changing its type to II. There are 2k − 1 future points arriving in this region, and
the claim follows by the inductive assumption applied to the type II region. Now, consider
a type II region R, and suppose that 2k − 1 points arrive inside the region. Let q be the
responsible point for R, and let p be the first point arriving inside R. Note that pq partitions
R into R1 and R2. There are two possible cases. Case 1: If R1 and R2 are both of type I,
then p is matched with q and the inductive step is established for R by invoking induction
on R1 and R2. If Case 2: R1 and R2 are both of type II, then inductive step is established
for R by invoking induction on R1 and R2.

Observe that the entire plane is a region of type I at the beginning of the execution of
the algorithm (prior to arrival of any points). Thus, correctness of the algorithm follows by
applying the above claim to this region.

To establish the bound on advice complexity, observe that by the definition of the
algorithm, Sam matches the most recent point whenever D[i] is 1 and does not match
otherwise. Thus, D has an equal number of zeros and ones and no prefix of D has more ones
than zeros. This makes D a Dyck word and it is known that there are Cn Dyck words of size
2n [29]. ◀

8 Conclusion

We introduced the weighted version of the Online Weighted Non-Crossing Matching problem.
We established that no deterministic algorithm can guarantee a constant competitive ratio
for this problem. Then, we explored several ways of overcoming this limitation and presented
new algorithms and bounds for each of the considered regimes. In particular, we presented
the results for deterministic algorithms when weights of the points are restricted to lie
in the range [1, U ], randomized algorithms without restrictions on weights, deterministic
algorithms with revoking, and deterministic algorithms with advice. Many open problems
remain. In particular, our bounds are not tight, and closing the gap in any of the settings
would be of interest. It is also interesting to study the online setting of other versions of the
problem that were considered in the offline literature. For example, one could allow an online
algorithm to create some number of crossings up to a given budget, or one could consider the
k-non-crossing constraint as inspired from understanding RNA structures. In this paper, we
considered the vertex-weighted version, but one could also consider an edge-weighted version
of the problem, where edge weights could be either abstract, or related to geometry.
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A Omitted Pseudocode

Algorithm 1 Split-And-Match Oracle.

procedure Split-And-Match-Oracle

D ← [0]
make p1 responsible for the plane
for i = 2 to 2n do

let R be the region that pi arrives in
if R has a responsible point pj then

revoke the responsibility of pj

divide R into R1 and R2 by pipj

if RL (and RR) is going to contain an even number of points in total then
D.append(1)

else
make pj and pi responsible for R1 and R2 respectively
D.append(0)

else
make pi responsible for R

D.append(0)
pass D to the algorithm

https://doi.org/10.1016/j.comgeo.2022.101943
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Algorithm 2 Split-And-Match Algorithm.

procedure Split-And-Match(D)
while receive a new point pi do

let R be the region that pi arrives in
if R has a responsible point pj then

revoke the responsibility of pj

divide R into R1 and R2 by pipj

if D[i] == 1 then
match pi with pj

else
make pj and pi responsible for R1 and R2 respectively
leave pi unmatched

else
make pi responsible for R

leave pi unmatched
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Abstract
In the multiple-selection problem one is given an unsorted array S of N elements and an array
of q query ranks r1 < · · · < rq, and the task is to return, in sorted order, the q elements in S of
rank r1, . . . , rq, respectively. The asymptotic deterministic comparison complexity of the problem
was settled by Dobkin and Munro [JACM 1981]. In the I/O model an optimal I/O complexity
was achieved by Hu et al. [SPAA 2014]. Recently [ESA 2023], we presented a cache-oblivious
algorithm with matching I/O complexity, named funnelselect, since it heavily borrows ideas from
the cache-oblivious sorting algorithm funnelsort from the seminal paper by Frigo, Leiserson, Prokop
and Ramachandran [FOCS 1999]. Funnelselect is inherently randomized as it relies on sampling for
cheaply finding many good pivots. In this paper we present deterministic funnelselect, achieving
the same optimal I/O complexity cache-obliviously without randomization. Our new algorithm
essentially replaces a single (in expectation) reversed-funnel computation using random pivots
by a recursive algorithm using multiple reversed-funnel computations. To meet the I/O bound,
this requires a carefully chosen subproblem size based on the entropy of the sequence of query
ranks; deterministic funnelselect thus raises distinct technical challenges not met by randomized
funnelselect. The resulting worst-case I/O bound is O

(∑q+1
i=1

∆i
B

· logM/B
N
∆i

+ N
B

)
, where B is the

external memory block size, M ≥ B1+ε is the internal memory size, for some constant ε > 0, and
∆i = ri − ri−1 (assuming r0 = 0 and rq+1 = N + 1).
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1 Introduction

We present the first optimal deterministic cache-oblivious algorithm for the multiple-selection
problem. In the multiple-selection problem one is given an unsorted array S of N elements
and an array R of q query ranks in increasing order r1 < · · · < rq, and the task is to return,
in sorted order, the q elements of S of rank r1, . . . , rq, respectively; (see Figure 1 for an
example).

On top of immediate applications, like finding a set of quantiles in a numerical data set, the
multiple-selection problem is of interest as it gives a natural common generalization of (single)
selection by rank (using a single query rank r1 = r) and fully sorting an array (corresponding
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Figure 1 Example input with N = 15, q = 4 and R[1..q] = [1, 2, 3, 8]. The expected output 3, 9,
15, 45 is obvious from the sorted array (right). (The sorted array is for illustration only; the goal of
efficient multiple-selection algorithms is to avoid ever fully sorting the input.)
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17:2 Deterministic Cache-Oblivious Funnelselect

to selecting every index as a query rank, i.e., q = N and ri = i for i = 1, . . . , N). It thus
allows us to quantitatively study the transition between these two foundational problems,
which are of different complexity and each have their distinct set of algorithms. For example,
the behavior of selection and sorting with respect to external memory is quite different: For
single selection, the textbook median-of-medians algorithm [4] simultaneously works with
optimal cost in internal memory, external memory, and the cache-oblivious model (models
are defined below). For sorting, by contrast, the introduction of each model required a
substantially modified algorithm to achieve optimal costs: Standard binary mergesort is
optimal in internal memory, but requires ≈ M/B-way merging to be optimal in external
memory, where M is the internal memory size and B the external memory block size,
measured in elements [1]; achieving the same cache obliviously, i.e., without knowledge of
B and M , requires the judiciously chosen buffer sizes from the recursive constructions of
funnelsort [12].

Since multiple selection simultaneously generalizes both problems, it is not surprising
that also here subsequent refinements were necessary going from internal to external to
cache-oblivious; the most recent result being our algorithm funnelselect [7]. However, all
algorithms mentioned above for single selection and sorting are deterministic. By constrast,
funnelselect is inherently relying on randomization and known deterministic external-memory
algorithms [2, 15] are crucially relying on the knowledge of M and B. Prior to this work it thus
remained open whether a single deterministic cache-oblivious algorithm exists that smoothly
interpolates between selection and sorting without having to resort to randomization.

In this paper, we answer this question in the affirmative. Our algorithm determini-
stic funnelselect draws on techniques from cache-oblivious sorting (funnelsort) and existing
multiple-selection algorithms, but it follows a rather different approach to our earlier random-
ized algorithm [7] and previous (cache-conscious) external-memory algorithms. A detailed
comparison is given below.

1.1 Model of computation and previous work
Our results are in the cache-oblivious model of Frigo, Leiserson, Prokop and Ramachan-
dran [13], a hierarchical-memory model with an infinite external memory and an internal
memory of capacity M elements, where data is transferred between internal and external
memory in blocks of B consecutive elements. Algorithms are compared by their I/O cost,
i.e., the number of block transfers or I/Os (input/output operations). This is similar to the
external-memory model by Aggarwal and Vitter [1]. Crucially, in the cache-oblivious model,
no variables are allowed to depend on the model parameters M and B and I/Os are assumed
to be performed automatically by an optimal (offline) paging algorithm. The algorithms are
analyzed with respect to the parameters M and B. Cache-oblivious algorithms hence work
for any parameters M and B, and they even adapt to multi-level memory hierarchies (under
certain conditions [13]).

The multiple-selection problem was first formally addressed by Chambers [8], who
considered it a generalization of quickselect [14]. Prodinger [17] proved that Chambers’
algorithm achieves an optimal expected running time up to constant factors: O(B+N), where
B =

∑q+1
i=1 ∆i lg N

∆i
with ∆i = ri− ri−1, for 1 ≤ i ≤ q + 1, assuming r0 = 0 and rq+1 = N + 1,

and lg denoting the binary logarithm. We call B the (query-rank) entropy of the sequence of
query ranks [2]. It should be noted that B + N = O(N(1 + lg q)), but the latter bound does
not take the location of query ranks into account; for example, if q = Θ

(√
n

)
queries are

in a range of size O(N/ lg N), i.e., rq − r1 = O(N/ lg N), then the entropy bound is O(N)
whereas the latter N(1 + lg q) = Θ(N lg N).
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Table 1 Algorithms for selection and multiple selection. CO = cache-oblivious, E = expected,
wc = worst-case bounds. Note that Barbay et al. assume a tall cache M ≥ B1+ε, whereas Hu et al.
do not.

Reference Comparisons I/Os Comments

Single selection
Hoare [14] E 2 ln 2B + 2N + o(N) O(N/B) CO, randomized
Floyd & Rivest [11] E N + min{r, N−r} + o(N) O(N/B) CO, randomized
Blum et al. [4] wc 5.4305N O(N/B) CO, deterministic
Schönhage et al. [18] wc 3N + o(N) ? CO, median, deterministic
Dor & Zwick [10] wc 2.95N + o(N) ? CO, median, deterministic

Multiple selection
Chambers [8, 17] E 2 ln 2B + O(N) O((B + N)/B) CO, randomized
Dobkin & Munro [9] wc 3B + O(N) O((B + N)/B) CO, deterministic
Kaligosi et al. [16] wc B + o(B) + O(N) O((B + N)/B) CO, deterministic
Hu et al. [15] wc O(N lg(q)) O(N/B · logM/B(q/B)) deterministic

wc O(B + N) O(BI/O + N/B) (from closer analysis)
Barbay et al. [2] wc B + o(B) + O(N) O(BI/O + N/B) online, determ., M ≥ B1+ε

Brodal & Wild [7] E O(B + N) O(BI/O + N/B) CO, randomized, M ≥ B1+ε

This paper wc O(B + N) O(BI/O + N/B) CO, deterministic, M ≥ B1+ε

Dobkin and Munro [9] showed that B −O(N) comparisons are necessary to find all ranks
r1, . . . , rq (in the worst case). Deterministic algorithms with that same O(B + N) running
time are also known [9, 16], but as for single selection, the deterministic algorithms were
presented later than the randomized algorithms and require more sophistication. Multiple
selection in external-memory was studied by Hu et al. [15] and Barbay et al. [2]. Their
algorithms have an I/O cost of O

(
BI/O + N

B

)
, where the “I/O entropy” BI/O = B

B lg(M/B) .
An I/O cost of Ω(BI/O) − O

(
N
B

)
is known to be necessary [2, 7]. A more comprehensive

history of the multiple-selection problem appears in [7]; Table 1 gives an overview.
Algorithms designed for a single level memory model (RAM model) can be analyzed

in the cache-oblivious model. Analyzing existing time- and comparison-optimal multiple-
selection algorithms [8, 9, 16, 17] in the cache-oblivious model, shows that they are not
optimal with respect to the number of I/Os performed. The obtained I/O bounds are a
factor lg(M/B) away from being optimal. To get a feeling for the I/O bounds in Table 1,
consider for example the case where B = lg N , M = B2, and there are q = lg N evenly
distributed queries (ri =

⌊
iN

q+1
⌋
). In this case B = Θ(N lg lg N). The cache-oblivious sorting

bound (see Lemma 6) is O
(

N
B logM N

)
= O

(
N
B ·

lg N
lg lg N

)
, O((B + N)/B) = O

(
N
B lg lg N

)
and

O
(
BI/O + N

B

)
= O

(
N
B

)
, where O

(
N
B

)
is the number of I/Os required to scan the input.

1.2 Result
Our main result is the cache-oblivious algorithm deterministic funnelselect achieving the
following efficiency (see Theorem 10 for the full statement and proof).

▶ Theorem 1. There exists a deterministic cache-oblivious algorithm solving the multiple-
selection problem using O(B + N) comparisons and O

(
BI/O + N

B

)
I/Os in the worst case,

assuming a tall cache M ≥ B1+ε.

At the high level, our algorithm uses the standard overall idea of a recursive partitioning
algorithm and pruning recursive calls containing no rank queries, an idea dating back to the
first algorithm by Chambers [8]. In the cache-aware external-memory model, I/O efficient
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algorithms are essentially obtained by replacing binary partitioning (as used in [8]) by an
external-memory Θ(M/B)-way partitioning [2, 15]. Unfortunately, in the cache-oblivious
model this is not possible, since the parameters M and B are unknown to the algorithm.
To be I/O efficient in the cache oblivious model, both our previous algorithm randomized
funnelselect [7] and our new algorithm deterministic funnelselect apply a cache-oblivious
multi-way k-partitioner to distribute elements into k buckets given a set of k − 1 pivot
elements, essentially reversing the computation done by the k-merger used by funnelsort [12].
The k-partitioner is a balanced binary tree of k − 1 pipelined binary partitioners.

The key difference between our randomized and deterministic algorithms is that in our
randomized algorithm we use a single NΘ(ε)-way partitioner using randomly selected pivots
and truncate work inside the partitioner for subproblems that (with high probability) will not
contain any rank queries. This is done by estimating the ranks of the pivots through sampling
and pruning subproblems estimated to be sufficiently far from any query ranks. In our
deterministic version, we choose k smaller and deterministically compute pivots, such that all
elements are pushed all the way down through a k-partitioner without truncation (eliminating
the need to know the (approximate) ranks of the pivots before the k-partitioning is finished),
while we choose k such that the buckets with unresolved rank queries (that we have to
recursive on) in total contain at most half of the elements. To compute k, we apply a linear-
time weighted-median finding algorithm on ∆1, . . . , ∆q+1. While randomized funnelselect can
handle buckets with unresolved rank queries directly using sorting, deterministic funnelselect
needs to recursively perform multiple-selection on the buckets to achieve the desired I/O
performance.

2 Preliminaries

Throughout the paper we assume that the input to a multiple-selection algorithm is given
as two arrays S[1..N ] and R[1..q], where S is an unsorted array of N elements from a
totally ordered universe, and R is a sorted array r1, . . . , rq of q distinct query ranks, where
1 ≤ r1 < · · · < rq ≤ N . The array S is allowed to contain duplicate elements. Our task is
to produce/report an array of the q order statistics S(r1), . . . , S(rq), where S(r) is the rth
smallest element in S, i.e., the element at index r in an array storing S after sorting it.

Our new deterministic cache-oblivious multiple-selection algorithm makes use of the
following three existing cache-oblivious results for single selection, weighted selection, sorting,
and multi-way partitioning.

▶ Lemma 2 (Blum, Floyd, Pratt, Rivest, Tarjan [4, Theorem 1]). Selecting the k-th smallest
element in an unsorted array of N elements can be done with O(N) comparisons and O

(
1+ N

B

)
I/Os in the cache-oblivious model.

▶ Remark 3 (Median of medians: I/O cost). Although the original paper by Blum et al. [4]
predates the cache-oblivious model [12] by decades, analyzing the algorithm in the cache-
oblivious model with a stack-oriented memory allocator gives a linear I/O cost, since the
algorithm is based on repeatedly scanning geometrically decreasing subproblems.
▶ Remark 4 (Median of medians: duplicates). The original algorithm in [4] assumes that all
elements are distinct. The algorithm can be extended to handle duplicates (by performing a
three-way partition of the elements into those less-than, equal-to, and greater-than a pivot,
respectively), and to return a triple S≤, p, S≥, that is a partition of S, where p is the element
of rank k, S≤ are the elements of rank 1, . . . , k−1 in arbitrary order, and S≥ are the elements
of rank k + 1, . . . , |S| in arbitrary order (where duplicate elements are assigned consecutive
ranks in an arbitrary order).
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In the weighted selection problem we are giving an array of N elements, each with an
associated non-negative weight, and a target weight W . The goal is find the smallest k,
where the sum of the weights of the k smallest elements is at least W , and to return the
k-th smallest element. A linear-time weighted-selection algorithm can be derived from the
unweighted selection algorithm by Blum et al. [4] (Lemma 2) – as hinted by Shamos in [19]
and spelled out in detail by Bleich and Overton [3] – by computing the weighted rank of the
pivot. The weighted selection algorithm follows essentially the same recursion as [4], and it
similarly follows that it is cache oblivious and performs O

(
1 + N

B

)
I/Os.

▶ Lemma 5 (Bleich, Overton [3]). Weighted selection in an unsorted array of N weighted
elements can be done with O(N) comparisons and O

(
1 + N

B

)
I/Os in the cache-oblivious

model.

▶ Lemma 6 (Frigo, Leiserson, Prokop, Ramanchandran [13, Theorem 7], Brodal, Fagerberg [5,
Theorem 2]). Funnelsort sorts an array of N elements using O(N lg N) comparisons and
O

(
N
B (1 + logM N)

)
I/Os in a cache-oblivious model with a tall-cache assumption M ≥ B1+ε,

for constant ε > 0.

▶ Remark 7 (Tall and taller). The original description of funnelsort by Frigo et al. [12] assumed
the tall cache assumption M = Ω(B2), whereas [5] observed that this could be relaxed to
the weaker tall cache assumption M = Ω

(
B1+ε

)
. I/O optimality of funnelsort follows from a

matching external-memory lower bound by Aggarwal and Vitter [1, Theorem 3.1].

The key innovation in our previous randomized algorithm funnelselect [7] is the k-
partitioner (Figure 2), a cache-oblivious and I/O-efficient multi-way partitioning algorithm
to distribute a batch of elements around k − 1 given pivots into k buckets; the precise
characteristics are summarized in the following lemma.

▶ Lemma 8 (Brodal and Wild [7, Lemma 3]). Given an unsorted array of N ≥ kd elements
and k − 1 pivots P1 ≤ · · · ≤ Pk−1, a k-partitioner can partition the elements into k buckets
S1, . . . , Sk, such all elements x in bucket Si satisfy Pi−1 ≤ x ≤ Pi. The algorithm is cache-
oblivious and performs O(N lg k) comparisons and O

(
k + N

B (1 + logM k)
)

I/Os, provided
a tall-cache assumption M ≥ B1+ε and d ≥ max{1 + 2/ε, 2}. The working space for the
k-partitioner (ignoring input and output buffers) is O

(
k(d+1)/2)

. This is also the time required
to construct a k-partitioner (again ignoring input and output buffers).

The k-partitioners are structurally similar to the k-mergers from funnelsort for merging
k runs cache obliviously. In [7] we pipeline the partitioning by essentially reversing the com-
putations done by funnelsort, and replace each binary merging node by a binary partitioning
node.

3 Deterministic multiple-selection

In this section we present our deterministic cache-oblivious multiple-selection algorithm
that performs optimal O(B + N) comparisons and O

(
BI/O + N

B

)
I/Os, under a tall-cache

assumption M ≥ B1+ε. Detailed pseudo-code is given in Algorithm 1 and Algorithm 2, and
the basic idea is illustrated in Figure 3.

Given a tall-cache assumption M ≥ B1+ε, we let d = max{1 + 2/ε, 2}. The algorithm
follows the general idea of making a recursive multi-way partition of the array of elements
and to only recurse on subproblems with unresolved rank queries. For two consecutive query
ranks ri−1 and ri, we say that the ∆i = ri − ri−1 elements of rank ri−1 + 1, . . . , ri are in a
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P1 P3 P5 P7 P9 P11 P13 P15

P2 P6 P10 P14

P4 P12

P8

input array

output
buckets

kd/2

kd/4

kd/4

√
k-partitioner

√
k-partitioners

middle buffers

Figure 2 A k-partitioner for k = 16 buckets. Content in the buffers is shaded; buffers are filled
bottom-to-top; when full, they are flushed and then consumed from the bottom. The figure shows
the situation where the input buffer for P6 is being flushed down to its children (by partitioning
elements around pivot P6). The flush at P6 was triggered during flushing P4’s input buffer, which in
turn has been called while flushing P8 (the input).
Buffer sizes for the three internal levels are shown next to the buffers. k-partitioners are defined
recursively from a

√
k-partitioner at the top, a collection of

√
k middle buffers, and

√
k further√

k-partitioners, each partitioning from one middle buffer to
√

k output buffers. (All sizes here
ignore floors and ceilings; for the precise definition valid for all k, see [7].)

gap of size ∆i. We choose a parameter ∆, such that at least half of the elements are in gaps
of size ≤ ∆ and simultaneously at least half (rounded down) of the elements are in gaps of
size ≥ ∆. To compute ∆ (Algorithm 1, line 4), we compute ∆i = ri − ri−1 by a scan over
the query ranks r1, . . . , rq (and r0 = 0 and rq+1 = N + 1), and perform weighted selection
(Lemma 5) among ∆1, . . . , ∆q+1, where ∆i has weight wi = ∆i, and return the smallest ∆
where

∑
∆i≤∆ wi ≥ N/2 + 1.

For the case when ∆ is small compared to N (formally, (2N)d ≥ ∆d+1 or N1+ 1
1+ε ≥ ∆2),

we simply solve the multiple-selection problem by sorting the elements (cache-obliviously
using funnelsort [13]), and report the elements with ranks r1, . . . , rq by a single scan over the
sorted elements. The condition on ∆ implies BI/O = Ω(SortM,B(N)), where SortM,B(N) =
Θ

(
N
B

(
1+logM/B

N
B

))
is the number of I/Os required to sort N elements in external memory [1],

so this is within a constant factor of the I/O lower bound (detailed analysis in Section 4).
Otherwise, we create a k-partition, where k = Θ

(
N
∆

)
as follows (MultiPartition in

Algorithm 2): We repeatedly distribute batches of ∆ elements into a set of buckets separated
by pivot elements. Initially we have one empty bucket and no pivot. Whenever a bucket
reaches size > ∆, the bucket is split into two buckets of size ≤ ∆ separated by a new pivot
using the (cache-oblivious) linear-time median selection algorithm (Lemma 2). To distribute
a batch of elements into the current set of buckets we use a cache-oblivious k-partitioner
(Lemma 8, which depends on the tall-cache assumption parameter d) built using the current
set of pivots. Note that we need to construct a new k-partitioner after each batch of ∆
elements has been distributed, since the number of buckets and pivots can increase. For the
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Algorithm 1 Deterministic cache-oblivious multiple-selection.
1: procedure DeterministicFunnelselect(S[1..N ], R[1..q])
2: if q > 0 then
3: ∆i ← R[i]−R[i− 1] for i = 1, . . . , q + 1, assuming R[0] = 0 and R[q + 1] = N + 1
4: ∆← min

{
∆i ∈ {∆1, . . . , ∆q+1}

∣∣ ∑
j∈{1,...,q+1}:∆j≤∆i

∆j ≥ N/2 + 1
}

5: if (2N)d ≥ ∆d+1 or N1+ 1
1+ε ≥ ∆2 then ▷ BI/O = Ω(SortM,B(N))

6: S ← Funnelsort(S)
7: Report S[R[1]], . . . , S[R[q]]
8: else
9: (P1, . . . , Pk−1), (S1, . . . , Sk) ← MultiPartition(S, ∆)

10: r̄0 ← 0
11: for i← 1, . . . , k do
12: r̄i ← r̄i−1 + |Si|+ 1 ▷ r̄i is rank of Pi

13: Ri ← {r | r ∈ R ∧ r̄i−1 < r < r̄i} ▷ Rank queries to bucket Si

14: if |Ri| > 0 then
15: rmax

i ← max(Ri)
16: S̄i, pmax, S≥ ← Select(Si, rmax

i − r̄i−1)
17: if |Ri| > 1 then
18: rmin

i ← min(Ri)
19: S≤, pmin, S̄i ← Select(S̄i, rmin

i − r̄i−1)
20: Report pmin
21: if |Ri| > 2 then
22: R̄i ← {r − rmin

i | r ∈ Ri \ {rmin
i , rmax

i }}
23: DeterministicFunnelselect(S̄i, R̄i)
24: Report pmax

25: if r̄i ∈ R then
26: Report Pi

Algorithm 2 Given an array S with N elements and a bucket capacity ∆, where (2N)
d

d+1 ≤ ∆ ≤ N ,
partition S into k buckets S1, . . . , Sk separated by k − 1 pivots P1, . . . , Pk−1, where

⌊
∆
2

⌋
≤ |Si| ≤ ∆.

1: procedure MultiPartition(S[1..N ], ∆)
2: Requires (2N)

d
d+1 ≤ ∆ ≤ N

3: k ← 1, S1 ← {} ▷ Initially only one empty bucket and no pivots
4: for i← 1 to N step ∆ do
5: S̄ ← S[i.. min(i + ∆− 1, N)] ▷ Next batch to distribute to buckets
6: Distribute S̄ to buckets S1, . . . Sk using pivots P1, . . . , Pk−1 with a k-partitioner
7: while there exists a bucket Sj with |Sj | > ∆ do ▷ Split bucket Sj

8: S≤, p, S≥ ← Select(Sj , ⌈|Sj |/2⌉)
9: Rename Sj+1, . . . , Sk to Sj+2, . . . , Sk+1 and Pj , . . . , Pk−1 to Pj+1, . . . , Pk

10: Sj ← S≤, Pj ← p, Sj+1 ← S≥
11: k ← k + 1
12: return (P1, . . . , Pk−1), (S1, . . . , Sk)
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P1 P2 P3S1 S2 S3 S4

r0 r1 r2 r3 r4 r5 r6 r7 r8 rq+1

rmin
2 rmax

2 rmin
4 rmax

4

∆1 ∆2 ∆3 ∆4 ∆5 ∆6 ∆7 ∆8 ∆9

Figure 3 Deterministic multiple selection. The partition of an array S into buckets S1, . . . , S4

separated by pivots P1, . . . , P3, and query ranks r1, . . . , r8. In the example the maximum allowed
bucket size is ∆ = ∆1, since ∆1 + ∆2 + ∆3 + ∆4 + ∆6 + ∆7 + ∆8 + ∆9 ≥ |S|/2 + 1 and
∆2 + ∆3 + ∆4 + ∆6 + ∆7 + ∆8 + ∆9 < |S|/2 + 1. Black squares are pivots and the shaded regions in
buckets are the subproblems to recurse on.

computation to be I/O efficient, we allocate in memory space for a
⌊ 2N

∆
⌋
-partitioner followed

by space for
⌊ 2N

∆
⌋

buckets of capacity 2∆ (in the proof of Lemma 9 we argue that the number
of buckets created is at most 2N

∆ and each bucket will never exceed 2∆ elements). The space
for the partitioner is reused for each new batch, and whenever a bucket is split into two
new buckets, one bucket remains in the old bucket’s allocated space and the other bucket is
placed in next available slot for a bucket. This ensures all buckets are stored consecutively
in memory, albeit in arbitrary order.

After having constructed the buckets we compute the ranks of the pivots from the bucket
sizes, and consider the buckets with at least one unresolved rank query. If the rank of a
pivot coincides with a query rank, we report this pivot just after having considered the
preceding bucket. Before recursing on the elements in a bucket, we first find the minimum and
maximum query ranks rmin and rmax in the bucket by a scan over the bucket’s query ranks,
and find and report the corresponding elements in the bucket using linear-time selection
(Lemma 2). Finally, we only recurse on the elements between ranks rmin and rmax, provided
there are any unresolved rank queries to the bucket. This ensures that when recursing on a
subproblem of size N̄ , all elements in the subproblem are in gaps of size < N̄ in the original
input. By reporting the elements at the appropriate times during the recursion, elements
will be reported in increasing order.

The partitioning of an array S into buckets is illustrated in Figure 3. The crucial property
is that for a gap ∆i ≥ ∆, the two query ranks ri−1 and ri defining the gap cannot be in the
same bucket, implying that no element in this gap will be part of a recursive subproblem
(see, e.g., gaps ∆1 and ∆5 in Figure 3).

Pseudocode for our algorithm is shown in Algorithm 1 and Algorithm 2. We assume
Select(S, k) is the deterministic linear-time selection algorithm from Lemma 2, and that it
returns a triple S≤, p, S≥, that is a partition of S, where p is the element of rank k, S≤ are
the elements of rank 1, . . . , k−1 in arbitrary order, and S≥ the elements of rank k +1, . . . , |S|
in arbitrary order.

4 Analysis

We first analyze the number of comparisons and I/Os performed by MultiPartition in
Algorithm 2, that deterministically performs a k-way partition of N elements into k = O

(
N
∆

)
buckets separated by k − 1 pivots, where each bucket has size at most ∆. The following
lemma summarizes the precise properties of MultiPartition.

▶ Lemma 9. For N ≥ ∆ and ∆d+1 ≥ (2N)d, MultiPartition creates k ≤ 2N
∆ buckets

and k − 1 pivots, each bucket has size at most ∆, and performs O(N lg k) comparisons and
O

(
k2 + N

B (1 + logM k)
)

I/Os.



G. S. Brodal and S. Wild 17:9

Proof. We first bound the sizes of the buckets created by MultiPartition. The algorithm
repeatedly distributes batches of at most ∆ elements to buckets and splits all overflowing
buckets of size > ∆ before considering the next batch. It is an invariant that before
distributing a batch, all buckets have size at most ∆. Furthermore, as soon as the first
bucket is split, all buckets have size at least

⌊ ∆
2

⌋
, since whenever an overflowing bucket of

size s > ∆ is split the new buckets have initial sizes
⌊

s−1
2

⌋
and

⌈
s−1

2
⌉
. Here “−1” is due to

one element becomes a pivot. The smallest bucket size is achieved when s = ∆ + 1, where
the smallest bucket size is

⌊ ∆+1−1
2

⌋
=

⌊ ∆
2

⌋
. Note that the buckets after the split have size

at most ∆, since all buckets had at most ∆ elements before the distribution of a batch of
at most ∆ elements to the buckets, i.e., s ≤ 2∆. To bound the total number of buckets k

created, observe that if ∆ = N then no bucket will be split and k = 1. Otherwise, ∆ < N

and at least two buckets are created, and k
⌊ ∆

2
⌋

+ k − 1 ≤ N , since all buckets have size at
least

⌊ ∆
2

⌋
and there are k − 1 pivots. We have N ≥ k

( ∆
2 −

1
2
)

+ k − 1 = k∆
2 + k

2 − 1 ≥ k∆
2 ,

since k ≥ 2, i.e., the total number of buckets created k ≤ 2N
∆ .

To analyze the number of comparisons and I/Os performed, we need to consider the
⌈

N
∆

⌉
distribution steps and at most 2N

∆ −1 bucket splittings. Since each bucket splitting involves at
most 2∆ elements, each bucket splitting can be performed cache-obliviously by a linear-time
selection algorithm (Lemma 2) using O(∆) comparisons and O

(
1 + ∆

B

)
I/Os, assuming each

bucket is stored in a buffer of 2∆ consecutive memory cells. In total the k−1 = Θ
(

N
∆

)
bucket

splittings require O(N) comparisons and O
(
k + N

B

)
I/Os. A k-partitioner for partitioning ∆

elements uses O(∆ lg k) comparisons and O
(
k + ∆

B (1 + logM k)
)

I/Os (Lemma 8), assuming k

is sufficiently small according to the tall-cache assumption (see below). This includes the
cost of constructing the k-partitioner. The total cost for all

⌈
N
∆

⌉
distribution steps becomes

O(N lg k) comparisons and O
(
k N

∆ + N
B (1 + logM k)

)
= O

(
k2 + N

B (1 + logM k)
)

I/Os.
By Lemma 8, the tall-cache assumption M ≥ B1+ε implies that for a k-partitioner

and an input of size ∆, it is required that ∆ ≥ kd for the I/O bounds to hold (recall
d = max{1 + 2/ε, 2}). The input assumption ∆ ≥

( 2N
∆

)d together with k ≤ 2N
∆ ensure

that ∆ ≥ kd. ◀

We now prove our main result that DeterministicFunnelselect in Algorithm 1 is an
optimal deterministic cache-oblivious multiple-selection algorithm. Crucial to the analysis
is to show that the choice of ∆ balances early pruning of buckets without queries with
simultaneously achieving efficient I/O bounds.

▶ Theorem 10. DeterministicFunnelselect performs O(B + N) comparisons and
O

(
BI/O + N

B

)
I/Os cache-obliviously in a cache model with tall assumption M ≥ B1+ε, for

some constant ε > 0.

Proof. We first consider the consequences of the choice of ∆. By the choice of ∆, we have∑
∆i<∆ ∆i < N/2 + 1. Since each bucket Si has size at most ∆, and we only recurse on

subsets that are (the union of) gaps where the two bounding rank queries of the gaps are
both in the same bucket, we only recurse on gaps with ∆i < ∆ elements (see Figure 3).
A recursive subproblem between query ranks rs and rt, where 1 ≤ s < t ≤ q, contains
rt − rs − 1 =

(∑t
i=s+1 ∆i

)
− 1 elements. It follows that

(A) all recursive subproblems in total contain at most
∑

∆i<∆ ∆i − 1 < N/2 elements and
each subproblem has size ≤ ∆− 2.

(B)
∑

∆i≤∆ ∆i ≥ N/2 + 1, i.e., at least N/2 elements are in gaps of size at most ∆.
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To analyze the number of comparisons performed, we use a potential argument where
one unit of potential can pay for O(1) comparisons, and all comparisons performed can be
charged to the released potential. We define the potential of an element x in a gap of size ∆i

to be 1 + lg N
∆i

, where N is the size of the current recursive subproblem x resides in. The
total initial potential is at most N +

∑q+1
i=1 ∆i lg N

∆i
= O(B + N).

We first consider the number of comparisons for the non-sorting case (Algorithm 1,
lines 9–26). If an element x in a gap of size ∆i ≤ ∆ participates in a recursive call of
size < ∆, the potential released for x is at least

(
1 + lg N

∆i

)
−

(
1 + lg ∆

∆i

)
= lg N

∆ . If an
element x in a gap of size ∆i ≤ ∆ does not participate in a recursive call, the potential
released for x is 1 + lg N

∆i
≥ 1 + lg N

∆ . Finally, elements in gaps of size > ∆ will not
participate in recursive calls, and will each release at least potential 1. It follows that the
released potential is at least N

2 + N
2 lg N

∆ , since at least N/2 elements are in gaps of size ≤ ∆
(property (B), contributing the second summand) and at most N/2 elements are in gaps
of size < ∆ and participate in recursive calls (property (A)), i.e., at least N/2 elements
are in gaps of size ≥ ∆ (contributing the first summand). By Lemma 9, MultiPartition
requires O(N lg k) comparisons. Since k = O(N/∆) (Lemma 9), these comparisons can be
covered by the released potential. The additional comparisons required for computing ∆
with a linear-time weighted section algorithm (Lemma 5) and performing Select (Lemma 2)
at most twice on each bucket require in total at most O(N) comparisons, and can also
be charged to the released potential. It follows that for the non-sorting case the released
potential can cover for all comparisons performed.

In the sorting case, a single call to Funnelsort is performed causing O(N lg N) compar-
isons (Lemma 6). No further recursive calls are made and the potential of all elements is
released. At least N + N

2 lg N
∆ potential is released, since at least N/2 elements are in gaps

of size ≤ ∆ (property (B)). In the sorting case, either (2N)d ≥ ∆d+1 or N1+ 1
1+ε ≥ ∆2. If

(2N)d ≥ ∆d+1, we have ∆ ≤ (2N)
d

d+1 and N
∆ ≥ N/(2N)

d
d+1 ≥ 1

2 N
1

d+1 . It follows that the
released potential is at least N + N

2 lg
( 1

2 N
1

d+1
)
≥ 1

2(d+1) N lg N , covering the cost for the com-

parisons. Otherwise, N1+ 1
1+ε ≥ ∆2, i.e., ∆ ≤ N

1
2

(
1+ 1

1+ε

)
and we have N

∆ ≥ N/N
1
2

(
1+ 1

1+ε

)
=

N
ε

2(1+ε) and the potential released is at least N + N
2 lg N

∆ ≥ N + ε
4(1+ε) N lg N and can cover

the cost for the comparisons. Note that the comparison bound depends on the tall-cache
parameters ε and d.

To analyze the I/O cost we assign an I/O potential to an element x in gap of size ∆i

of 1
B

(
1 + logM

N
∆i

)
, where N is the size of the current subproblem x resides in. Similar

to the comparison potential, it follows that the non-sorting case releases I/O potential
1
2
(

N
B + N

B logM
N
∆

)
. The number of I/Os required is O

(
1+ q

B

)
= O

(
1+ N

B

)
I/Os for scanning R

and computing ∆ using weighted selection (Lemma 5), O
(
k + N

B

)
I/Os for selecting the

minimum and maximum rank elements in each bucket (Lemma 2), and O
(
k2 + N

B (1+logM k)
)

I/Os for the k-partitioning (Lemma 8), i.e., in total O
(
k2 + N

B (1 + logM k)
)

I/Os. It follows
that the I/O cost can be charged to the released potential, provided k2 = O

(
N
B

)
. To address

this, we need to consider two cases depending on the size N of a subproblem. If the problem
completely fits in internal memory together with all the geometric decreasing recursive
subproblems, assuming a stack-oriented memory allocation, then considering this problem
will in total cost O

(
1 + N

B

)
I/Os, including all recursive subproblems. That means, there

exists a constant c > 0 such that for N ≤ cM , the I/O cost for handling such problems
can be charged to the parent subproblem creating the subproblem. It follows that we only
need to consider the I/O cost for subproblems of size N ≥ cM . Since M ≥ B1+ε, we have
N ≥ cM ≥ cB1+ε, i.e., B ≤

(
N
c

) 1
1+ε . Since k = O

(
N
∆

)
, to prove k2 = O

(
N
B

)
it is sufficient
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to prove
(

N
∆

)2 = O
(

N
(N/c)1/(1+ε)

)
. This holds, e.g., when N1+ 1

1+ε ≤ ∆2, which is always
fulfilled in the non-sorting case. For the sorting case, we have similarly to the comparison
potential that Ω

(
N
B logM N

)
I/O potential is released, which can cover the I/O cost for

cache-oblivious sorting (Lemma 6). ◀

5 Conclusion

With deterministic funnelselect, we close the gap left in previous work and obtain an
I/O-optimal cache-oblivious multiple-selection algorithm that does not need to resort to
randomization to achieve its performance. This settles the complexity of the multiple-
selection problem in the cache-oblivious model (including the fine-grained analysis based on
the query-rank entropy B).

There are open questions left in other variants of the problem. Like randomized funnel-
select [7], deterministic funnelselect cannot deal with queries arriving in an online fashion,
one after the other. This problem has been addressed in the external-memory model [2], but
no cache-oblivious I/O-optimal solution is known.

Concerning the transition from single selection by rank to sorting, which multiple selection
allows us to study, some questions remain unanswered. For example, in the cache-oblivious
model, it is known that sorting with optimal I/O-complexity is only possible under a tall-
cache assumption [6] (such as the one made in this work); for single selection, however, such
a restriction is not necessary. It would be interesting to study the transition between the
problems and find out, how “sorting-like” a multiple-selection instance has to be to likewise
require a tall cache for I/O-optimal cache-oblivious algorithms.

Another direction for future work are parallel algorithms for multiple selection that are
also cache-oblivious and I/O efficient.
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Abstract
A key goal of clustering is data reduction. In center-based clustering of complex objects therefore not
only the number of clusters but also the complexity of the centers plays a crucial role. We propose L-
Budget Clustering as unifying perspective on this task, optimizing the clustering under the constraint
that the summed complexity of all centers is at most L. We present algorithms for clustering planar
curves under the Fréchet distance, but note that our algorithms more generally apply to objects
in metric spaces if a notion of simplification of objects is applicable. A scenario in which data
reduction is of particular importance is when the space is limited. Our main result is an efficient
(8 + ε)-approximation algorithm with a (1 + ε)-resource augmentation that maintains an L-budget
clustering under insertion of curves using only O(Lε−1) space and O∗(L3 log L + L2 log(r∗/r0)) time
where O∗ hides factors of ε−1.
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1 Introduction

Clustering is a key technique for reducing dataset size in big data and serves as a fundamental
analysis task. The goal is to keep data characteristics as close as possible to the original
while limiting the size and complexity. In particular, when dealing with very large data,
such as live traffic data, this needs to be compressed regularly. This necessarily leads to an
approximation of the dataset, and thus we always pay an approximation factor in each later
analysis. This tradeoff between space-efficient data storage and accuracy poses a challenge
for long-term analysis. To address this, we introduce a clustering strategy that approximately
bounds the clustering error within our storage constraints.

If the objects to be clustered are simply points, k-center clustering directly provides a
compact representation, since it is sufficient to store k points as cluster centers Gonzalez [13]
and Hochbaum and Shmoys [15] give 2-approximation algorithms for k-center clustering,
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which is optimal assuming P ̸= NP . These algorithms, though, require access to all points
at once. Charikar et al. [12] present a dynamic k-center clustering algorithm for point sets,
where points can be added to the clustering. Their doubling algorithm allows them to process
the points one at a time, which gives an 8-approximation and can run using O(k) space. This
result was improved by McCutchen and Khuller [18] to a (2 + ε)-approximation. A technique
they use to achieve this is to run multiple instances with different radii to remove a factor
from the approximation. This increases the runtime and memory usage by O(ε−1 log ε−1).

These techniques can only approximate storage requirements when all objects possess
identical, small complexity. This assumption, however, may oversimplify the reality and
prove too substantial for various types of data, such as libraries of images, movement-tracking
trajectories, and networks. Even for seemingly simple objects like real numbers, their digital
representation requires simplification, such as floating-point precision. Moreover, by adopting
a simplified approach to clustering, they inadvertently constrain their options. Typically,
this results in a binary decision: deleting or keeping the object as it is. In contrast, when we
consider complex objects, they often bring a notion of simplifications.

In this work, we focus on polygonal curves as these occur naturally in many settings,
and the literature provides a solid foundation of clustering, simplification, and similarity
computation. They also show all the interesting features of complex objects. Nevertheless,
our present techniques apply to a wider field of objects. The specific setting only influences
the runtime analysis, and our clustering results hold in a more general setting. When we
cluster curves, given some accuracy, we see that some may share a complicated center path,
and others are similar in their position and have only a simple center path.

One option to deal with this setting is the (k, l)-clustering problem. It gives a clustering
of complex objects by simplifying them to a uniform size of l. This saves the upper bound
on the storage occupied by the clustering. Curves can be found in many applications and
have different similarity metrics. We are interested in the Fréchet distance, which respects
the traversal of a curve (cf. Hausdorff) but not its sampling (cf. dynamic-time-warping).
For curves utilizing the Fréchet distance as the similarity metric, the centers are selected
from the entire domain of Fréchet curves1. We choose the center curves freely i.e. under the
unrestricted simplification setting. The selection process aims to minimize the maximum
cluster radius. Buchin et al. [8] proposed a 3-approximation for this setting. Also for the
setting of (k, l)-median clustering of curves, where not the maximum radius but the summed
radii are considered, approximation algorithms have been developed [6, 10].

However, (k, l)-clustering may yield an imbalanced solution to the original problem,
where some centers are inherently more complex than others. Additionally, determining the
appropriate number of clusters in advance poses a challenge, often addressed by computing
clustering for various values of k. Restricting the number of clusters can limit the full
benefit of simplifications or the identification of cluster centers that genuinely represent the
underlying data. Pre-determination of a suitable l may also be challenging and may depend
on other considerations, such as the readability of centers.

We introduce L-budget clustering as a solution in this setting. The L-budget clustering
problem is a center clustering problem with a complexity associated with each center. In a
solution to it, the sum over the complexity of the centers is at most L and minimizes the
maximum radius of the clusters. See Figure 1 for a small example.

1 To establish the Fréchet Distance as a metric, we consider the equivalence classes of curves sharing the
same trace, using the quotient space.
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Figure 1 Small example of an L-budget clustering consisting of three clusters for L = 8.

Hence, we do not assume to know any meta parameters, nor do our guarantees rely
on them, such as the number of clusters in our dataset or the objects’ uniform complexity.
Instead, we restrict ourselves to claims in the resource we are willing to spend: memory
space. The strict size constraint allows us to optimize the representativeness using the given
space. We assume that each input curve has complexity L. This can be achieved if necessary
with a streaming simplification algorithm as described in Remark 9. To continuously build
and analyze the data, we present a 1-pass streaming (8 + ε)-approximation algorithm for
L-budget clustering of curves with computing space in the output size and a (1 + ε)-resource
augmentation. That means it only needs to see the data once and does not require extra
computation space, allowing us to handle large datasets. The approximation factor can be
decreased to (2 + ε) but with an increase of O(ε−1) in runtime and space requirements.

Overview. In Section 2, we summarize the simplification problems for curves and the current
techniques to solve them. Here, we present an algorithm for a (1 + ε)-approximation to find
the minimum complex simplification with linear space. In Section 3, we present the static
L-budget clustering problem and continue in Section 4 with the dynamic (k, l)-clustering. In
Section 5, we then handle the dynamic L-budget clustering. We end with a short experimental
evaluation in Section 6.

2 Simplification

Simplifying a curve is a natural and well-studied problem. It asks to reduce the complexity
of a curve while keeping it as similar as possible to the original curve. For the similarity,
different distance measures can be used. We will use the popular Fréchet distance dF [4].
We denote the complexity of a curve z with cplx(z), which counts the number of points.

Simplifying a curve is then a bi-criterion optimization problem of the size and distance
of the simplified curve (to the original curve). So, the literature discusses two subproblems.
With min−#, we denote the simplification problem where we start with an upper bound
on the Fréchet distance and minimize the complexity l of the simplification. The other
variant is min−d2, where we start with an upper bound ℓ on the complexity and want to
minimize the Fréchet distance dF . We are interested in the global unrestricted setting, the
least-restricted simplification setting, to guarantee the best possible clustering. This allows
us to get the least possible error given the size of the simplification, which in turn allows a
better representation of the curves with the same budget. Global means that the Fréchet
distance between the simplification and the curve is minimized [20]. This is in contrast to
the local setting where the curve is partitioned. Then, the Fréchet distance is calculated

2 We changed min−ε to min−d because it conflicts with the ε from full approximation schemas.
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between the parts and its simplification, and the maximum over this is minimized [14]. In
particular in earlier research on simplification, only curves with vertices of the original were
considered as simplification [16]. This is the vertex-restricted case. Later, this was loosened
to the unrestricted setting where the vertices can be from the whole metric space [14, 3]. See
van de Kerkhof et al. [20] for a more detailed introduction.

We summarize relevant results on simplification in Table 1 and convert them to unrestricted
global simplifications with Agarwal et al. [3]. This table contains offline and online algorithms
which have different analysis settings. Offline algorithms are commonly analyzed with worst-
case analysis and online algorithms with competitive ratios. However, simplification is a
particularly hard setting and sometimes requires resource augmentation3 [1, 20]. To unify
the notation, we call the competitive ratio of the online algorithm just an approximation
ratio but compare it to an offline algorithm that optimizes each instance individually.

Table 1 Results on Curve Simplification. In the min−d setting, first is the approximation ratio
and then resource augmentation. In the min−# setting, it is reversed. The O∗ hides terms in ε.

Authors and Paper Setting (dF , cplx) Runtime Space
Guibas et al. [14] min−#, global, R2 (1, 1) O(m2 log2 m) O(m)
Agarwal et al. [3] min−#, global (1, 8) O(m log m) O(l)
van de Kerkhof et
al. [20]

min−#, global (1 + ε, 2) O∗(m2 log m log log m) O∗(m)

Abam et al. [1] min−d, global (16
√

2 + ε, 2) O∗(ℓ) O∗(ℓ2)
Buchin et al. [8] min−d, global (4, 1) O(m2ℓ log m) O(m)
this paper Thm. 3 min−d, global, R2 (1 + ε, 1) O∗((log m + ℓ)m2 log m) O(m)

One can change the simplification criterion of an algorithm by applying a binary search,
as described by Chan and Chin [11].

For our clustering algorithms in Section 3, we need to find solutions to the min−# problem.
We will call the algorithm that does that S#. Guibas et al. [14] gave in theorem 14 with
definition 4 an algorithm to solve this for planar curves in O(m2 log2 m) time.

We are interested in the min−d-simplification problem in the next sections, which we
describe as finding a curve’s best ℓ-simplification. This will be used in the later clustering
algorithms. To prevent approximation factors in the space as much as possible, as this may
be a hard constraint, we want an algorithm that has an competitive ratio of 1. For this we
use a known algorithm by Imai-Iri, which was previously analysed and used by Buchin et
al. [8]. Here, we briefly show how to get the O(m) space and improve the approximation
factor in Fréchet distance for planar curves using the disk stabber from Guibas et al. [14].

Kreveld et al. [21] gave an exact algorithm for min−#-simplification with dynamic
programming in O(m2) space 4. But this needs too much space for our application.

Our goal is to get a constant factor approximation in O(m) space and improve it with
a binary search to a (1 + ε)-approximation. In the constrained space, we implicitly build
the shortcut graph from Imai and Iri [16] and compute the best simplification given the
length with a dynamic program. So, we compute the distance from the current edge to the
sub-curve with the Fréchet distance algorithm from Alt and Godau [4]. The sub-curve can
have at most length m, and the algorithm of Alt and Godau can run in O(m) space. We
compute the minimum Fréchet distance r necessary to reach a node i with an l-simplification

3 Resource augmentation compares offline against online algorithms with more resources.
4 In the look up table we only consider k − 1 and can delete after a full iteration.
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with the Algorithm 1 (Apx. Simplification). We save these values in a table z[i, l]. The
solution to our problem is the value of z[m, ℓ], where m is the length of the input curve.
To compute a z[i, l], we need to compute the maximum of the previous z[j, l − 1] and the
Fréchet distance between the sub curve c[j, i] and the shortcut c[j, i], which we notate as
dF (c[j, i], c[j, i])). We then can compute the minimum over all j. As we only need the last
iteration over the length of the simplification, we only need space in the size of the number
of points in the curve, which is O(m).

Algorithm 1 Apx. Simplification.

Data: polygonal curve z, complexity of the simplification ℓ ∈ N
Result: subsequence of z of length at most ℓ with minimal Fréchet distance to z

for l← 1 to ℓ do
for i← 0 to m do

z[i, l]← min(max({z[j, l − 1], dF (c[j, i], c[j, i])) | j < i})
delete all z[·, l − 1]

▶ Lemma 1 (By Imai and Iri [16]). Algorithm 1 (Apx. Simplification) gives us an optimal
vertex-restricted local Fréchet simplification.

▶ Remark 2. Algorithm 1 (Apx. Simplification) gives a 4-approximation of the weak
unrestricted simplification [3]. It has an O(m2ℓ log m) runtime [8] and needs O(m) space.

So, we have established an interval of constant size where the optimal value lies. We now
do a binary search and decide with the algorithm from Guibas et at. [14] if an ℓ-simplification
exists.

Algorithm 2 (1+ε)-Apx. Simplification.

Data: polygonal curve z, complexity of the simplification ℓ ∈ N
Result: subsequence of z of length at most ℓ with minimal Fréchet distance to z

s← Apx.Simplification(z, ℓ)
h← dF (s, z)
l← h/4
while h− l > ε do

m← (h + l)/2
if len(S#(z, m)) ≤ ℓ then h← m else l← m

return h

▶ Theorem 3. Algorithm 2 ((1+ε)-Apx. Simplification) computes a (1 + ε)-simplification of
the min−d without resource augmentation. The runtime is in O((log ε−1 log m + ℓ)m2 log m)
and the space is in O(m).

Proof. The initial approximation needs O(m2ℓ log m) runtime. To improve the approximation
factor from 4 to (1+ε), we need log(4ε−1) iterations of binary search. As the decision algorithm,
we take [14] that needs O(m2 log2 m) time. This gives us the O(log ε−1m2 log2 m+m2ℓ log m)
runtime. ◀

▶ Remark 4. We will later want to use the clustering algorithm for point sets from Charikar
et al. [12]. It uses different radii r over its runtime. Storing the simplifications for each r will
not be possible because of the space restriction of O(Lε−1). Thus, we compute a range of
simplifications that use O(Lε−1) space and choose a simplification later when r increases.
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The range of simplification are all simplifications of size (1 + ε)−iL for all i ∈ [−1, log(1+ε) L].
The geometric series bounds the size of the range with O(Lε−1). See Figure 2 for a small
example.

Figure 2 A non-optimal simplification range with factor 2. The colors and line styles indicate
different stages of simplifications from full complexity (black line) down to 1 (purple point).

Algorithm 3 Simplification Range.

Data: polygonal curve z, base b, upper bound ℓ ∈ N
Result: sequence of simplifications s with complexity bi and minimal Fréchet

distance to z

s, l← [ ], 1
while bℓ > l do

s.append(S#(z, l))
l← bl

return s

▶ Lemma 5. Computing the range of simplifications with Algorithm 3 (Simplification Range)
has O∗(m3 log m) runtime.

Proof. Summing up the runtimes of Algorithm 2 ((1+ε)-Apx. Simplification), we get

O

log(1+ε) m∑
i=0

(
log ε−1m2 log2 m

)
+

log(1+ε) m∑
i=0

(
m2(1 + ε)i log m

) .

The first sum simplifies to O(ε−1 log ε−1m2 log3 m). The second sum is a simple geometric
series. This saves a log m factor and resolves to O(ε−1m3 log m) time. ◀

3 Static L-budget clustering

We consider the setting of clustering curves with a given L space restriction. That is, we want
to find a clustering C of curves c from the domain of Fréchet curves with

∑
c∈C cplx(c) ≤ L

such that the balls Br(c) with center at c and radius r cover the set of input curves Z and r

is minimal. A similar setting is the k-weighted center clustering discussed by Hochbaum and
Shmoys [15].

This also is a bi-criterion problem and leads to the co-problem where we have a maximum
radius r and want to know the clustering with the minimal sum over the complexity of the
centers. The co-problem will be used in the proofs of our clustering algorithm.
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Starting with the static setting of computing a space-efficient clustering, we present an
algorithm for L-budget clustering. We begin with the description of Algorithm 4 (Decide
L-Budget Clustering). Here, we are given a radius r and want to decide if an L-budget
clustering of the curves with 3r exists or if no cover with radius r exists. We now test if
a clustering with radius r fits our storage in the following way. Given our r, we compute
the best curve simplification with the function S# for every curve and store them in a heap.
Then, we draw simplifications of uncovered curves, starting with the curve that has the least
verticies. For our simplification s, we compute the ball B3r(s) and mark all curves as covered.
The newly covered curves form a cluster with s as the center. We repeat the drawing until
all curves are covered or exceed the budget L. If we succeed, we get a 3-approximation;
otherwise, we know that r is smaller than the optimum radius r∗ and retry with a larger r.

Algorithm 4 Decide L-Budget Clustering.

Data: set of curves Z, budget L ∈ N, radius r

Result: decision r∗ ≤ 3r or r∗ > r

C, l← [ ], 0
heap ← build_heap({(cplx(s), s, z) | z ∈ Z, s = S#(z, r)})
while Z ̸= ∅ do

ℓ, c, z ← heap.pop()
if z /∈ Z then continue
l← l + ℓ

if l > L then return r∗ > r

C ← C ∪ {c}
Z ← Z \B3r(c)

return r∗ ≤ 3r

▶ Theorem 6. Algorithm 4 (Decide L-Budget Clustering) decides r∗ ≤ 3r or r∗ > r for the
L-budget clustering problem.

Proof. If the algorithm returns r∗ ≤ 3r, then it covers the curves, and the complexity of the
centers is lower or equal to the budget. Therefore, 3r ≥ r∗.

If the algorithm returns r∗ > r, we look at the following auxiliary clustering problem. We
start with an r and want the least complex clustering C∗

r . With it, we show that cplx(C∗
r )

is larger than the interim clustering computed by the algorithm. The complexity of the
auxiliary optimal clustering proves that given the budget L, the optimal clustering has a
radius larger than r. The interim clustering with radius r covered a set of curves with balls
of radius 3r and had a complexity l over the budget L. We charge the complexity of the
interim clustering onto the optimal solution C∗

r of the auxiliary clustering problem to show
that there cannot be a solution with the given r. We start with charging the complexity l of
the interim clustering to the centers with their respective complexity. Now, every center c

has a curve z we used to generate it. We call z the witness of c. So, we charge the complexity
of the center to its witness curve. The witness curve z has to be part of a cluster in the
optimal clustering C∗

r . So, we can forward the charge of the witness curve z to the center c∗

of the optimal cluster.
Now, two properties play a key role. First, because we only considered simplification with

an uncovered witness, the distance between witnesses must be at least 2r. Thus, each witness
is in a different optimal cluster, and each optimal center got charged at most once. Secondly,
the optimal center c∗ each got charged their complexity or less, as each of our centers c is
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the minimal complexity curve in the r-ball Br(z) around their witness z, which includes the
optimal centers c∗. So, if we sum up the complexities of the charged optimal centers, we get
that they are greater than the budget L. Hence, r was too small, and we get r∗ > r. ◀

▶ Theorem 7. Algorithm 4 (Decide L-Budget Clustering) with n curves of complexity m

has runtime in O((m log2 m + L)nm) where L is the complexity budget of the clustering.

Proof. First, we compute all simplifications of Z for radius r. This takes O(nm2 log2 m)
with the algorithm of Guibas et al. [14] in R2. Then we build a heap in O(n) If we stop early
because we reached the budget, we get that the summed complexity of the simplifications for
which we computed the covering is O(L). We also get that when we do not stop early and
cover all curves. Therefore deciding which center covers which curve can be done naively in
O(Lnm) time. ◀

With the decider, we can search for the smallest r with r∗ ≤ 3r. Because we have no
good upper bound, we start with an exponential search to find an upper bound. Here, we
start with an initial guess r0 and increase it by factors of 3. When we reach a cover of the
curves, it also gives us a lower bound. With a binary search, we can find our smallest r up
to an error of ε.

▶ Theorem 8. For n curves of complexity m, the initial radius r0, the optimal radius r∗,
and L is the complexity of the clustering we can compute with Algorithm 4 (Decide L-Budget
Clustering) in O((m log2 m + L)nm(log(r∗/r0) + log(ε−1))) time a (3 + ε)-approximation.

Proof. We invoke the decider O(log(r∗/r0) + log(ε−1)) many times. This gives the runtime.
The correctness follows from the decider’s correctness and the binary search’s precision. ◀

We gained two insights from this section, which we will use later in the dynamic setting.
We used a witness z to prove that the center has minimal complexity in a ball of radius r

around it.
The centers have a minimum distance between them to guarantee that no optimal center
gets charged twice.

4 Dynamic (k, ℓ)-clustering

Next, we introduce the dynamic setting, which allows us to incrementally add curves to our
clustering. Formally, in the dynamic setting, we get a sequence of curves. At each step,
we have the previous clustering and a new curve. We want to compute a constant factor
approximation to the optimal solution of the static problem over the subset of processed
curves. In other words, we want an approximation to the static clustering problem but
cannot see all curves simultaneously.

Because every cluster has its complexity budget in the (k, ℓ)-clustering problem, we have
no tradeoff in the complexity between clusters. We assume that all input curves are of
complexity ℓ in the dynamic setting.
▶ Remark 9. This can be achieved with various simplification algorithms. For inputs up
to the size of O(kℓ), we can get an ℓ-simplification using the algorithm of Buchin et al. [8].
They need O(k2ℓ3 log(kℓ)) time and O(kℓ) space and return an 4-approximation in the
Fréchet distance with a no resource augmentation in the complexity. Depending on your
setting, this is a valid simplification algorithm for larger input sizes but will need more
space. In many clustering applications, the number of objects is much larger than their
complexity. Hence, the complexity of an object is typically not larger than the complexity
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of the resulting clustering. However, if we want to process arbitrarily big input, Abam et
al. [1] have a streaming algorithm for l-simplification with a competitive ratio of 2 and an
4
√

2 + ε-approximation in the Fréchet distance in O(ℓ2/
√

ε) space. But, of course, both
simplification algorithms introduce an approximation factor in the complexity and the radius.

Assuming uniform complexity ℓ of the input curves allows us to use the “doubling
algorithm” of Charikar et al. [12] in our setting of curve clustering. It computes a lower
bound r and provides an upper bound αr of the optimal clustering radius r∗. McCutchen
and Khuller [18] extended their algorithm to the “scaling algorithm” by allowing different
approximation factors. They also devised a trick to improve the approximation factor. The
“scaling algorithm” increases r multiplicatively by α only when there are more than k clusters.
When r increases, the algorithm merges all clusters with a distance less than 2αr. Until the
number of clusters is more than k, it tries to insert points into the existing clusters. Inserting
a point into an existing cluster is possible if the distance between the center and the point is
less than η := 2α2/(α− 1)r. So, when we merge clusters, we have to check that we do not
immediately break the radius of the clusters. These constraints give us this inequality to be
satisfied: 2αr + ηr ≤ ηαr. This simplifies to 1 < α. Charikar et al. also showed that the
returned r is always smaller than the optimal radius r∗.

For the merging step, there are two variants. The first variant is to compute the threshold
graph with a heap of all edges (using edge lengths as priority). This is the runtime-efficient
implementation because there can be O(k2) many edges between the clusters. When we
have a new cluster, we compute the distance of the center to all other centers and put an
edge with the length as the priority into the heap. To build the t-threshold graph, we pop
all edges from the heap with a length below or equal to t. The other variant computes the
distance just in time. This only needs O(k) space as each cluster can have that many edges
but also requires re-computation of the distance each time. The algorithm would also work
if we only had the nearest neighbor or range queries. There is some literature on this topic
for the Fréchet distance [2, 5, 19], but we did not consider it because the bottleneck in the
runtime analysis is the simplification.

We combine these properties and define a cluster as valid if and only if its radius is smaller
than ηr. And clustering is valid if and only if all clusters are valid, r ≤ r∗, the centers cover
the pointset, the centers have distance rα, and the clustering has at most k clusters.

We summarize the algorithm in pseudo-code as Algorithm 5 ((k, ℓ)-Scaling). We used the
Python keyword yield. It behaves like a return and gives an output but allows the function
to continue in a subsequent call at the point where it last yielded a result. Combined with
next, this allows a nice notation of iteration over sequences or generators.

We start the runtime analysis with an update step.

▶ Lemma 10. Algorithm 5 ((k, ℓ)-Scaling) computes an update step, excluding the insertions
of the curves, in O(kℓ2 log ℓ + k log k) amortized time.

Proof. The algorithm maintains a heap of the edges in order of their length. The graph can
have almost O(k2) many edges. A new cluster introduces an edge to all the other clusters.
To compute the Fréchet distances, we need O(kℓ2 log ℓ) time. We charge each edge with
(ℓ2 log ℓ + log k) at the insertion into the heap. When the threshold t increases, we need all
edges below t to build the threshold graph. Deletion of i edges from a heap takes O(i log k)
time. However, we paid for the deletion at the insertion to get O(kℓ2 log ℓ+k log k) amortized
time. ◀

We can then bound the runtime of the whole Algorithm 5 ((k, ℓ)-Scaling).
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Algorithm 5 (k, ℓ)-Scaling.

Data: sequence of curves Z, number of clusters k ∈ N, complexity of center ℓ ∈ N,
approximation factor α

Result: sequence of valid clustering C with their respected radius r

/* initialization and small value treatment */
C ← ∅
for i ∈ [k] do

z ← next(Z)
C ← C ∪ {(z, {z})}
yield C, 0

2αr ← minimal distance of any pair in the first k + 1 curves
/* the core of the algorithm */
while z ∈ Z do

z ← next(Z)
if Bηr(z) ∩ C = then C ← C ∪ {z}
/* merge step */
while |C| > k do

r ← αr

merge clusters with the 2αr-threshold graph
yield C, r // generator notation from python

▶ Theorem 11. Algorithm 5 ((k, ℓ)-Scaling) yields an 8-approximation and computes a
clustering of n curves with cluster radius r∗ in O((kℓ2 log ℓ + k log k) log(r∗/r0) + knℓ2)
amortized time.

Proof. The correctness follows from McCutchen and Khuller [18] and the performance ratio
is described by ηr/r∗ ≤ η and η := 2α2/(α− 1). This is at its smallest at α = 2.

We get the number of update steps with log(r∗/r0). This only needs to be multiplied
by the runtime of the update step. After adding the number of decisions of the Fréchet
distance, we need to check if a curve fits into an existing cluster. We get a runtime of
O((kℓ2 log ℓ + k log k) log(r∗/r0) + knl2). ◀

We can improve the approximation factor with the trick from McCutchen and Khuller [18].
It uses multiple instances of the “scaling algorithm” with different start values. This leads to
the approximation factor of (2 + ε) and the runtime and space increases by O(ε−1 log ε−1).

5 Dynamic L-budget clustering

Now, we consider clustering with a fixed budget in the dynamic setting. We assume each
input curve has at most complexity L, i. e. is an L-simplification if necessary. We provide an
η(1 + ε)-approximation of dynamic L-budget clustering when using (1 + ε)L as budget. In
L-budget clustering, we can trade between cluster complexity and the number of clusters.
The novel aspect of our setting is that we have differently complex centers, and the complexity
of a simplification can change. Simplifying gives a new way to lower the complexity of a
cluster by replacing the current center with a simplification of it. We show that there is a
natural moment when we will simplify and when we will merge clusters.
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For the construction, we need a witness of the minimal complexity for each cluster center
and each r. We always have to guarantee a (1+ε)-approximation of the optimal simplification
in the ball Br. However, we cannot compute these simplifications later and must work with
the range of stored simplifications. This means we will have such simplification only up
to a resource augmentation of (1 + ε). We build on the work of Charikar et al. [12] and
McCutchen and Khuller [18], who introduce the approximation factor η. A clustering is valid
if the maximum radius is smaller or equal to η(1 + ε)r∗ and the sum of the complexity of the
centers is smaller or equal to (1 + ε)L. We will show that our incremental algorithm adds a
curve and constructs a new valid clustering given a previously valid clustering.

In Algorithm 6 (Initialization), we get our first curve z and compute all the (1 + ε)-
simplifications with algorithm Sd (see Section 2). Our simplification algorithm gives the best
guarantees, needing a resource augmentation of only (1 + ε) but works only for curves in
2D. We represent a cluster with a set of tuples of the center, the witness’s influence, and the
cluster radius’s upper bound for each simplification. We define dF (c−1, z) :=∞.

Algorithm 6 Initialization.

Data: polygonal curve z, budget L ∈ N
Result: valid clustering C with its respected radius r

/* (center, witness influence, upper bound on cluster radius) */
C ← {((ci, dF (ci−1, z), dF (ci, z)) | ci ∈ SimplificationRange(z, (1 + ε), L)}
r, l← dF (c0, z), L

return C, r

▶ Lemma 12. Algorithm 6 (Initialization) gives a valid clustering, the runtime is in
O(ε−1(log ε−1 log2 L + L)L2 log L) and the space is in O((1 + ε)L).

Proof. We get the complexity of the centers by construction. For the simplification algorithm,
we already showed that this produces a (1 + ε)-simplification to the optimal simplification.
Because the distance between the curve and the simplification monotonically decreases in
the number of nodes, we get that the highest complex simplification has to be as good as the
optimal simplification. Thus, we get that r ≤ r∗(1 + ε). From this, it then follows that the
clustering is valid.

The runtime is dominated by the runtime of Algorithm 3 (Simplification Range). ◀

So, we can assume that we have a valid clustering for the main algorithm and show that
we maintain it when we add a new curve w.

Algorithm 7 L-Budget Main.

Data: sequence of curves Z, budget L ∈ N
Result: sequence of valid clustering C with their respected radius r

z ← next(Z)
C, r ← Initialization(z, L)
yield C, r

for z ∈ Z do
C ← Insertion(z, C, ηr)
C, r ← Make Clustering Valid(C, L, r)
yield C, r
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The structure of our Algorithm 7 (L-Budget Main) is that of the algorithm from Charikar
et al. [12], but we changed the while loop to be controlled by the complexity of the clustering.
The same two cases can happen.

In the first case, we can insert with Algorithm 8 (Insertion) the curve z without creating
a new cluster. Then, l and r do not change.

Algorithm 8 Insertion.

Data: polygonal curve z, clustering C, radius r, budget L ∈ N
Result: updated clustering C containing z

/* inserting curve z if possible */
for C ∈ C do

if z ∈ Bηr(Ccenter) then
C ← (ci, wi, max(ri, dF (ci, z)))
return C

/* z has distance > r to all other cluster centers. */
C ← {(ci, dF (ci, z), dF (ci, z)) | ci ∈ SimplificationRange(z, (1 + ε), L)}
/* reduce the complexity of the centers and guarantee the witness */
C ← ShortenCenterList(C, r)
C ← C ∪ {C}
return C

When we insert z into a cluster, we compute the distance to all simplifications of the
center and update the upper bound on the maximum radius. In the second case, we could
not find a cluster for z, so it has to introduce a new one. For this, we do the same as in the
initialization and remove all the centers with an upper bound lower than r up to the lowest
complex one. This is done with Algorithm 9 (Shorten Center List). There has to be at least
one simplification with the upper bound lower or equal to r because we assume the curve
has complexity at most L and so, the curve itself can be a center. We also computed the
radius r′ of the by factor (1 + ε) more complex simplification. So, we can guarantee that the
simplification is the best for any radius smaller than r′ with the resource augmentation of
(1 + ε).

Algorithm 9 Shorten Center List.

Data: center set C, radius r

Result: reduced center set C with minimal complexity for the given r

idx← max{(ci,wi,ri):=C[i],wh≤r} h

return C[idx :]

▶ Lemma 13. Algorithm 9 (Shorten Center List) reduces the list of centers to the minimal
complexity given r and keeps the cluster valid, runs in place and in O(log log L) time.

Proof. The center list contains the optimal centers for the opening curve z up to a factor
of (1 + ε) in complexity. Before the shortening, the curves in the cluster had at most ηrold

distance from the old center. The old center was in rold of z, and z is in rnew of the new
center. The radius rnew is at least α times the old rold. Therefore, the distance to the new
center is at most (η + α + 1)rold. This, of course, needs to be less than ηαrold, which is true
for all our α > 1. This proves that the new center keeps the cluster valid. The next center
would be farther than r to z, invalidating z as a witness.
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The values of wi have to be monotonically increasing. The list length is O(log L), and
binary search inserts another log. ◀

We use Algorithm 10 (Make Clustering Valid) to deal with too complex clusterings. It
starts with increasing the distance r, which allows us to simplify the cluster centers further.
We finish if the total complexity is at most the budget, and the pairwise center distances are
at least distance 2α. Otherwise, we merge clusters with the 2αr-threshold graph.

Algorithm 10 Make Clustering Valid.

Data: clustering C, budget L ∈ N, radius r

Result: valid clustering C with its respected radius r

while l > (1 + ε)L do
r ← αr

/* simplifying the centers and changing the witness */
for C ∈ C do

Shorten Center List(C, r)
/* reducing the numbers of clusters */
merge clusters with the 2αr-threshold graph
l← cplx(C)

return C, r

▶ Theorem 14. After Algorithm 10 (Make Clustering Valid), we have a valid clustering for
the curves considered, and an outer loop needs O(L2) time.

Proof. The algorithm covers the curves, and the complexity of the centers is, at most, the
budget by construction. The maximum radius is ηr implying r∗ ≤ ηr. We now show that
r ≤ r∗. See Figure 3 for a visualization of the flow of charge and the inter-cluster distance.

Before the last loop in the merge loop, we covered the curves with complexity over the
budget and radius ηrold. We will charge this onto the optimal solution to show that there
cannot be a solution with the given rold. We start with charging the complexity of the
solution to the centers with their respective complexity. Now, every center ci has a witness
wi who is part of its cluster and proves the minimality of the center up to the factor of
(1 + ε). So, we charge the center’s complexity times the factor of (1 + ε) to its witness and
then to the optimal center c∗

i . We cannot charge two curves in the same optimal cluster
as we merge clusters within 2αrold. Hence, each optimal center got charged at most once.
However, the optimal centers each got charged their complexity times the factor of (1 + ε) or
less, as each of our centers is the minimal complexity curve in the range of the witness up to
the factor of (1 + ε). If we now sum up the charges on the optimal centers, we get a lower
bound of (1 + ε) times the complexity of the optimal solution. But our initial complexity is
greater than (1 + ε) times the budget L.

Because of the size constraint, we cannot maintain the threshold graph in memory, so we
need to decide each edge, which takes O(L2) time by deciding the Fréchet distance between
every cluster. ◀

▶ Lemma 15. Algorithm 7 (L-Budget Main) gives a valid solution for each iteration.

Proof. If we insert a curve into a cluster, everything stays the same, inheriting the validity.
If we must introduce a new cluster, the merge loop implies the solution’s validity. ◀

SWAT 2024



18:14 Dynamic L-Budget Clustering of Curves

Figure 3 On top is an illustration of the flow of charge and below inter-cluster distance requirement.

▶ Theorem 16. Algorithm 7 (L-Budget Main) gives an (8 + ε)-approximation ratio with a
(1 + ε)-resource augmentation, needs O∗(L3 log L + L2 log(r∗/r0)) time and O(Lε−1) space
with r0 being the inital and r∗ the optimal radius.

Proof. The performance ratio of the clustering is ηr/r∗ ≤ η with η := 2α2/(α− 1) which is
minimal at α = 2. Multiplying the simplification error gives us (8 + ε).

The worst-case path through the algorithm first tests every existing cluster to see
if the new curve fits. This needs multiple decisions of Fréchet distances, which take
O(L2) time. Introducing a new cluster and computing the range of simplifications takes
O(ε−1(log ε−1 log2 L + L)L2 log L) time. Each outer loop of Algorithm 10 (Make Clustering
Valid) needs O(L2) time. Because we will need at most log(r∗/r0) many of them, we get
O(ε−1(log ε−1 log2 L + L)L2 log L + L2 log(r∗/r0)) time.

The space requirements of computing the simplification is O(L), and the size of the data
structure for the clusters is in O(lε−1). The complexity only increases if a new cluster is
added, but l ∈ O(L) because curves have at most complexity L. ◀

The trick from McCutchen and Khuller [18] can be applied because they rely on α getting
big, which coincides with our restriction to not overcharge the optimal clusters – leading to
a (2 + ε)-approximation but runtime and space increases by O(ε−1).

Reintroducing the simplification and using the algorithm from Abam et al. [1] of the
curve to fit the O(L) space assumption adds the space requirement of O(L2), adds the
(16
√

2 + ε)-approximation factor, and increases the resource augmentation to (2 + ε).

6 Experiments

We conducted experiments to compare the results of L-budget clustering to (k, ℓ)-center
clustering and their respective runtimes. We use Dennis Rohde’s C++ implementation for
Fréchet distance, simplification, and (k, ℓ)-clustering5, in which we added a decider for the
Fréchet distance and used it in the implementation of the simplification of Agarwal et al. [3].
As dataset, we used the trajectories of homing pigeons [17] also used by [9] to demonstrate
(k, ℓ)-center clustering. We computed clusterings for varying budget L and varying number n

of curves from the data set. We compare our results to the best (k, L/k)-clustering found in
a linear search over all k ∈ [L]. Figure 4 displays one result of a (k, ℓ)-center and a L-budget
clustering on this data. The curves contain some outliers and a central cluster detected by

5 https://github.com/derohde/Fred

https://github.com/derohde/Fred
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both clusterings. The central cluster in the middle is quite straight with minor deviations.
The outliers to the north and west make quite a detour and hence need a complex center
to be represented well. Both algorithms found 5 clusters but static L-budget with half
the radius (r = 0.0097). For this inhomogeneity in cluster complexity, L-budget clustering
was designed. The (k, ℓ)-center clustering, in contrast, overfits the middle cluster without
improving the clustering radius, but also has too little complexity to represent the outliers.

Figure 4 Example of a (k, ℓ)-center (left) and L-budget (right) clustering on a n = 25 curves
using a budget of L = 50. Clusters are indicated by color and cluster centers have marked vertices.

Figure 5 shows the resulting runtimes.

Figure 5 Shown are the runtimes of the algorithms in seconds. The runtime of some of the
(k, l)-clustering experiments exceeded our time and did not finish.

The runtimes grow in L and n, seemingly slower than linear in L or n. This could be
because the simplification algorithm finds long shortcuts quickly, and the clustering reduces
most Fréchet distance decisions to clear-cut cases where at least one curve is of low complexity.
For all interesting L and n, we also see that both implementations of L-budget clustering
are much faster than using (k, ℓ)-center clustering. This is also the case for larger n or L if
we compute only one instance of (k, ℓ) clustering.

To compare the results, we divide the radius found by the L-budget clustering by the
best radius found by the (k, l)-center clustering in Figure 6.
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Figure 6 Shown is the radius size in percent against the best possible (k, ℓ)-center clustering.
Some curves stop early because of the missing reference clustering.

These experiments suggest that L-budget clustering finds clusterings with significantly
smaller clustering radius than a comparable (k, ℓ)-center clustering instance. The faster
runtime enables the clustering of much larger instances.

7 Conclusion

We have addressed center clustering problems of complex objects under space constraints.
We introduced the L-budget clustering problem to handle the issue and presented a 3-
approximation for the static setting. We continued with the dynamic (k, ℓ)-clustering
and then considered the space-restricted streaming setting. For the streaming setting, we
presented an (8 + ε)-approximation algorithm with a (1 + ε) resource augmentation over the
budget L and gave a (2 + ε)-approximation with resource augmentation but with increased
runtime and space requirements. We concluded with proof-of-concept experiments showing
that the clustering is fast in practice and produces good results.

For L-budget clustering the objects to be clustered require a notion of simplification.
While for curves streaming algorithms for simplification are known, it remains open is to
find such an algorithm that works in O(ℓ) space. It would also be interesting to consider
L-budget median clustering, where not the maximum but the summed radii are considered.
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Abstract
For a positive real γ ≥ 1, a γ-certified algorithm for a vertex-weighted graph optimization problem
is an algorithm that, given a weighted graph (G, w), outputs a re-weighting of the graph obtained by
scaling each weight individually with a factor between 1 and γ, along with a solution which is optimal
for the perturbed weight function. Here we provide (1 + ε)-certified algorithms for Dominating Set
and H-Subgraph-Free-Deletion which, for any ε > 0, run in time f(1/ε) · nO(1) on minor-closed
classes of graphs of bounded local tree-width with polynomially-bounded weights. We obtain our
algorithms as corollaries of a more general result establishing FPT-time certified algorithms for
problems admitting, at an intuitive level, certain “local solution-improvement properties”. These
results improve – in terms of generality, running time and parameter dependence – on Angelidakis,
Awasthi, Blum, Chatziafratis and Dan’s XP-time (1 + ε)-certified algorithm for Independent Set
on planar graphs (ESA2019). Furthermore, our methods are also conceptually simpler: our algorithm
is based on elementary local re-optimizations inspired by Baker’s technique, as opposed to the heavy
machinery of the Sherali-Adams hierarchy required in previous work.
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1 Introduction

In many algorithmic contexts there is no tolerance for uncertainty. For instance, when lives
are at stake (e.g. kidney exchanges [6, 15]), the difference between an approximate solution
and a truly optimal one is staggering. However, finding exact optima only makes sense if the
objective function which we are optimizing is known to accurately model the optimization
problem at hand (and often this is not the case in e.g. clustering or vertex-optimization
problems [13]). Indeed, if the objective function is only an approximate model, then there is
no use in finding a true optimum relative to this objective function: after all, how could one
tell whether the returned solution is “truly” optimal or if it is instead optimal simply due to
the error, or noise in the objective function?
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Thus it is clear that, if we are optimizing an objective function which is subject to a
certain degree γ of error, then it only makes sense to find optimal solutions when the inputs
are stable under γ-perturbations: i.e. stable under small variations in the objective by factors
which are at most our error γ. The precise formulation of the notion of γ-stability (which
follows) is due to Bilu and Linial [3] and is a necessary prerequisite to the notion of certified
algorithms, the focus of this paper.

▶ Definition 1.1 (γ-perturbation). For any γ ∈ R≥1 and set S, a γ-perturbation of a function
w : S → R is a function w′ : S → R satisfying w(v) ≤ w′(v) ≤ γ · w(v) for all v ∈ S.

▶ Definition 1.2 (γ-stable). For any γ ∈ R≥1, a γ-stable instance (G, w : V (G) → R) of a
vertex-minimization problem Π is an instance admitting a unique optimal solution S which
remains optimal (though not necessarily unique) even under γ-perturbations of (G, w).

Determining whether an instance is γ-stable or not can be a challenging computational
task [13]. However, this is often beside the point: if we do not know whether the objective
function we are optimizing has error or not, then it is enough to find a γ-approximate solution
with the extra guarantee that the returned solution is optimal whenever the instance is
γ-stable. Certified algorithms [3, 12, 13, 14] satisfy these requirements and more.

▶ Definition 1.3 (Certified algorithm). A γ-certified solution to an instance (G, w : V (G) → N)
of a weighted vertex-optimization problem Π is a pair (S, w′ : V (G) → R+) where w′ is a
γ-perturbation of w and S is an optimal solution on (G, w′). A γ-certified algorithm for Π
is one mapping instances of Π to γ-certified solutions.

Note that every γ-certified algorithm also serves as a factor-γ approximation algorithm [13,
Thm. 5.11] for the problem, while the converse is false in general. For example, a γ-
approximation for the Dominating Set problem may output a solution that fails to be
inclusion-minimal, but this can never be the output of a γ-certified algorithm since there is
no γ-perturbation for which such a solution is optimal.

Contributions. This paper is a foray into merging certified algorithms with parameterized
complexity: here we develop FPT-time (1 + ε)-certified algorithms for vertex-optimization
problems (Definition 2.2) parameterized by 1/ε. Specifically we provide certified algorithms
for H-Subgraph-Free-Deletion (for connected H) and Dominating Set which run in
polynomial time on minor-closed classes of bounded local tree-width, which are exactly
the apex-minor free graphs (Section 2). These results improve – in terms of generality,
running time and parameter dependence – on Angelidakis, Awasthi, Blum, Chatziafratis and
Dan’s XP-time (1 + ε)-certified algorithm for Independent Set on planar graphs [1] which
inspired the present paper.

Our results (Corollary 3.6) are obtained as by-products of our main theorem (Theorem 1.7).
They draw inspiration from Baker’s celebrated technique [2] and they establish FPT-time
certified algorithms for any problem Π on such graph classes provided Π satisfies certain
“local solution-improvement properties”. The rest of this section will lead up to the formal
statement of our main theorem by explaining precisely what these properties consist of.

The “local” nature of the “solution-improvement properties” mentioned above has to
do with the operation of m-stitching. Intuitively, this operation consists of amending a
given solution S1 by “stitching” onto it a small, local portion of another solution S2. In the
following definition, Nm

G [J ] denotes the closed m-neighborhood of vertex set J (see Section 2).
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▶ Definition 1.4 (m-stitch operation). For an integer m ≥ 0 and vertex sets J, S1, S2 ⊆ V (G)
of a graph G, we define the m-stitch of S2 onto S1 along J as:

S2 ⊕m
G,J S1 := (S1 \ J) ∪ (S2 ∩ Nm

G [J ]).

Naturally we refer to vertex-optimization problems whose set of feasible solutions is closed
under the m-stitch operator as m-stitchable.

▶ Definition 1.5 (m-stitchable). A vertex-optimization problem Π is m-stitchable if, for any
feasible solutions S1 and S2 to Π on a graph G and any vertex set J ⊆ V (G), we have that
S2 ⊕m

G,J S1 is a feasible solution to Π on G.

While the stitching operation seems natural, we are not aware of earlier work exploiting this
idea. Our main theorem requires as a subroutine an algorithm for the following computational
task for minimization problems. Roughly speaking, algorithms for the task below should be
thought of as “local optimization” routines which improve any given solution S to produce
solutions which are at least as good as any m-stitch onto S.

Π-m-Stitching Parameter: tw(G[Nm
G [J ]])

Input: an instance (G, w : V (G) → N) to an m-stitchable vertex-optimization problem Π
along with a solution S and a vertex set J ⊆ V (G).
Task: find a feasible solution S′ to Π on G, such that for all other feasible solutions S∗,
we have w(S′) ≤ w(S∗ ⊕m

G,J S).

Notice that Π-m-Stitching is parameterized by the tree-width of the closed distance-m
neighborhood of J ; this restricts the exponential dependency of this local optimization task
in terms of the tree-width of the closed m-neighborhood of J .

Finally, we can state our main result (Theorem 1.7) which, sweeping some details under
the rug, can be thought of as a way of turning any algorithm for Π-m-Stitching into an
FPT-time certified algorithm for Π whenever we can quickly guess at least one feasible
solution (Definition 1.6).

▶ Definition 1.6 (Guessable). We say that a vertex-optimization problem Π is guessable if
there is an algorithm that outputs a feasible solution (with no requirement for optimality) in
polynomial-time.

▶ Theorem 1.7 (main). Let G be a minor-closed graph class whose local tree-width is bounded
above by a linear function of the form g : r 7→ λr (where r ∈ N) for some given, fixed λ ∈ R.
If Π is a vertex-minimization problem such that:

Π is guessable and m-stitchable for some m ∈ N, and
there exists an algorithm A which solves Π-m-Stitching in time f(t) · |V (G)|O(1),
where t = tw(G[Nm

G [J ]]) and f is some computable function;
then, for each ε > 0 there is a (1 + ε)-certified algorithm for Π which runs in time f(λm/ε) ·
|V (G)|O(1) on any input (G, w : V (G) → N) with G ∈ G and polynomially-bounded weights.

We note that Theorem 1.7 also applies to the complementary maximization problem (see
Section 5 for the formal definition) of any minimization problem Π as above. This observation
will furthermore allow us to obtain a 2O(1/ε) · nO(1)-time certified algorithm for the maximum
independent set problem (with polynomially bounded integer weights), which improves on
the algorithm with running time nO(1/ε) by Angelidakis, Awasthi, Blum, Chatziafratis and
Dan [1]. Apart from being more efficient and more general, our algorithm is also conceptually
simpler. It relies on repeated improvement of a solution in bounded-tree-width subgraphs,
rather than the technical machinery of the Sherali-Adams hierarchy employed in earlier work.

SWAT 2024
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Organization. After establishing some preliminary background and notation in Section 2,
we will show in Section 3 how to apply our main theorem to obtain certified algorithms
for H-Subgraph-Free-Deletion and Dominating Set. The main theorem itself (Theo-
rem 1.7) is instead proved later on in Section 4. We discuss our algorithmic results and their
application to complementary maximization problems in Section 5, which is also where we
pose open questions as an invitation to further work.

2 Preliminaries

We follow the convention that zero is a natural number. We only consider finite, simple, and
undirected graphs, which consist of a vertex set V (G) and edge set E(G) ⊆

(
V (G)

2
)
. For m ∈ N,

the closed m-neighborhood Nm
G [X] of a vertex subset X ⊆ V (G) in G is defined inductively

as Nm
G [X] := NG[Nm−1

G [X]] where N1
G[X] = NG[X] = {y ∈ V (G) | ∃x ∈ X : {x, y} ∈

E(G)} ∪ X. The open m-neighborhood Nm
G (X) is defined as Nm

G (X) := Nm
G [X] \ X. The

tree-width [8] of a graph G is denoted tw(G). The diameter of a connected graph G, which
is defined as the maximum number of edges on any shortest path, is denoted by diam(G).

Throughout this paper we will always assume that weight functions are polynomially
bounded in the size of the graph; i.e. we always consider weight functions of the form
w : V (G) → {0, . . . , |V (G)|O(1)}. This restriction is crucial to obtaining polynomial-time
algorithms for the vertex-optimization problems (defined below) considered in this paper.

▶ Definition 2.1. A vertex-subset property P assigns to each graph G the subset P(G) ⊆
2V (G) of vertex sets that satisfy property P on G. We say that a set S ⊆ V (G) is feasible
for P on G when S ∈ P(G).

▶ Definition 2.2 (vertex-optimization). A vertex-optimization problem Π is any pair of the
form (P, goal) consisting of a vertex-subset property P and a function goal ∈ {min, max}.
The task of Π is to find some vertex subset Ŝ ∈ P(G) such that w(Ŝ) = goalS∈P(G)w(S).
We call Π a vertex-minimization problem if goal = min and a vertex-maximization problem
otherwise.

Our main algorithmic theorems concern algorithms running in minor-closed classes of (linearly)
bounded local tree-width. We recall these notions below (where d(x, y) denotes the usual
shortest-paths distance metric on graphs).

▶ Definition 2.3 (local tree-width). Given a graph G, the local tree-width of G is the map

loctwG : N → N where loctwG : δ 7→ max
x∈V (G)

tw
(
G[{y ∈ V (G) : d(x, y) ≤ δ}]

)
.

▶ Definition 2.4 (graphs of bounded local tree-width). A graph class C has bounded local
tree-width if there is a function f : N → R such that loctwG(r) ≤ f(r) for all (G, r) ∈ C ×N.
Furthermore, if there is a λ ∈ R such that the function f above can be defined as f : r 7→ λr,
then we say that C has λ-linear local tree-width.

An apex graph is a graph that can be made planar by removing a single vertex. Eppstein [9]
proved that a minor-closed class of graphs has bounded local tree-width if and only if it
excludes an apex graph as a minor. Demaine and Hajiaghayi [7, Theorem 4.1] proved that
any apex-minor-free graph has linear local tree-width, thereby leading to the following
equivalence.

▶ Theorem 2.5 ([7, 9]). A minor-closed graph class C has bounded local tree-width if and
only if it has λ-linear local tree-width for some λ ∈ R.
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For any graph-theoretic notation not defined here, we refer the reader to Diestel’s
textbook [8]; similarly for standard notation in parameterized complexity theory see Cygan
et al.’s textbook [4].

3 Applications of Theorem 1.7

Here we will apply Theorem 1.7 to obtain FPT-time certified algorithms for
Dominating Set and H-Subgraph-Free-Deletion. We recall the definitions of these
problems below.

H-Subgraph-Free-Deletion (for a fixed connected graph H)
Input: a vertex-weighted graph (G, w : V (G) → N).
Task: find a minimum-weight subset X ⊆ V (G) such that no subgraph of G − X is
isomorphic to H.

Dominating Set
Input: a vertex-weighted graph (G, w : V (G) → N).
Task: find a minimum-weight subset X ⊆ V (G) such that V (G) = NG[X].

To apply our main theorem to these problems we need to show that they are guessable
(which is trivially true: V (G) is feasible solution), m-stitchable for some appropriate choices of
m, and that there are FPT-time algorithms for the relevant stitching problems parameterized
by tree-width. We begin with stitchability.

▶ Lemma 3.1. Dominating Set is 2-stitchable while H-Subgraph-Free-Deletion is
diam(H)-stitchable for any connected graph H.

Proof. Consider any three vertex sets J, S1, S2 ⊆ V (G).
First we consider Dominating Set. If S1 and S2 are dominating sets, then so is

S2 ⊕2
G,J S1: any vertex of V (G) \ NG[J ] is dominated by S1 \ J while vertices of NG[J ] are

dominated by S2 ∩ N2
G[J ]. Note that we need to consider the 2-neighborhood of J , since

there might be vertices in NG(J) that S1 dominates from within J but that S2 dominates
from N2

G(J).
Now we turn our attention to H-Subgraph-Free-Deletion. Let h : H ↪→ G be an

H-subgraph of G. If S1 and S2 are H-hitting sets and h(H) is not hit by S1 \ J , then
V (h(H) ∩ J) ̸= ∅. Hence h(H) lies entirely in N

diam(H)
G [J ], since H is connected. But then

h(H) is hit by S2 ∩ N
diam(H)
G [J ]. Thus S2 ⊕diam(H)

G,J S1 is an H-hitting set. ◀

Next we give algorithms for H-Subgraph-Free-Deletion-Stitching (Lemma 3.2) and
Dominating Set-Stitching (Lemma 3.3).

▶ Lemma 3.2. Let H be a fixed connected graph and m := diam(H). Given any algorithm A
which solves H-Subgraph-Free-Deletion on any vertex-weighted instance (G, w : V (G) →
N) in time f(tw(G)) · |V (G)|c for some function f and constant c, the following algorithm
solves H-Subgraph-Free-Deletion-m-Stitching in time f(tw(Q)) · |V (G)|c where Q =
G[Nm

G [J ]].
Algorithm Stitch-H-Del
Input: a vertex-weighted graph (G, w : V (G) → N), a vertex set J ⊆ V (G), and a feasible
solution S1 on G, i.e., graph G − S1 has no subgraph isomorphic to H.
Output: a feasible solution S′ on G, such that for all other feasible solutions S∗, we have
w(S′) ≤ w(S∗ ⊕m

G,J S1).
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1. Let F = G[Nm
G [J ] \ (S1 \ J)].

2. Let S2 be the output of the algorithm A on input (F, w|V (F )).
3. Return S2 ⊕m

G,J S1 if w(S2 ⊕m
G,J S1) < w(S1) and S1 otherwise.

Proof. The running time is clearly dominated by that of A. Notice, towards proving
correctness, that S2 ⊕m

G,J S1 is feasible: the set S′
2 := S2 ∪ (V (G) \ V (F )) ∪ (S1 ∩ Nm

G (J)) is
an H-deletion set in G and thus, by the m-stitchability of H-Subgraph-Free-Deletion
and definition of F , we find that S′

2 ⊕m
G,J S1 = S2 ⊕m

G,J S1 is an H-deletion set.
Now assume by way of contradiction that there is a feasible solution S3 such that

w(S2 ⊕m
G,J S1) > w(S3 ⊕m

G,J S1). Then we have that:

w|V (F )(S2) = w(S2) = (since S2 ⊆ V (F ))
= w(S2 ∩ Nm

G [J ]) (since V (F ) ⊆ Nm
G [J ])

= w(S1 \ J) + w(S2 ∩ Nm
G [J ]) − w(S1 \ J)

= w
(
(S1 \ J) ∪ (S2 ∩ Nm

G [J ])
)

− w(S1 \ J) (since V (F ) ∩ (S1 \ J) = ∅)
= w(S2 ⊕m

G,J S1) − w(S1 \ J) (by def. of stitch)
> w(S3 ⊕m

G,J S1) − w(S1 \ J) (by assumption on S3)
= w

(
(S1 \ J) ∪ (S3 ∩ Nm

G [J ])
)

− w(S1 \ J) (by def. of stitch)
= w

(
(S3 ∩ Nm

G [J ]) \ (S1 \ J)
)

(w(A ∪ B) − w(A) = w(B \ A))
= w

(
S3 ∩ (Nm

G [J ] \ (S1 \ J)
)

((A ∩ B) \ C = A ∩ (B \ C))
= w(S3 ∩ V (F )) (by def. of F )
= w|V (F )(S3 ∩ V (F ))

which contradicts the fact that S2 was optimal on (F, w|V (F )) since S3 ∩ V (F ) is an H-
deletion set on F (because the property of being an H-deletion set is closed under induced
subgraphs). ◀

Since – in contrast to H-deletion sets – the property of being a dominating set is not closed
under taking induced subgraphs, our algorithm for Dominating Set-2-Stitching will
require slightly different ideas from those in Lemma 3.2. Indeed, rather than finding a
solution that is locally optimal after the removal of S1 \ J (as we did in the previous lemma),
we will instead find a minimum-weight set that dominates all vertices which are not already
dominated by S1 \ J .

▶ Lemma 3.3. Given any algorithm A which solves Dominating Set on any vertex-weighted
instance (G, w : V (G) → N) in time f(tw(G)) · |V (G)|c for some function f and constant c,
the following algorithm solves Dominating Set-2-Stitching in time f(tw(Q)) · |V (G)|c
where Q = N2

G[J ].
Algorithm Stitch-Dom-Set
Input: a vertex-weighted graph (G, w : V (G) → N), a vertex set J ⊆ V (G), and a
dominating set S1 on G.
Output: a dominating set S′ in G, such that, for all other dominating sets S∗, we have
w(S′) ≤ w(S∗ ⊕2

G,J S1).
1. Define F to be the graph obtained from G[N2

G[J ]] by adding a new vertex f with
NF (f) := NG(NG[J ]). (Vertex f is adjacent to the vertices at distance exactly two
from J in G.)
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2. Define wF : V (F ) → N as

wF : x 7→

{
0 if x ∈ (S1 \ J) ∪ {f}
w(x) otherwise.

(1)

3. Let S2 = S′
2 \ {f} where S′

2 is the output of algorithm A on input (F, wF ).
4. Return S2 ⊕2

G,J S1 if w(S2 ⊕2
G,J S1) < w(S1) and S1 otherwise.

Proof. The proofs of the running-time bound and feasibility of S2 ⊕2
G,J S1 are virtually

identical to Lemma 3.2. Notice that we can assume that S1 ∩ N2
G(J) ⊆ S2 since, by its

definition in the algorithm above, wF (S1 \ J) = 0. The rest of the proof will make use of the
following auxiliary definition.

▶ Definition 3.4. Given a vertex subset X of a graph H, an X-dominating set in H is a set
S ⊆ V (H) such that y ∈ NH [S] for all y ∈ V (H) \ X.

We claim that S2 is a minimum-weight NF (f)-dominating set in G[N2
G[J ]] with respect

to weight function w. To see this, first of all note that S2 is a NF (f)-dominating set
since it dominates every vertex in F − f−NF (f) = G[N2

G[J ]] − NF (f): the vertex f that
is removed from the dominating set S′

2 in F only dominates vertices of {f} ∪ NF (f), so
the rest is dominated by S′

2 \ {f} = S2. Now suppose by way of contradiction that there
is an NF (f)-dominating set D in G[N2

G[J ]] with w(D) < w(S2). Then, since wF (f) = 0,
wF (D ∪ {f}) = w(D) < w(S2) = wF (S2 ∪ {f}) which contradicts the fact that S2 ∪ {f} is a
minimum dominating set on (F, wF ).

Now take any dominating set S3 in G. Observe that (S3 ⊕2
G,J S1) ∩ N2

G[J ] is an NF (f)-
dominating set in G[N2

G[J ]] and thus, by what we just showed,

w
(
(S3 ⊕2

G,J S1) ∩ N2
G[J ]

)
≥ w(S2). (2)

Using the fact that S1 \ J = (S1 \ N2
G[J ]) ∪ (S1 ∩ N2

G(J)), we thus have:

w(S3 ⊕2
G,J S1) = w

(
(S1 \ J) ∪ (S3 ∩ N2

G[J ])
)

(by def. of stitch)
= w(S1 \ N2

G[J ]) + w
(
(S1 ∩ N2

G(J)) ∪ (S3 ∩ N2
G[J ])

)
(by fact above)

= w(S1 \ N2
G[J ]) + w

(
(S3 ⊕2

G,J S1) ∩ N2
G[J ]

)
(by def. of stitch)

≥ w(S1 \ N2
G[J ]) + w(S2) (by Inequality (2))

= w(S1 \ N2
G[J ]) + w

(
(S1 ∩ N2

G(J)) ∪ S2
)

(since S1 ∩ N2
G(J) ⊆ S2)

= w(S1 \ N2
G[J ]) + w

(
(S1 ∩ N2

G(J)) ∪ (S2 ∩ N2
G[J ])

)
(since S2 ⊆ V (F ) \ {f})

= w
(
(S1 \ J) ∪ (S2 ∩ N2

G[J ])
)

(since N2
G[J ] \ N2

G(J) = J)
= w(S2 ⊕2

G,J S1). (by def. of stitch)
◀

From what we’ve seen so far in this section, we have that both Dominating Set and
H-Subgraph-Free-Deletion are stitchable (by Lemma 3.1). Thus, since these problems lie
in FPT parameterized by tree-width (as we recall for convenience in Theorem 3.5 below), we
can conclude by Lemmas 3.2 and 3.3 that both H-Subgraph-Free-Deletion-Stitching
and Dominating Set-Stitching also lie in FPT.

▶ Theorem 3.5 ([4, 5]). Given any weighted graph (G, w : V (G) → N) with tree-width at
most k, we can solve:

H-Subgraph-Free-Deletion in time 2O(k) · |V (G)|O(1) when H is a clique [5],
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H-Subgraph-Free-Deletion in time 2O(k)µ∗(H) log k ·|V (G)|O(1) when H is a connected
graph that is not a clique [5], and
Dominating Set in 2O(k) · |V (G)|O(1) [4, page 176],

where µ∗(H) for a connected graph H denotes the maximum, over all connected vertex
sets A ⊆ V (H) satisfying NH(NH [A]) ̸= ∅, of the quantity |NH(A)|.

Furthermore, since both H-Subgraph-Free-Deletion and Dominating Set are guess-
able, we can apply Theorem 3.5 to obtain (Corollary 3.6) polynomial time, certified algo-
rithms for H-Subgraph-Free-Deletion and Dominating Set on minor-closed classes
with bounded local tree-width.

▶ Corollary 3.6. For any minor-closed graph class C of λ-linear local tree-width
and each ε > 0 there are (1 + ε)-certified algorithms solving Dominating Set and
H-Subgraph-Free-Deletion whenever the input is of the form (G, w) with G ∈ C and
w : V (G) → N a polynomially-bounded weight function. Furthermore these algorithms respec-
tively admit the following worst-case running-time bounds:

2O(λ/ε) · |V (G)|O(1) in the case of H-Subgraph-Free-Deletion when H is a clique,
2O(k)µ∗(H) log k · |V (G)|O(1) (where µ∗(H) is the constant of Theorem 3.5 and k equals
diam(H)λ/ε) in the case of H-Subgraph-Free-Deletion for a connected graph H that
is not a clique, and
2O(2λ/ε) · |V (G)|O(1) in the case of Dominating Set.

4 Proving Theorem 1.7

The proof of Theorem 1.7 takes inspiration from Baker’s technique [2] for designing polynomial-
time approximation schemes on planar graphs. It will occur in three steps: we will outline
the algorithm in Section 4.2.1, show that it has the desired running time in Section 4.2.2,
and prove its correctness in Section 4.2.3. However, before doing so we shall briefly establish
a few useful definitions in Section 4.1 which will streamline the presentation of what follows.

4.1 Definitions for Theorem 1.7

Throughout we assume all graphs are connected unless stated otherwise and we denote any
interval {a, a + 1, . . . , b} in Z as [a, b]; furthermore we denote by ιa,b the obvious inclusion
ιa,b : [a, b] ↪→ Z given by ιa,b(i) = i for a ≤ i ≤ b. Often, we shall refer to ιa,b itself as an
interval.

▶ Definition 4.1 (m-boundary of an interval). Given any integer m ≥ 1, we define the left
and right m-boundaries of any interval ιa,b to respectively be the intervals

δL
m(ιa,b) : [a − m, a − 1] ↪→ Z and δR

m(ιa,b) : [b + 1, b + m] ↪→ Z.

We define the closed m-boundary of ιa,b as δm[ιa,b] : [a − m, a] ∪ [a, b] ∪ [b, b + m] ↪→ Z while
the open m-boundary of ιa,b is defined as δm(ιa,b) := δL

m(ιa,b) ∪ δR
m(ιa,b).

Recall that, given any vertex v in a graph G, the eccentricity of v in G is the maximum
length of a shortest path from v to any other vertex. Here we will denote this as ϵ̂(v, G) or
simply as ϵ̂(v) if G is understood from context.
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Ripples
When one drops a stone in a pond, an outward-radiating rippling ring of waves forms where
the stone hit the surface of the water. In analogy to this phenomenon, we shall now define
an r-ripple1 in a graph as the sets of vertices (the waves, as it were) at fixed distances from
some given vertex r.

▶ Definition 4.2 (r-ripple). Given a vertex r in a graph G, we call the function

ρr : Z → 2V (G) where ρr : i 7→ {x ∈ V (G) : d(r, x) = i}

the r-ripple in G. The vertex-subsets that make up a ripple will be referred to as waves: for
any integer i, we define the i-th wave in ρr to be the set ρr(i).

In Definition 4.2 above, we call the vertex r the center of the ripple. If the center of the
ripple is understood from context, then we simply denote the ripple as ρ. Notice that the i-th
wave of a ripple will always be empty if i is negative or if it is greater than the eccentricity
ϵ̂(r) of the center of the ripple; one should think of such as “dummy” indices. Our choice to
represent ripples as functions with domain Z is simply for notational convenience; indeed,
one could instead restrict these functions to simply view any r-ripple as a function with
domain {0, . . . , ϵ̂(r)}.

▶ Definition 4.3 ((a, b)-subripple; see also Figure (1)). Let ρ be an r-ripple in a graph G

and ιa,b : [a, b] ↪→ Z be an interval. We define the (a, b)-subripple in ρ to be the function
ρa,b : [a, b] → 2V (G) defined as the composite ρa,b := ρ ◦ ιa,b. The width of a finite subripple
is the number of waves it consists of (e.g. the width of an (a, b)-ripple is |b − a + 1|).

For any graph G and (a, b)-subripple of an r-ripple ρ in G, the graph G[
⋃

a≤i≤b ρ(i)] is a
subgraph of the graph G′ obtained from G by contracting all vertices v with dG(r, v) < a

into r. As
⋃

a≤i≤b ρ(i) is contained in N b−a+1
G′ [r], the tree-width of G[

⋃
a≤i≤b ρ(i)] is bounded

in terms of the local tree-width of G′. Whenever G comes from a minor-closed graph class C
of bounded local tree-width, we have G′ ∈ C which ensures a bound on its local tree-width.
This yields the following observation.

▶ Observation 4.4 ([11]). Let C be a minor-closed class of graphs which has λ-bounded linear
local tree-width. If ρ is an r-ripple in a graph G belonging to C, then the tree-width of any
(a, b)-subripple of ρ is upper-bounded by tw(G[

⋃
a≤i≤b ρ(i)]) ≤ λ(|b − a + 1|).

We note that one can of course use composition to generalize the notion of m-boundaries
from intervals (Definition 4.1) to (sub)ripples. Indeed, we overload the notation so that, for
example, the left m-boundary of any (a, b)-subripple ρa,b is denoted δL

m(ρa,b) and it is defined
as the composite ρ ◦ δL

m(ιa,b). One can similarly define right, open and closed m-boundaries
of any (a, b)-subripple.

In the rest of this section we shall make two further definitions related to simple construc-
tions with ripples: modular slices of a ripple (Definition 4.5) and the difference of a ripple and
a modular slice (Definition 4.6). Since both of these concepts are very easy to grasp visually,
we defer their formal definitions and instead define them first “by picture” in Figure (1)
below. The notation S mod 4

2 (i) in Figure (1) denotes the i-th modular slice (an evenly spaced
sequence of subripples with a given start-index i) and the difference ρ ⊖ S mod 4

2 (i) is simply
the sequence of subripples that is “left-over” from ρ after we remove the modular slice
S mod 4

2 (i).

1 This is sometimes referred to as a “layering” in the literature.
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index : 0 1 2 3 4 5 6 7 8 9

ρ : ρ(0) ρ(1) ρ(2) ρ(3) ρ(4) ρ(5) ρ(6) ρ(7) ρ(8) ρ(9)

ρ1,4 : | |

S mod 4
2 (0) : | | | | | |

ρ ⊖ S mod 4
2 (0) | | | |

ρ0,1 ρ4,5 ρ8,9

ρ2,3 ρ6,7

Figure 1 Illustration of subripples, modular slices, and remainders.

▶ Definition 4.5 (modular slices). Let ρ be an r-ripple in a graph G. For any integers s and
k with 1 ≤ s ≤ k and any integer i ∈ {0, 1, . . . , k − 1} define the set

Zk
s(i) :=

⋃
j∈Z

{j · k + i, j · k + i + 1, . . . , j · k + i + s − 1}

and consider its obvious inclusion ιs,k,i : Zk
s ↪→ Z. We call the map S mod k

s (i) : Zk
s → 2V (G)

defined as the composite S mod k
s := ρ ◦ ιs,k,i the i-th modular k-slice of width s in ρ.

▶ Definition 4.6 (Remainder). Let s, k, and i be integers with 1 ≤ s ≤ k and 0 ≤ i ≤ k − 1.
Let ρ be an r-ripple in a graph G and S mod k

s (i) : Zk
s ↪→ 2V (G) be a modular k-slice of width

s in ρ. Letting ιs,k,i : Z \ Zk
s ↪→ Z be the obvious inclusion of Z \ Zk

s into Z, we define the
remainder of S mod k

s (i) in ρ, denoted as ρ ⊖ S mod k
s (i), to be the composite ρ ◦ ιs,k,i.

To ease legibility and conciseness, throughout this document, we shall treat any subripple
(resp. modular slice or difference thereof) as the union of all of its constituent waves
whenever performing set-theoretic operations. For example, for any subset X of V (G) and
any (a, b)-subripple ρa,b, we shall simply write X ∩ ρa,b instead of X ∩ (

⋃
a≤i≤b ρ(i)).

Pigeonhole arguments on ripples and their modular slices
We will conclude this preliminary section by proving two auxiliary lemmas (Lemmas 4.7
and 4.9) which will be of use to us in the proof of Theorem 1.7. Intuitively, the next lemma
says that for any weighted vertex set X in a graph G, when considering the modular k-slice
of width s of a ripple in G, there will be an offset i such that the vertices contained in its
waves at offset i contribute at most an s

k fraction of the total weight of X.

▶ Lemma 4.7. Let ρ be an r-ripple in a weighted graph (G, w : V (G) → R+) and let k ≥ 1
be an integer. For any vertex set X ⊆ V (G) and integer 1 ≤ s ≤ k, there exists an integer
i ∈ {0, . . . , k − 1} such that S mod k

s (i) satisfies w(X ∩ S mod k
s (i)) ≤ s

k w(X).

Proof. Seeking a contradiction, assume no such index i exists and hence conclude, by
summing over each index 0 ≤ j ≤ k − 1, that∑

0≤j≤k−1
w(X ∩ S mod k

s (j)) >
∑

0≤j≤k−1

s

k
w(X) = s · w(X) 1

k
= s · w(X). (3)

However, since each non-empty wave of the ripple ρ is counted by exactly s out of k of the
modular k-slices in the sum above, we can contradict the strictness of Inequality (3) by
verifying that

∑
0≤j≤k−1 w(X ∩ S mod k

s (j)) =
∑

j′∈Z s · w(X ∩ ρ(j′)) = s · w(X). ◀
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Now consider, for example, the difference ρ ⊖ S mod 4
2 (0) shown in Figure 1 above. It is easy

to see (by inspection of the figure) that, after taking the closed 1-boundary of every subripple
in ρ ⊖ S mod 4

2 (0), the domains of the resulting subripples partition2 the domain of ρ. In
this case, we say simply that the extended subripples partition ρ. We can state this more
generally as the following observation.

▶ Observation 4.8. Let 0 ≤ 2s ≤ k be integers and ρ be an r-ripple in a graph G. If S mod k
2s

is a modular k-slice of width 2s in ρ, then
(
δs[ρa,b]

)
ρa,b∈ρ⊖S mod k

2s (i) partitions ρ for any i.

Observation 4.8 together with a pigeon-hole-like argument similar to that of the proof of
Lemma 4.7 yields the following lemma. It applies to two vertex subsets I and S in a weighted
graph G, which will later correspond to the solution S found by our algorithm and a solution I

that is purported to be better. The lemma applies when the weight of S \ I within the waves
of a ripple ρ, on vertices outside the i-th modular k-slice of a certain width 2s, is strictly
larger than the weight of I \ S. It guarantees the existence of a single subripple ρa,b with the
following special property: the weight of S \ I inside the subripple ρa,b is strictly larger than
the weight of I \ S inside the extended subripple ρa−s,...,b+s. We will later use this lemma
to argue that under certain conditions, a local optimization step can strictly improve the
solution.

▶ Lemma 4.9. Let ρ be an r-ripple in a weighted graph (G, w : V (G) → R+) and S mod k
s be

the modular k-slice of width 2s in ρ. If there are sets S, I ⊆ V (G) and an index i such that

w((S \ I) ∩ (ρ ⊖ S mod k
2s (i))) > w(I \ S), (4)

then there exists ρa,b ∈ ρ ⊖ S mod k
2s (i) satisfying w((S \ I) ∩ ρa,b) > w((I \ S) ∩ δs[ρa,b]).

Proof. Seeking a contradiction, assume no such subripple ρa,b exists; i.e. assume that

w((S \ I) ∩ ρa,b) ≤ w((I \ S) ∩ δs[ρa,b]) (5)

for all subripples ρa,b in the difference ρ ⊖ S mod k
2s (i). Then we have

w((S \ I) ∩ (ρ ⊖ S mod k
2s (i)) =

∑
ρa,b∈ρ⊖S mod k

2s (i)

w((S \ I) ∩ ρa,b) (by definition)

≤
∑

ρa,b∈ρ⊖S mod k
2s (i)

w((I \ S) ∩ δs[ρa,b]) (by Equation (5))

= w(I \ S)

where the last equality holds because
(
δs[ρa,b]

)
ρa,b∈ρ⊖S mod k

s (i) is a partition of ρ (by Obser-
vation 4.8). However, this contradicts Inequality (4) as desired. ◀

4.2 Proof of Theorem 1.7
We are now finally ready to prove Theorem 1.7: we will first describe (Section 4.2.1) the
algorithm mentioned in the statement of Theorem 1.7; then we shall establish its running time
guarantees (Section 4.2.2) and finally its correctness (Section 4.2.3). Using the existence of an
algorithm for Π-m-Stitching, it will be easy to describe our (1 + ε)-certified algorithms; the
main challenge lies in the proof that the solution it outputs is optimal for a (1+ε)-perturbation
of the input.

2 Notice that, although it is not drawn, ρ(0) is in the 1-boundary of the element ρ−1,−2 of ρ ⊖ S mod 4
2 (0).
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4.2.1 The algorithm
Throughout the rest of the proof of Theorem 1.7 we shall let Π be a vertex-optimization
problem as given in the statement of Theorem 1.7, i.e. it satisfies the following:
1. Π is guessable and m-stitchable for some given constant m ∈ N, and
2. there exists an algorithm A that solves Π-m-Stitching in time f(t)·|V (G)|O(1), where t =

tw(G[Nm
G [J ]]) and f is some computable function.

In what follows, given any feasible solution S on an instance (G, w) of Π and any (a, b)-
subripple ρa,b of an r-ripple ρ, we denote by A((G, w), S, ρa,b) the output of running the
algorithm A for Π-m-Stitching on inputs (G, w), the vertex set J of ρa,b, and the solution S.
The algorithm is defined as follows.

Algorithm StitchAndCertify
Input: a (connected) vertex-weighted graph (G, w : V (G) → N) and ε > 0.
Output: a vertex set Ŝ ⊆ V (G) and (1 + ε)-perturbation w′ of w such that Ŝ is an
optimal solution for Π on (G, w′).

1. Let r ∈ V (G) be an arbitrary vertex and let ρ be the r-ripple in G.
2. Let Ŝ be a feasible solution for Π on G (obtained by leveraging the guessability of Π;

c.f. Definition 1.6).
3. Let k = ⌈ 2m

ε ⌉ + 2m.
4. While there exists an (a, b)-subripple ρa,b of width k − 2m such that

w
(
A((G, w), Ŝ, ρa,b)

)
< w(Ŝ) (6)

then replace Ŝ with A((G, w), S, ρa,b).
5. Otherwise, return (Ŝ, w′ : V (G) → R+) where w′ is defined as

w′ : x 7→

{
w(x) if x ∈ Ŝ

(1 + ε)w(x) otherwise.
(7)

4.2.2 Running time
Recall that the parameter for Π-Stitching is the tree-width of the closed m-neighborhood
of the vertex set J along which we stitch. Each call to the algorithm A for Π-Stitching
(Inequality 6) made inside StitchAndCertify runs on a subripple of width k − 2m. Hence the
closed m-neighborhood of the subgraph along which we stitch is contained in δm[ρa,b], which
is a subripple of width k − 2m + 2m = k. By Proposition 4.4 we know that G[δm[ρa,b]] has
tree-width at most λk. These observations allow us to upper-bound the running time of each
call to A by f

(
tw(G[δm[ρa,b]])

)
· |V (G)|O(1) ≤ f

(
λk

)
· |V (G)|O(1).

Now, since all other lines of the algorithm clearly take polynomial time (recall that
Π is guessable by Definition 1.6), the calls to A dominate the running time. Note that,
for W = maxx∈V (G) w(x), the number of iterations in which we find a strictly better solution
is bounded by W ·n: the weight of the initial solution is at most W ·n, all weights are integers,
and the value cannot improve to below 0. Thus, since k ∈ O(m/ε) the entire algorithm runs
in time at most W · f(O(λm/ε)) · |V (G)|O(1), as desired.

4.2.3 Proof of correctness
To prove that StitchAndCertify is indeed a (1 + ε)-certified algorithm, we must show that the
output (Ŝ, w′ : V (G) → R+) consists of an optimal solution Ŝ for Π on the instance (G, w′)
(which is clearly a (1 + ε)-perturbation of the input (G, w)). It is easy to see that Ŝ is indeed
a solution to Π, since it is initialized as a feasible solution and is only replaced by the output
of A, which is also a feasible solution by definition. Hence it suffices to prove optimality.
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Assume, by way of contradiction, that Ŝ is not optimal. Then there is a solution I for Π
on (G, w′) such that

w′(Ŝ) > w′(I) =⇒ w′(Ŝ \ I) > w′(I \ Ŝ) =⇒ w(Ŝ \ I) > (1 + ε)w(I \ Ŝ) (8)

(by the definition of w′; see Equation (7)). The remainder of this proof will rest on the
following claim which states that not only is w(Ŝ \ I) > (1 + ε)w(I \ Ŝ), but moreover, there
exists an index of the modular slice whose intersection with Ŝ \ I has greater weight than
that of I \ Ŝ.

▷ Claim 4.10. For the given Ŝ and I, there exists an index 0 ≤ i ≤ k − 1 such that the
preconditions of Lemma 4.9 are met for s = m; stating this explicitly, there is a choice of i

such that w((Ŝ \ I) ∩ (ρ ⊖ S mod k
2m (i))) > w(I \ Ŝ).

Claim 4.10 (whose proof we defer to the end of this section) enables us to apply Lemma 4.9
in order to find a “heavy” subripple; i.e. a subripple ρa,b ∈ ρ ⊖ S mod k

2m (i) satisfying

w((Ŝ \ I) ∩ ρa,b) > w((I \ Ŝ) ∩ δm[ρa,b]). (9)

To aid the upcoming derivation, we now argue that the sets A := Ŝ\ρa,b, B := (I\Ŝ)∩δm[ρa,b],
and C := I ∩ Ŝ ∩ ρa,b, form a partition of D := (Ŝ \ ρa,b) ∪ (I ∩ δm[ρa,b]). To see this, observe
first that A, B, C are disjoint: A ∩ C = ∅ since C lives inside ρa,b but A outside; A ∩ B = ∅
since A lives inside Ŝ but B outside; and B ∩ C = ∅ since C lives inside Ŝ but B outside.
To establish that A, B, C partition D, it therefore suffices to argue their union covers D.
For this, the crucial insight is that those vertices of I ∩ Ŝ ∩ δm[ρa,b] that are not contained
in I ∩ Ŝ ∩ ρa,b, belong to Ŝ \ ρa,b and therefore to A.

Using this property we now deduce

w(Ŝ) = w
(
Ŝ \ ρa,b

)
+ w

(
Ŝ ∩ ρa,b

)
= w

(
Ŝ \ ρa,b

)
+ w

(
(Ŝ \ I) ∩ ρa,b

)
+ w

(
I ∩ Ŝ ∩ ρa,b

)
> w

(
Ŝ \ ρa,b

)
+ w

(
(I \ Ŝ) ∩ δm[ρa,b]

)
+ w

(
I ∩ Ŝ ∩ ρa,b

)
(by Inequality (9))

= w
(
(Ŝ \ ρa,b) ∪ (I ∩ δm[ρa,b])

)
(A, B, C partition D)

≥ w
(
(Ŝ \ ρa,b) ∪ (I ∩ Nm

G [ρa,b])
)

(δm[ρa,b] ⊇ Nm
G [ρa,b])

= w(I ⊕m
G,ρa,b

Ŝ) (by Definition 1.4).

But then this means that the m-stitch of I onto Ŝ along the subripple ρa,b of width
k − 2m yields a solution (since Π is m-stitchable) whose weight under w is strictly better
than Ŝ. By definition of Π-m-Stitching, the output of A for the subripple ρa,b is at least
as good, thus satisfying Inequality (6) of StitchAndCertify. We conclude that the algorithm
cannot possibly have terminated. Thus, since we have found our desired contradiction, all
that remains to be done is to prove Claim 4.10.

Proof of Claim 4.10. Applying Lemma 4.7 on (G, w) and ρ with X = (Ŝ \ I) we obtain an
index i such that modular k-slice S mod k

2m (i) satisfies

w((Ŝ \ I) ∩ S mod k
2m (i)) ≤ 2m

k
w(Ŝ \ I). (10)
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Now observe that, by the definition of ⊖ (Definition 4.6), we have

w((Ŝ \ I) ∩ (ρ ⊖ S mod k
2m (i))) = w(Ŝ \ I) − w((Ŝ \ I) ∩ S mod k

2m (i))

≥ w(Ŝ \ I) − 2m

k
w(Ŝ \ I) (by Inequality (10))

= k − 2m

k
w(Ŝ \ I)

>
k − 2m

k
(1 + ε)w(I \ Ŝ) (by Inequality (8)).

Notice that, since we defined k as k = ⌈ 2m
ε ⌉ + 2m (Line 3 of StitchAndCertify), we must have

ε ≥ 2m
k−2m . Combining this observation with our derivation above, we obtain precisely the

desired inequality of Claim 4.10 as follows.

w((Ŝ\I) ∩ (ρ ⊖ S mod k
2m (i))) >

k − 2m

k
(1 + ε)w(I \ Ŝ) (from the derivation above)

≥ k − 2m

k
(1 + 2m

k − 2m
)w(I \ Ŝ) = w(I \ Ŝ).

This concludes the proof of Claim 4.10 and hence also the proof of Theorem 1.7. ◁

5 Discussion

Our main theorem allows us to obtain FPT-time certified algorithms for vertex-minimization
problems such as H-Subgraph-Free-Deletion and Dominating Set (Corollary 3.6 of
Theorem 1.7). However, as mentioned in Section 1, our results also apply to the complementary
maximization problems simply by virtue of being certified algorithms. Inspired by Makarychev
and Makarychev’s notation [13], we define the notion of the complementary problem as
follows.

▶ Definition 5.1. Fix a vertex-minimization (resp. maximization) problem Π as in Defini-
tion 2.2. The complementary vertex-maximization (resp. minimization) problem is obtained
by equipping the vertex-subset property that encodes feasibility for Π with following maximiza-
tion (resp. minimization) objective: for any given vertex-weighted instance (G, w : V (G) → N)
find a set S ⊆ V (G) such that w(V (G) \ S) is maximum (resp. minimum) subject to the
requirement that S be feasible with respect to Π.

Makarychev and Makarychev [13] discuss many examples of complementary problems;
perhaps the prototypical example pair is Vertex Cover and Independent Set: every
minimum vertex cover S in a graph G corresponds to a maximum independent set V (G) \ S.

Notice that one can deduce [13, Theorem 5.11] that any certified algorithm A for some
problem Π is also an approximation algorithm for the complementary problem to Π; this
is recalled below for completeness. Furthermore, it is easy to show a polynomial-time
equivalence between certified algorithms for a problem and its complementary problem.

▶ Theorem 5.2 ([13]). If A is a γ-certified algorithm for a vertex-minimization (resp. maximi-
sation) problem Π, then A is a γ-approximation algorithm for both Π and its complementary
vertex-maximization (resp. minimization) problem.

Recalling that Vertex Cover is just K2-Deletion, we find that Corollary 3.6 yields a
polynomial-time (1 + ε)-certified algorithm for Independent Set on minor-closed graph
classes of bounded local tree-width. This improves – in terms of generality and running time
– on the XP-time (1 + ε)-certified algorithm for Independent Set on planar graphs which
was due to Angelidakis, Awasthi, Blum, Chatziafratis and Dan [1].
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Further questions

As we mentioned in Section 1, any certified algorithm A for a problem Π happens to also be
an approximation algorithm for both Π and its complementary problem Πc. Thus a natural
direction for future work is to seek (1 + ε)-certified algorithms for other problems that admit
efficient polynomial-time approximation schemes. In contrast, by Theorem 5.2, whenever
either Π or Πc do not admit any EPTAS, then the question that we just posed is clearly
not a viable direction for further work. Thus for such problems such as weighted planar
Feedback Vertex Set (for which, for instance, bidimensional techniques [10] do not apply)
even simply finding XP-time certified algorithms can be a fruitful direction of research.

Another interesting direction for future research concerns the range of weight values. Our
running-time analysis crucially relies on the assumption that the weights are non-negative
integers of value at most nO(1): this property ensures that the local search terminates
after nO(1) improvements. The algorithm by Angelidakis et al. [1] also requires polynomially
bounded weights. Is it possible to give FPT-time (1 + ε)-certified algorithms on inputs whose
weights are encoded in nO(1) bits, but may have value 2Ω(n)?
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Abstract
We study the edge-colouring problem, and give efficient algorithms where the number of colours is
parameterised by the graph’s arboricity, α. In a dynamic graph, subject to insertions and deletions,
we give a deterministic algorithm that updates a proper ∆ + O(α) edge colouring in poly(log n)
amortized time. Our algorithm is fully adaptive to the current value of the maximum degree and
arboricity.

In this fully-dynamic setting, the state-of-the-art edge-colouring algorithms are either a ran-
domised algorithm using (1 + ε)∆ colours in poly(log n, ϵ−1) time per update, or the naive greedy
algorithm which is a deterministic 2∆ − 1 edge colouring with log(∆) update time.

Compared to the (1 + ε)∆ algorithm, our algorithm is deterministic and asymptotically faster,
and when α is sufficiently small compared to ∆, it even uses fewer colours. In particular, ours is
the first ∆ + O(1) edge-colouring algorithm for dynamic forests, and dynamic planar graphs, with
polylogarithmic update time.

Additionally, in the static setting, we show that we can find a proper edge colouring with ∆ + 2α

colours in O(m log n) time. Moreover, the colouring returned by our algorithm has the following
local property: every edge uv is coloured with a colour in {1, max{deg(u), deg(v)} + 2α}. The time
bound matches that of the greedy algorithm that computes a 2∆ − 1 colouring of the graph’s edges,
and improves the number of colours when α is sufficiently small compared to ∆.
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When working on rapidly evolving, large scale graphs, algorithms need to adapt to the
change in data quickly. The dynamic model is interested in maintaining some property in a
graph undergoing edge insertions and/or deletions, and has led to many fast algorithms, with
polylogarithmic update and query time, in particular through the use of amortized analysis.
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Graph colouring is a family of fundamental problems with many applications in computer
science. We study the edge-colouring problem: the goal is to assign edges colours such that
edges sharing an endpoint are coloured differently. This problem has implications in resource
allocation and scheduling, for example to allocate bandwidth in an optical network [17].

A C-edge colouring of a graph G = (V,E) can be represented by a function f : E →
{1, ..., C}, and the smallest palette size C for which there exists a proper C edge colouring is
called the edge chromatic number of G, denoted χ′. If ∆ is the maximum degree of G, then the
edge chromatic number is clearly at least ∆. Vizing [30] proved that G can always be coloured
with ∆ + 1 colours. On the other hand, Holyer showed that it is NP-complete to determine
the edge chromatic index of an arbitrary graph [21], and the problem remains NP-complete
even for cubic graphs. A (∆(uv) +C)-edge colouring is a proper colouring of the graph where
each edge uv receives a colour from {1, ...,∆(uv) + C}. Here ∆(uv) = max{d(u), d(v)}.

Vizing’s proof is constructive and suggests a way to extend a proper partial colouring to
a larger subgraph by recolouring O(∆ + n) edges. Furthermore, the colour changes can be
performed in polynomial time. However, so far the fastest algorithms for statically (∆ + 1)
edge colouring a graph spend O(m

√
n) [28] or Õ(m∆) [18] time. For certain graphs, faster

algorithms are known [4, 8].
It is interesting to see whether one can reduce the running time by slightly increasing

the palette size. This line of research has been pursued before. In particular, the problem
of 2∆ − 1 edge colouring can be solved greedily, yielding static algorithms running in near-
linear time [14] and dynamic algorithms with O(log ∆) update time [6]. In this dynamic
setting, there are known algorithms [13, 16] that achieve a randomized (1 + ϵ)∆ colouring in
poly(log n, ϵ−1) time, with ϵ > 0 by Duan, He, and Zhang [16], and later Christiansen [13].

In the distributed setting, Chang, He, Li, Pettie and Uitto [11] designed a randomized
∆ + O(

√
∆) edge colouring in poly(log n) rounds based on the Lovasz Local Lemma and

Barenboim, Elkin and Maimon [2] describe a simple deterministic distributed algorithm for
∆ +O(α) colouring in polylogarithmic time. There are many more papers achieving different
trade-offs between time and palette size. See for instance [3, 15, 19, 29] for different trade-offs
in the distributed setting, or the papers [11, 19] for a more extensive discussion.

For some algorithmic problems, especially ones where recourse is an important part of
the running time of an algorithm, or the recourse is of interest on its own, the best known
analysis follows a specific proof strategy; “solution oblivious analysis”. By solution oblivious,
we mean that we do not only give guarantees against worst case input graphs at each step of
the algorithm, we furthermore always, when analysing the next step, are robust against an
adversary changing the solution to the worst-possible solution before every update. Examples
of such analysis include the analysis of the SAP protocol for maintaining maximum matchings
in bipartite graphs of Bernstein, Holm and Rotenberg [5], the analysis of recourse in the
edge-colouring algorithms of Bernshteyn [3], Christiansen [13], and Duan, He and Zhang [16],
and the analysis of the fully-dynamic out-orientation scheme due to Brodal & Fagerberg [10],
in which a potential function bounds the reorientations by comparing to an existing (but
not necessarily efficient) algorithm that augments paths whose lengths are bounded in an
oblivious manner.

For the edge-colouring problem, an interesting lower bound has been proved by Chang,
He, Li, Pettie and Uitto: they show that there exists a graph, and a partial colouring of this
graph with a single uncoloured edge, such that to colour this edge, one needs to recolour a
subgraph of diameter Ω( ∆

c log( cn
∆ )). This is then also a lower bound on the number of edges

that need to be recoloured. This means that if we restrict ourselves to solution oblivious
analysis, a dynamic algorithm with polylogarithmic update time will need a palette of size
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at least ∆ +O
(

∆
poly(log n)

)
. The analysis of Christiansen [13], and Duan, He and Zhang [16]

for their (1 + ϵ)∆ dynamic edge-colouring algorithms are solution oblivious, which results in
algorithms that have a polynomial dependency on ϵ−1.

Whether one can design an algorithm with poly log update time that only uses ∆+O(∆1−ε)
colours for some constant ε > 0 remains a fundamental open problem. Improved results for
special classes of graphs, like forests, planar graphs or sparse graphs, also receive attention
in the community. In the static setting, it was shown by Bhattacharya, Costa, Panski and
Solomon [8] that one can compute a (∆ + 1) edge colouring in Õ(min{m

√
n,m∆} · α

∆ )-time.
Here α is the arboricity of the graph, and it is equal to the smallest number of forests needed
to cover the edges of a graph. It is within a factor of 2 of other sparsity measures like the
maximum subgraph density and the degeneracy. Many other problems like, for instance,
maintaining dynamic matchings [22, 26], maintaining a dynamic data structure that can
answer adjacency queries efficiently [10] and maintaining a maximal independent set [25]
also have solutions that run faster in graphs with low arboricity.

Our contribution. A natural question is therefore to ask if one can further reduce the
palette size in dynamic graphs that are at all times sparse. In this paper, we show that this is
the case. More specifically, we show that there exists a dynamic algorithm that can maintain
an edge colouring with only ∆ +O(α) colours in poly-logarithmic update time. Since the
arboricity can be as large as ∆

2 , this is not always an improvement, however for many graph
classes like forests, planar graphs, and graphs with constant arboricity, the number of colours
used is significantly reduced compared to other efficient dynamic edge-colouring algorithms.

Tables 1, 2 and 3 summarise the results mentioned above and are not a comprehensive
overview of the state of the art.

Table 1 A comparison of static edge-colouring algorithms.

Palette size Time Notes Reference

∆ O(m log ∆) bipartite multigraph [14]

2∆(uv) − 1 O(m log ∆) [6]

∆ + 1 O(m
√

n) randomised [28]

∆ + 1 Õ(m∆) [18]

∆ + 1 Õ(min{m
√

n, m∆} · α
∆ ) [8]

∆(uv) + 1 O(n2∆) [13]

∆(uv) + 2α − 2 O(m log ∆) new

Independent work. In independent and concurrent work, Bhattacharya, Costa, Panski, and
Solomon also maintain a ∆ + O(α) edge colouring in amortised polylogarithmic time per
insertion or deletion [7].
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Table 2 A comparison of dynamic edge-colouring algorithms. If G goes through a sequence
of insertions and deletions G1...GT , ∆max = max

1≤t≤T
∆(Gt) is the maximum ∆ on all graphs in the

sequence. αmax is defined similarly.

Palette size Update time Notes Reference

2∆(uv) − 1 O(log ∆) worst case [6]

(1 + ϵ)∆ O(log9 n log6 ∆/ϵ6) worst-case, randomised [13]

(1 + ϵ)∆ O(log8 n/ϵ4) amortized, randomised [16]

∆ ∈ Ω(log2 n/ϵ2)

∆max + O(αmax) O(log n log ∆max) amortized new

∆(uv) + O(α) O(log2n log αmax log α log ∆max) amortized new

Table 3 State-of-the-art for edge-colouring algorithms in the LOCAL model.

Palette size Rounds Notes Reference

∆ + O(α) O(
√

α log n) LOCAL model [2]

∆ + 1 poly(∆, log n) LOCAL model [3]

1.1 Notations

In this paper, we focus on simple graphs. According to many definitions of edge colouring,
an edge from a vertex to itself can not be coloured.

Let G = (E, V ) be the undirected input graph and H a subgraph of G. Define ΓH(v) to
be the neighbourhood of v with respect to a graph H, and given a subset of vertices U ⊆ V ,
define ΓU (v) to be the neighbourhood of v with respect to the subgraph induced by U in G.
Later, we use NH(v) to refer to a data structure containing ΓH(v). Define degH(v) to be
the degree of v with respect to a graph H. Formally, given H ⊆ G and U ⊆ V :

ΓH(v) = {u ∈ V | (u, v) ∈ E(H)}
ΓU (v) = {u ∈ U | (u, v) ∈ E(G)}

degH(v) = |ΓH(v)|
degU (v) = |ΓU (v)|

Let G go through a sequence of insertions and deletions G1...GT . At any iteration t, we
denote by ∆t(uv) the maximum degree of the endpoints of the edge uv and ∆t the maximum
degree of the graph considered. ∆max is the maximum ∆ on all graphs in the sequence.
Formally, at iteration t:



A. B. G. Christiansen, E. Rotenberg, and J. Vlieghe 20:5

∆t(uv) = max{degGt
(u), degGt

(v)}
∆t = ∆(Gt)

∆max = max
1≤t≤T

∆(Gt)

If the context is not ambiguous, we drop the subscript and write ∆,∆(uv) to refer to the
maximum degree and the maximum degree between u and v in the current iteration.

Arboricity. The arboricity α of a graph G = (V,E) is defined as:

α = max
U⊆V, |U |>1

⌈
|E(U)|
|U | − 1

⌉
On a more intuitive level, the arboricity can also be defined as the smallest number α such
that the edges of the graph can be partitioned in α forests. The two definitions are equivalent
by Nash-Williams theorem [24]. A relevant consequence is that there exists an orientation of
G where each vertex has at most α out-neighbours.

H-partition. Let H = {H1, ...Hk} be a partition of the vertex set V (G). If a vertex v is in
Hi, we say that the level of v is l(v) = i. We denote by Zi =

⋃
j≥i Hj the vertices in levels i

and above (Figure 1). We may abuse these notations and use Hi, Zi to refer to the subgraph
induced in G by those sets.

H1 H2 ... Hk

Zk = Hk

Z2

Z1 = V (G)

Figure 1 Hierarchical partition of the vertex set of a graph G.

Orientation. Consider the following orientation of the graph: if l(u) < l(v), we orient the
edge from u to v (Figure 2). If u and v are on the same level, we have an edge in both
directions. This orientation enables us, given a vertex v, to refer to the neighbours of v in
Zl(v) as the out-neighbours of v. We denote by deg+(v) the out-degree of v.

deg+(v) = degZl(v)
(v)

1.2 Palettes
In the following, a palette is a data structure that keeps track of the colours that are used or
not at a vertex. They cover colours [1, 2⌈log(2∆−1)⌉], where the value of ∆ can change. In the
dynamic algorithms, we will use the following result:
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H1 H2 ... Hk

Figure 2 Hierarchical partition. In the static setting, the out degree of a vertex is bounded by d.

▶ Theorem 1 (Palettes). Consider two palettes P , Q such that there are a colours used in P

and b colours used in Q. We can find a colour that is available in [1, a+ b+ 1] in log ∆ time.

Proof. The proof is in the full version of the paper [12], along with the description of the
data structure, which is generalised from the palettes in [6]. ◀

1.3 Roadmap
Baremboim, Elkin and Maimon describe a simple distributed algorithm for ∆ + O(α)
colouring [2]. They form a hierarchical partition (or H-partition) of the graph, colour each
set greedily, then colour the edges going out of the sets in an appropriate order. In Section 2,
we show that this technique can easily be adapted into an efficient algorithm in the static
setting. We also show a simpler algorithm that yields a ∆ + 2α− 2 edge colouring within
the same time by building a degeneracy order of the graph instead of an H-partition.

In Sections 3 and 4, we maintain a valid edge colouring in poly logarithmic time. We first
present a simplified version of our algorithm that maintain a fully dynamic ∆max +O(αmax)
edge colouring in Section 3. This relies on two ideas: first, we maintain a dynamic H-partition,
which only requires simple changes from the decomposition of Bhattacharya, Henzinger,
Nanongkai, and Tsourakakis [9], namely, we need to maintain two palettes of available colours
at each vertex, one for its neighbours and one for its out-neighbours. Then it is easy to
colour an edge in a valid partition.

Then we present an algorithm that is adaptative to the maximum degree and arboricity
and maintains a ∆(uv) +O(α) edge colouring. Our data structure is derived from the Level
Data Structure of Henzinger, Neumann and Wiese [20], which has the following property:
instead of having an out-degree that depends on α, the levels of the partition have an
increasingly large out-degree, and the sequence of maximum out-degree is such that it will
be bounded by the current value of the arboricity, within a constant factor. Adapting to the
current maximum can be done by updating the few problematic neighbours of a vertex when
its degree decreases.

In the full version of the paper [12], we study the constants, and show that with small
modifications of the data structure, we can get ∆max + (4 + ϵ)αmax and ∆(uv) + (8 + ϵ)α
colours in the dynamic setting.

2 Static ∆(uv) + O(α) colouring

In this section, we describe a static edge-colouring algorithm. We arrange the vertices in a
hierarchical partition that results in a O(α) out-orientation, then we colour vertices from
right to left, so that for one of the endpoints, only the out-edges may already have colours.
As the other endpoint has at most ∆ coloured edges, the algorithm results in a ∆ +O(α)
edge colouring.

The partition as it will be a crucial part of the dynamic algorithm. However, in the static
setting, we could perform this algorithm with any α out-orientation. We show how this leads
to a ∆ + 2α− 2 edge colouring within the same asymptotic running time. We describe this
algorithm first.
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Arboricity and degeneracy. A graph G of arboricity α can be partitioned into α forests
has at most α(n − 1) edges, therefore it has a vertex of degree at most 2m/n ≤ 2α − 1:
the degeneracy of G is less than twice the arboricity. Therefore, the degeneracy is a 2-
approximation of the arboricity. We can compute a degeneracy order of the graph, in linear
time [23], and colour the edges as follows: we colour the out-edges of the vertices from right
to left. We describe this in more details in the following proof.

▶ Theorem 2. Given a graph of arboricity α, we can compute a ∆(uv) + 2α− 2 colouring
of the graph in O(m log ∆) time.

Proof. For this proof only, let d ≤ 2α− 1 denote the degeneracy of the graph. We compute
a degeneracy ordering, which can be done in linear time [23]. We greedily colour the edges
from vi to vj>i for i = n − 1, ..., 1. Let us prove by induction that we can always find an
available colour in a palette of size ∆(uv) + d − 1. At the first iteration, we can greedily
colour a potential edge from vn−1 to vn with one colour.

Assume that for i < n − 1, we have coloured any edge vjvj′ s.t. j, j′ > i with at most
∆(vjvj′) + d − 1 colours. Consider an uncoloured edge e = vivj with j > i. vj is incident
to at most deg(vj) − 1 coloured edges and vi is adjacent to at most d − 1 coloured edges,
therefore e sees at most deg(vj) + d− 2 colours and can find an available colour in a palette
of size deg(vj) + d− 1.

If we maintain a binary tree over the palette at each vertex, we can find an available
colour for an edge in O(log ∆) time according to Theorem 1. Therefore, colouring all the
edges takes O(m log ∆) time. ◀

This could conclude the static version. However, this algorithm does not translate into
an efficient dynamic algorithm, as far as we can say; therefore we introduce the notion of
hierarchical partition, which will be crucial in our dynamic algorithms. The rest of the
section proves a slightly weaker theorem through the use of such a partition:

▶ Theorem 3. We can compute a static ∆(uv) +O(α) edge colouring in O(mlog∆) time.

H-partition. In the following, we want to compute a partition such that in the corresponding
orientation, each vertex has out-degree at most O(α). Barenboim, Elkin and Maimon H-
partition from [1] describe a distributed algorithm which translates well to the static setting:
we call a vertex active if it does not have a level assigned yet. Initially, all the vertices are
active. A vertex that is active at iteration i will be part of the set Zi. We call active degree
the number of active neighbours of a vertex. Initially, the active degree of a vertex is its
degree. Then at iterations i = 1...k, we group all the vertices of active degree at most d = 4α
into a set Hi. For each vertex in Hi, we decrement the active degree of its neighbours and
continue.

▶ Lemma 4. We can compute a H-partition H = {H1, ...Hk} of a graph G of arboricity α
such that the size of the partition is at most k = ⌊log n⌋ + 1 and for all i, for all v ∈ Hi, the
degree of v in G(Zi) is at most 4α.

Proof. Consider a set Hi. The average degree is:

2 |E(Zi)|
|V (Zi)|

≤ 2α ≤ 4α
2
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At most half of the vertices have a degree more than 4α, otherwise we would have an average
degree greater than 2α, leading to a contradiction. Therefore:

|Zi+1| ≤ |Zi|/2
|Zi| ≤ n/2i−1

|Z⌈log n⌉+1| < 1

Therefore, we can safely set k = ⌈log n⌉ ◀

▶ Lemma 5. We can compute the H-partition described in lemma 4 in O(m) time.

Proof. The sum of the degrees is 2m, so we cannot decrement the active degrees more than
O(m) time in total, and decrementing a degree takes constant time. Then, at iteration i, we
can search the vertices of low active degree in O(n/2i) time. Therefore, the running time to
compute the H-partition is O(m+ n). ◀

▶ Lemma 6. Given a H-partition, we can compute a ∆(uv) +O(α) colouring of the graph
in O(m log ∆) time.

Proof. Let d = 4α.
We greedily colour the edges from Hi to Hj≥i for i = k, ..., 1. Let us prove by induction

that we can always find an available colour in a palette of size ∆(uv) + d− 1. At the first
iteration, we can greedily colour Hk with 2d− 1 colours.

Assume that for i < k, we have coloured G(Hi+1 ∪ ...Hk) with at most ∆ + d− 1 colours.
Consider an uncoloured edge e = uv such that u ∈ Hi, v ∈ Hi ∪ ...Hk. v is incident to at
most deg(v) − 1 coloured edges and u is adjacent to at most d− 1 coloured edges, therefore e
sees deg(v) + d− 2 colours and can find an available colour in a palette of size deg(v) + d− 1.

If we maintain a binary tree over the palette at each vertex, we can find an available
colour for an edge in O(log ∆) time according to theorem 1. Therefore, colouring all the
edges given the H-partition takes O(m log ∆) time using theorem 1. ◀

3 Dynamic ∆max + O(αmax) colouring

In this section, we show how to update a dynamic edge colouring. We first discuss how we
can recolour an edge within a valid H-partition, then we show how we can maintain such a
partition. The algorithm requires αmax and ∆max to be known in advance.

3.1 Data structure
We consider a H-partition that maintains the following invariants, with d = 4αmax:
1. Each vertex v such that l(v) > 1 has at most βd neighbours in Zl(v) (out-neighbours). In

this section, we choose β = 5.
2. Each vertex v has at least d neighbours in Zl(v)−1
For each vertex v ∈ Hi, we store the following:

For each j < i, we store the neighbours of v at level j, ΓHj (v), in a linked list NHj (v).
We store the out-neighbours of v, ΓZi

(v), in a linked list NZi
(v).

We store the length of each linked list.
For each edge uv, we store a pointer to the position of u in the appropriate neighbour
list N·(v) and conversely.
We store two palettes: one for the neighbours of v and one for its out-neighbours. We
refer to those palettes as PG(v) and PZi

(i).
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3.2 Recolouring an edge
Let us start with a key sub problem: given an uncoloured edge in an otherwise valid data
structure, what is the cost of colouring the edge? We colour the edge uv as we would have in
section 2.

Let u be the leftmost vertex, i.e. i = l(u) ≤ l(v). We ignore the neighbours of u that
have a lower level, which can be done in practice by searching for an available colour in
PZi

(u) ∩ PG(v). The colour picked may conflict with a single edge from a neighbour of u on
a lower level. If that is the case, we recolour that edge in the same way.

▶ Lemma 7. An uncoloured edge uv in an otherwise valid data structure can be coloured in
O(min(l(u), l(v)) · log ∆) time.

Proof. Assume wlog. l(u) ≤ l(v). If uv is not coloured, at most βd−1 colours are represented
at u in the palette P (Zl(u)), and at most deg(v) − 1 colours are represented at v. Therefore,
there exists an available colour in the palette [deg(v) + βd − 1]. If there exists w such
that uw conflict with uv, then l(w) < l(u). Therefore, the level of the left endpoint of the
conflicting edge decrease at each iteration, which can happen at most l(u) − 1 times (Figure
1). Therefore, recolouring an edge and recursively resolving conflicts take O(l(u) · log ∆)
time. ◀

H1 H2

...

Hl(u)−1 Hl(u)

w u
v

Figure 3 We may need to recolour at most l(u) edges.

Algorithm 1 Recolour.

procedure Recolour(uv)
if l(u) > l(v) then

u, v = v, u

i = l(u)
// Pick a colour available in G(Zi) in the palette [deg(v) + βd− 1].
Colour(uv, deg(v) + βd− 1, PZi(u), PG(v))
if c(uv) is represented at u then

Use the pointer C(u)[c] to find the conflicting edge wu
Recolour(wu)

3.3 Updating the hierarchical partition and full algorithm
Updates. The algorithm for the updates is the following: let us say that a vertex that
violates Invariant 1 or 2 is dirty. As long as we have a dirty vertex v: if v violate the first
invariant, we increment its level. If it violates Invariant 2, we decrement it. when doing so,
we need to update our linked lists of neighbours and our tree palettes. Updating the trees is
the limiting factor. The details of the updates are described in Algorithm 5. The algorithm
terminates, which will be justified later, as we will define a positive potential that strictly
decreases at each step.
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▶ Lemma 8. Increasing the level of a vertex takes O
(
deg+(v) log ∆

)
time. Decreasing the

level of a vertex takes O (d log ∆) time.

Proof. When we increment the level of a vertex, we first update the lists of neighbours
of v: we traverse NZi(v) to split it in NHi(v) and NZi+1(v) in O(deg+(v)) time. Then
we discard PZi

(v) and create PZi+1(v): we traverse the linked list NZi+1(v) and insert the
degZi+1(v) = O(deg+(v)) elements in the tree, which takes O(deg+(v) log ∆) time. We also
need to update the data structures of at most deg+(v) neighbours, which takes constant
time per neighbour for the linked lists and log ∆ time per neighbour for trees.

Finally, we need to check which vertices became dirty as a result of the operation. The
set Zi+1 has one more element, and for j ≠ i+ 1, Zj is unchanged. Therefore, we check if v
itself, or any vertex in NZi+1(u), breaks the first invariant, which takes O(degZi+1(v)) time.

The procedure for decrementing a level is similar. If we decrement the level of a vertex, we
know that the second invariant was not respected, i.e. degZi−1(v) < d. After the operation,
Zi does not include v any more and for j ̸= i, Zj is unchanged. To update the lists of
neighbours of v, we merge NHi−1(v) and NZi(v), which takes O(degZi−1(v)) = O(d) time.
We create the palette of v for the set Zi−1 in O(degZi−1

(v)) log ∆ = O(d log ∆) time. Then
we need to update the neighbour lists and the palettes of the neighbours of u in Zi, which
also takes constant time per neighbour for the lists and O(log ∆) time per neighbour for the
palettes. Finally, we check if v or any of its neighbours in Zi is dirty, which takes constant
time per vertex. ◀

Algorithm 2 Insert the edge uv.

procedure Add(uv)
if l(u) > l(v) then

Add(vu)
End procedure.

Add v to the out-neighbours of u and store the corresponding pointer.
if l(u) < l(v) then

Add u to NHl(u)(v), the neighbours of v at level l(u)
Store the corresponding pointer.

else
Add u to the out-neighbours of v and store the corresponding pointer.

// The palettes will be updated when uv gets a colour.
Check if u or v became dirty.
Recover
Recolour(uv)

▶ Theorem 9. We can maintain a dynamic ∆max +O(αmax) edge colouring of a graph in
O(log n log ∆max) amortized update time.

Proof. We define the following potential.

B = log ∆max

∑
v∈V

ϕ(v) + log ∆max

∑
e∈E

ψ(e)

ϕ(v) =
l(v)−1∑

j=1
max(0, βd− degZj

(v))

ψ(u, v) = 2(k − min(l(u), l(v))) + 1l(u)=l(v)
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Algorithm 3 Delete the edge uv.

procedure Delete(uv)
if l(u) > l(v) then

Delete(vu)
End procedure.

Remove the colour of uv from the palettes of neighbours of u and v.
Remove the colour of uv from the palette of out-neighbours of u.
if l(u) == l(v) then

Remove the colour of uv from the palette of out-neighbours of v.
Remove v from the neighbours of u using the corresponding pointer.
Remove u from the neighbours of v using the corresponding pointer.
Check if u or v became dirty.
Recover

Algorithm 4 Recursively fix the invariants.

procedure Recover
while there exists a dirty vertex v do

i = l(v)
if deg+(v) > βd then Increment(v)
else if degZi−1(v) < d then Decrement(v)

When we insert an edge, we create a potential ψ(u, v) ≤ 2k. The potential of the other
edges do not change and the potential of a vertex can only decrease, therefore the potential
B increase by at most 2k log ∆max. When we delete an edge, ϕ(u) and ϕ(v) increase by
at most k each, ψ(u, v) is deleted, and the other potentials are not affected, therefore the
potential increase by at most 2k log ∆max.

When a dirty vertex increment its level, the cost of the operation will be paid by the
drop in potential from the edges. When a dirty vertex decrements its level, the cost of the
operation is paid by the drop in potential from the vertex, despite the increase in potential
from the edges. For completeness, we repeat the details of the analysis that follows closely
that of [9]. Let i be the level of v before the operation.

Incrementing the level of a dirty vertex

When l(v) increases, we get l(v) = i+ 1, so we add max(0, βd− degZi
(v)) to ϕ(v). As

invariant 1 was violated, we must have had degZi
(v) > βd and therefore max(0, βd −

degZi
(v)) = 0: the potential of v is unchanged.

The potential of the other vertices can not increase (though it might decrease for a
neighbour of v).
The potential of an edge may only change if one of the endpoints is v and the other
endpoint u verifies l(u) ≥ i. Therefore, there are exactly deg+(v) edges whose potential
drop by one or two.

The total drop in potential is at least:

deg+(v) log ∆max = Ω(deg+(v) log ∆)
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Algorithm 5 Incrementing / decrementing the level of a vertex.

procedure Increment(v)
i = l(v).
Split NZi(v) in NHi(v) and NZi+1(v).
Create the palette of v for Zi+1.
Discard the palette of v for Zi.
for u ∈ NZi+1(u) do

Using the pointer in uv, remove v from NHi(u), add v to NZi+1(u) or NHi+1(u).
Update the pointers accordingly.
if l(u) = i+ 1 then

Update the palette of u for the set Zi+1: add colour c(uv).
Increment l(v)

procedure Decrement(v)
i = l(v).
Merge NZi

(v) and NHi−1(v) into NZi−1(v).
Create the palette of v for Zi−1.
Discard the palette of v for Zi.
for u ∈ NZi

(v) do
Move v from NHi(u) or NZi(u) to NHi−1(u).
Update the pointers accordingly.
if l(u) = i then

Update the palette of u for the sets Zi: remove colour c(uv).
Decrement l(v)

Decrementing the level of a dirty vertex
We must have degZi−1

(v) < d ⇒ max(0, βd− degZi−1
(v) ≥ (β − 1)d = 4d. Therefore, the

ϕ(v) drops by at least 4d.
If u is a neighbour of v, degZj

(v) is decremented if j = i and is unchanged otherwise.
This affects the potential of u if l(u) > i. Therefore,

∑
u∈Γ(v) ϕ(u) increase by at most

degZi+1(v) < degZi−1(v) < d.
The potential of an edge may only change if one of the endpoints is v and the other
endpoint u verifies l(u) ≥ i. Therefore, there are exactly deg+(v) ≤ degZi−1(v) ≤ d edges
whose potential increase by one or two.

The total drop of potential is at least:

log ∆max (4d− d− 2d) = d log ∆max = Ω(d log ∆) ◀

4 Dynamic ∆(uv) + O(α) colouring

The data structure from the previous section could maintain a dynamic ∆max +O(αmax)
colouring. We modify it further to create a data structure that adapts to the maximum
degree and arboricity. We adapt the arboricity by making a structure that does not depend
explicitly on α: instead, we give the level increasingly large out-degrees and show how the
out-degree ends up being bounded by the current value of the arboricity within a constant
factor. To adapt to the maximum degree, we locally adapt to the degree of the vertices: when
the degree of a vertex decrease, we can recolour its problematic edges in polylogarithmic
time.
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4.1 Data Structure
In the following, L = 1 + ⌈log n⌉ . We now consider a H-partitions with k = L · ⌈log n⌉
levels. Let k′ = maxv∈V l(v) denote the maximum level of any vertex, that is, the highest
non-empty level.

We partition the levels into ⌈log n⌉ groups of size L (Figure 4).
Let g(v) denote the group of a vertex and d(v) = 2g(v). We will maintain the following:

1. Each vertex v has at most 2βd(v) neighbours in Zl(v). In this section, we choose β = 5,
so any vertex has at most 10d(v) out-neighbours.

2. Each vertex v has at least d(v) neighbours in Zl(v)−1
3. The colour of an edge uv is chosen from the first ∆(uv) + 2βd(v) colours of the palette.

This condition enables the data structure to adapt to changes in the arboricity. In
the following, we prove that for any vertex, g(v) ≤ ⌈log(4α)⌉, which will result in a
∆(uv) +O(α) colouring.

H1

...

HL

...

Hk−L−1

...

Hk

group 1 ... group ⌈log(n)⌉

Figure 4 Hierarchical partition with two levels. The in degree of a vertex v is still only bounded
by ∆, when the bound on the out degree depends on its group g(v).

We store the neighbours and palettes of the vertices as described in the previous section.

▶ Lemma 10 (Maximum level). The index of the highest non empty level, k′, is at most
O(logα log n).

Proof. Consider the group ⌈log(4α)⌉ and a level i in this group. We can repeat the arguments
from the proof of lemma 4 and show that the last set of the group ZL⌈log(4α)⌉, with L =
1+⌈log n⌉ = O(log n), has at most one element, therefore, all the higher groups are empty. ◀

▶ Lemma 11. An uncoloured edge uv in an otherwise valid data structure can be coloured in
time O(logα log n log ∆).

Proof. Following the same reasoning as in the previous section, we have to recolour O(k′)
edges, which we can do in O(k′ log ∆) time. ◀

4.2 Updating the hierarchical partition and full algorithm
When edges are deleted, the arboricity α or the maximum degree ∆ may decrease. To
adapt to the degree, we recolour the edges from in-neighbours of v when uv is deleted. To
maintain the arboricity, we will recolour the edges to the out-neighbours of v when its level
decrease. As a result, we maintain that an edge uv, l(u) ≤ l(v), has a colour from the palette
[deg(v) + βd(u) − 1]

▶ Lemma 12 (Adapting to the maximum degree). We can recolour the edges from the
in-neighbours of v in O(log n log2 α log ∆) time.
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Proof. In each group i ≤ g(v), v might have at most one neighbour u such that uv has colour
deg(v) + 2βd(u) − 1. For each such group, it takes constant time to find this edge using the
pointer C(v)[deg(v) + 10 · 2i − 1]. There are therefore at most g(v) edges that we may have
to recolour, each in O(l(v) log ∆) time, when the degree of v decreases. When we delete an
edge, we do this for each of its two endpoints, which takes O(g(v)l(v) log ∆) time. ◀

...
u

v

Figure 5 When the degree of a vertex v decrease, we may need to recolour at most l(v) edges.

▶ Lemma 13 (Adapting to the arboricity). Increasing the level of a vertex v takes
O(deg+(v) log ∆) time. Decreasing the level of a vertex takes O(d · k′ log ∆) time.

Proof. The difference with the previous section is the following: when we decrement the
level of a vertex v, we may need to recolour any edge uv such that min(l(u), l(v)) decrease,
i.e. u was on the same level as v or higher. There are at most deg+(v) = O(d) such edges,
which can be recoloured in O(k′ log ∆) time. ◀

Algorithm 6 Decrementing the level of a vertex with adaptative arboricity.

procedure Adaptative Decrement(v)
i = l(v).
Merge NZi

(v) and NHi−1(v) into NZi−1(v).
Create the palette of v for Zi−1.
Discard the palette of v for Zi.
for u ∈ NZi(v) do

Move v from NHi
(u) or NZi

(u) to NHi−1(u).
Update the pointers accordingly.
if l(u) = i then

Update the palette of u for the sets Zi: remove colour c(uv).
Recolour(uv)

Decrement l(v)

▶ Theorem 14. We can maintain a dynamic ∆(uv) + O(α) edge colouring of a graph in
amortized O(log n logαmax log ∆max) time for insertions, O(log2n logαmax logα log ∆max)
for deletions.
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Proof. We define the following potential:

B = k′
max log ∆max

∑
v∈V

ϕ(v) + log ∆max

∑
e∈E

ψ(e)

ϕ(v) =
l(v)−1∑

j=1
max

(
0, βd(v) − degZj

(v)
)

ψ(u, v) = 2(k′
max − min(l(u), l(v))) + 1l(u)=l(v)

k′
max = L⌈log(4αmax)⌉ ∈ O(log n logαmax)

When we insert an edge, we create a potential ψ(u, v) ≤ 2k′
max. The potential of the other

edges do not change and the potential of a vertex can only decrease, therefore the potential B
increase by at most log ∆max · 2k′

max. When we delete an edge, we need O(log n log2α log ∆)
time to update the overflowing colours of the in-neighbours of v (lemma 12). Then for the
potentials: ϕ(u) and ϕ(v) increase by at most k′ each, ψ(u, v) is deleted, and the other
potentials are not affected, therefore the potential increase by at most k′

max log ∆max · 2k′,
therefore the costs.

Incrementing the level of a dirty vertex. Let d denote the value of d(v) before the change
of level and d′ the value after the modification.

If v changes group, we have d′ = 2d, otherwise d′ = d. Either way, we have deg+(v) >
10d ⇒ max(0, βd′ − deg+(v)) = 0. It follows that ϕ(v) is unchanged. The potential of
the other vertices can not increase (though it might decrease for a neighbour of v).
The potential of an edge may only change if one of the endpoints is v and the other
endpoint u verifies l(u) ≥ i. Therefore, there are exactly deg+(v) edges whose potential
drop by one or two.

The total drop in potential is at least:

deg+(v) log ∆max = Θ(deg+(v) log ∆)

Decrementing the level of a dirty vertex.
We must have degZi−1

(v) < d ⇒ max
(
βd− degZi−1

(v)
)

≥ 4d. Therefore, the ϕ(v) drops
by at least 4d. If the level of v decreases, the potential only decreases further.
If u is a neighbour of v, degZj

(v) is decremented if j = i and is unchanged otherwise.
This affects the potential of u if l(u) > i. Therefore,

∑
u∈Γ(v) ϕ(u) increase by at most

6 degZi+1
(v) < degZi−1

(v) < d.
The potential of an edge may only change if one of the endpoints is v and the other
endpoint u verifies l(u) ≤ i. Therefore, there are exactly deg+(v) < degZi−1

(v) < d edges
whose potential increase by one or two.

The total drop of potential is at least:

k′
max log ∆max (4d− d) − log ∆max · 2d ≥ k′

max log ∆max · d ◀

5 Conclusion

In this paper, we show how to maintain a ∆(uv) +O(α) edge colouring in polylogarithmic
time through the use of dynamic hierarchical partition. We also propose a simpler data
structure to maintain a ∆max +O(αmax) edge colouring, which can be done faster than the
aforementioned algorithm.
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20:16 Sparsity-Parameterised Dynamic Edge Colouring

We give an amortized analysis of the running time of our dynamic algorithms. This raises
the question of what can be done in worst case time. In our case, we are only limited by the
updates of our hierarchical partitions, so it motivates the search for hierarchical partitions
with efficient worst-case update times.

The question that motivated our research is still open for graphs that have a large
arboricity compared to their maximum degrees: is it possible to maintain a ∆ +O(∆1−ϵ)
edge colouring, with ϵ a positive constant, in polylogarithmic time?

In the static setting, we showed that we can make a ∆(uv) + 2α − 2 edge colouring
in O(m log ∆) time, which is as fast as the greedy 2∆(uv) − 1 algorithm. Thus, we get a
∆(uv) + O(1) edge colouring for graphs of constant arboricity, such as planar graphs, in
near-linear time: more precisely, a planar graph has arboricity at most 3 [27], so by our
result, it can in near-linear time be edge-coloured with ∆(uv) + 2α− 2 = ∆(uv) + 4 colours.

Recently, it was shown by Bhattacharya, Costa, Panski and Solomon [8] that one can
compute a (∆ + 1) edge colouring in Õ(min{m

√
n,m∆} · α

∆ )-time, which gives a near linear
time algorithm for graphs of polylogarithmic arboricity. It emphasises the question whether
a near-linear time ∆ +O(1) edge-colouring algorithm could be obtained for a wider class of
graphs.
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Abstract
In the Minimum Sum Coloring with Bundles problem, we are given an undirected graph
G = (V, E) and (not necessarily disjoint) bundles V1, V2, . . . , Vp ⊆ V with associated weights
w1, . . . , wp ≥ 0. The goal is to give a proper coloring of G using positive integers to minimize the
weighted average/total completion time of all bundles, where the completion time of a bundle is
the maximum integer assigned to one of its nodes. This is a common generalization of the classic
Minimum Sum Coloring problem, i.e. when all bundles are singleton nodes, and the classic
Chromatic Number problem, i.e. the only bundle is all of V .

Despite its generality as an extension of Minimum Sum Coloring, only very special cases
have been studied with the most common being the line graph L(H) of a graph H (also known as
Coflow Scheduling). We provide the first constant-factor approximation in perfect graphs and,
more generally, graphs whose chromatic number is within a constant factor of the maximum clique
size in any induced subgraph. For example, we obtain constant-factor approximations for graphs
that are well-studied in minimum sum coloring such as interval graphs and unit disk graphs.

Next, we extend our results to get constant-factor approximations for a general model where
the bundles are disjoint (i.e. can be thought of as jobs brought by the corresponding client) and
we are only permitted to color/schedule a bounded number of jobs from each bundle at any given
time. Specifically, we get constant-factor approximations for this model if the nodes of graph G have
an ordering v1, v2, . . . , vn such that the left-neighborhood Nℓ(vi) := {vj : j < i, vivj ∈ E} can be
covered by O(1) cliques. For example, this applies to chordal graphs, unit disc graphs, and circular
arc graphs.
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1 Introduction

The Minimum Sum Coloring (MSC) problem is a well-studied problem lying at the
intersection of scheduling theory and graph coloring. In it, we are given an undirected graph
G = (V, E) on n nodes. The goal is to find a proper coloring χ : V → {1, 2, . . .} of nodes
of V , i.e. χ(u) ̸= χ(v) for all uv ∈ E, with minimum total color

∑
v∈V χ(v). Viewed as a

scheduling problem, this models settings where unit-length jobs may be completed in parallel
but resource conflicts prevent certain pairs of jobs from being completed at the same time.

While different than standard graph coloring where the goal is to simply minimize the
number of distinct colors of the coloring, it is essentially just as hard to approximate. That
is, unless P = NP, there is no n1−δ-approximation for any constant δ > 0 [2]. However, in
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certain cases, it is possible to get improved approximations. For example, if it is possible
to efficiently compute a maximum independent set in G and any of its induced subgraphs
then greedily coloring by computing a maximum independent set I, coloring I with the next
unused integer, and then removing I from G yields a 4-approximation [2]. There is a large
body of work on getting improved constant-factor approximation in more structured special
cases or obtaining constant-factor approximations in other graph classes, see the related
works section below for further discussion.

In this work, we extend this model in two ways. The first extension is given as follows.

▶ Definition 1. In the Minimum Sum Coloring with Bundles problem (MSCB), we are
given an undirected graph G = (V, E) and collection of bundles V1, . . . , Vp ⊆ V with associated
weights w1, . . . , wp ≥ 0. The goal is to find a proper coloring χ : V → {1, 2, . . . , |V |} of V

in a way that minimizes the total weighted makespan of all bundles. That is, the coloring
should minimize

∑p
i=1 wi · maxv∈Vi χ(v).

If one views bundles as being associated with clients, then each client is interested in the
time it takes for their bundle to be complete. The objective of MSCB is then equivalent to
minimizing the average weighted completion time of all clients’ bundles. If all bundles are
singletons, then MSCB is the same as MSC. If the partition has only a single bundle, i.e.
p = 1, then MSCB is the same as computing the chromatic number of G. Thus, MSCB is
a common generalization of both problems.

It should be noted that MSCB has been studied previously in certain special cases. For
example, when G is the line graph of an undirected graph the problem is known as Coflow
Scheduling. See Section 1.1 for a discussion of this and other related problems.

Many techniques that are successful for MSC fail in MSCB. For example, while iteratively
computing a maximum independent set in G to color the nodes is a 4-approximation for MSC
[2], it could be as bad as an Ω(log n)-approximation for computing the chromatic number
even in trees (see Appendix A). Further difficulties in designing MSCB approximations will
be discussed in Section 1.3.

Our first main result is a constant-factor approximation for MSCB in perfect graphs.
Recall a graph G is perfect if the maximum clique size in G[U ] equals the chromatic number
of G[U ] for any U ⊆ V where G[U ] = (U, {uv ∈ E : u, v ∈ U}) denotes the subgraph of G

induced by U . Examples of perfect graphs include bipartite graphs, line graphs of bipartite
graphs, interval graphs, comparability graphs, split graphs, permutation graphs, and chordal
graphs as well as the edge-complements of these graphs. For a broader discussion of perfect
graphs, we refer the reader to Golumbic’s excellent book [8].

▶ Theorem 2. MSCB on perfect graphs admits a polynomial-time 10.874-approximation.

Our presentation will first focus on proving Theorem 2 in the case of interval graphs. These
are graphs G = (V, E) where each v ∈ V is associated with an interval [sv, tv] ⊆ R and we
have an edge uv ∈ E whenever the corresponding intervals intersect, i.e. [su, tu] ∩ [sv, tv] ̸= ∅.
The linear programming (LP) relaxation we use in this case is simpler than in the general
case of perfect graphs. After presenting the algorithm for interval graphs, we discuss the few
necessary changes to extend it to perfect graphs in general.

Our techniques extend further to classes of graphs for which the chromatic number is
approximately equal to the maximum clique number and these quantities can be approximated
in polynomial time. Namely, we get the following extension. Recall a graph class G is
hereditary if for any G ∈ G we have G[U ] ∈ G as well for all induced subgraphs of G.
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▶ Corollary 3. Let G be any hereditary graph class with the following properties: (a) the
maximum clique size is within a constant factor of the chromatic number of any G ∈ G,
(b) given vertex weights wv, v ∈ V for a graph G ∈ G, there is a constant-factor approx-
imation algorithm for the maximum-weight clique of G, and (c) there is a constant-factor
approximation for coloring any G ∈ G with the minimum number of colors. Then there is a
constant-factor approximation for MSCB for graphs in G.

For example, we get O(1)-approximations for the following graph classes:
Unit disc graphs: when vertices are associated with discs of radius 1 in the plane and edges
indicate when two discs intersect. The classic algorithm in [4] for computing a maximum-
size clique easily generalizes to compute a maximum-weight clique in polynomial time. It
is possible to color any unit disc graph with maximum clique size K using fewer than
3 · K colors in polynomial time [13].
Circular-arc graphs: when vertices are associated with arcs of a circle and edges indicate
when two such arcs intersect. A maximum weight clique can be found in polynomial time,
e.g. [3]. One can efficiently 2 · K-color a circular arc graph with maximum clique size
K by first coloring the arcs spanning one particular point with at most K colors. After
removing these arcs, we are left with an interval graph which can also be colored with K

additional colors since interval graphs are perfect.

Our general definition of MSCB allows bundles to overlap. A natural special case is
where the bundles constitute a partition V1, . . . , Vp of V , i.e. each client brings their own jobs
Vi to be processed. In this case, it is natural to imagine that clients themselves are somewhat
limited on how quickly they can interact with the service provider that is processing the jobs.
For example, perhaps clients can only deliver or take away a bounded number of jobs from
the processing center at any given time. We consider the following generalization of MSCB

▶ Definition 4. In the Minimum Sum Coloring with Bundles and Task Concurrency
problem (MSCB-TC), we are given a graph G = (V, E) and a partition V1, . . . , Vp of V

with associated weights w1, . . . , wp ≥ 0. Further, for each 1 ≤ i ≤ p we are given a bound
di ≥ 1 on the number of jobs from bundle i that may be processed at any moment. The goal
is still to find a proper coloring χ that minimizes the total weighted completion time of all
bundles, but we further require |{v ∈ Vi|χ(v) = t}| ≤ di for each 1 ≤ i ≤ p and each time
step/color t.

To the best of our knowledge, this extension of MSCB has not been previously studied even
in special cases. We obtain constant-factor approximations for this problem, though in more
restricted settings. Recall that a graph G is chordal if every cycle of length ≥ 4 has a chord.
That is, if v1, v2, . . . , vℓ, v1 is a cycle of length ℓ ≥ 4 then we also have vivj ∈ E for some
1 ≤ i, j ≤ ℓ where i, j are not consecutive indices around the cycle, i.e. 1 ≤ i ≤ j − 1 and if
i = 1 then j ̸= ℓ. Interval graphs, an important class of graphs in scheduling, are chordal.

▶ Theorem 5. MSCB-TC in chordal graphs admits a polynomial-time 16.31-approximation.

The key property of chordal graphs that drives our algorithm is that they admit perfect
elimination orderings. That is, it is possible to compute an ordering v1, v2, . . . , vn of all
nodes V such that the left-neighborhood Nℓ(vi) := {vj : j < i and vivj ∈ E} is a clique for
all 1 ≤ i ≤ n. In fact, a graph is chordal if and only if it admits such an ordering and this
ordering can be computed in linear time [8]. Our techniques extend more generally to other
classes of graphs.

SWAT 2024
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▶ Corollary 6. Let G be a hereditary graph class with the same properties as in Corollary
3. Further, for any G ∈ G suppose we can compute an ordering v1, . . . , vn of its nodes in
polynomial time such that the left-neighborhood Nℓ(vi) can be covered by a constant number
of cliques in polynomial time. Then MSCB-TC has a constant-factor when restricted to
inputs whose graphs lie in G.

For example, such an ordering exists for unit disk graphs (with each left-neighborhood being
covered by ≤ 3 cliques) [13]. Such an ordering can be also found for circular arc graphs with
each left-neighborhood being covered by ≤ 2 cliques, i.e. consider the coloring algorithm
mentioned above: if one orders the arcs spanning the selected point and then orders the
remaining arcs according to a perfect elimination ordering in the resulting interval graph.

The algorithm from Theorem 5 requires one additional structural result about coloring
than the algorithm from Theorem 2, namely Lemma 10 in Section 3. Unfortunately this
structural result fails to hold in perfect graphs, which is why Theorem 5 is only for chordal
graphs. Still, we are able to recover the following.

▶ Theorem 7. There is an O(
√

n)-approximation for MSCB-TC in perfect graphs.

While the ratio is quite large, it is at least better than the lower bound in general graphs
of n1−δ for any constant δ > 0, which is inherited from the same hardness for MSC [2].
Perhaps it is possible to design a constant-factor approximation for MSCB-TC in perfect
graphs, we leave this as an open problem.

1.1 Related Work
MSCB has been studied in certain special cases. The most notable example is Coflow
Scheduling, which is equivalent to MSCB when the input graph is the line graph2 of
a bipartite graph (i.e. at any given time step a matching of the edges/jobs is scheduled).
This problem was first introduced in [14] where a 22.34-approximation was given. Later,
4-approximations followed for Coflow Scheduling and generalizations with release times
for the jobs [1, 16, 6].

In a matroid setting, the jobs are given as items in the ground set X of a matroid rather
than as vertices in a graph and bundles are subsets of items in X. The set of jobs scheduled
at any given time must form an independent set of the matroid. A 2-approximation for the
problem of minimizing the total weighted completion time of all bundles was given in [12].

MSC itself is much more well studied. As mentioned earlier, a 4-approximation is known
in settings where the maximum independent set of the graph (and any induced subgraph)
can be computed in polynomial time [2]. Special attention has been given to particular
graph classes, in particular a 1.796-approximation is known in interval graphs [10] which
was recently extended to an algorithm with the same approximation guarantee for chordal
graphs [5]. In the more general setting of perfect graphs, a 3.591-approximation is known [7].
A broader summary of approximation algorithms for MSC in special graph classes can be
found in the survey article by Halldórsson and Kortsarz [9].

1.2 Organization
After discussing some challenges in adapting previous MSC and Coflow Scheduling
algorithms to MSCB, Section 2 presents our algorithm for MSCB and the proofs of Theorem
2 and Corollary 3. Section 3 extends these techniques to MSCB-TC and proves Theorem 5

2 Recall the line graph of G = (V, E) is the graph L(G) = (E, F ) where two edges e, f ∈ E are considered
adjacent in L(G) if they share a common endpoint.
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Figure 1 An example of the reduction from an instance of the Maximum Independent Set
problem to a collection of intervals using t = 2. It is straightforward to verify a subset of nodes is
independent if and only if each point on the underlying line is spanned by at most t intervals in the
union of their bundles.

and Corollary 6. We also discuss why our MSCB-TC algorithm does not extend to perfect
graphs in general, point out that we can at least get an O(

√
n)-approximation in perfect

graphs for MSCB-TC, and leave further improvements for future work.

1.3 Challenges
While MSCB is a common generalization of MSC and Coflow Scheduling, it turns out
most techniques used to address these problems fail. For example, a 4-approximation for
MSC follows by iteratively finding a maximum independent set in the graph of unscheduled
tasks in each time step. But for the classic problem of computing the chromatic number of a
graph, i.e. the special case of MSCB where all nodes are in a single bundle, this can be as
bad as an Ω(log n)-approximation even if the underlying graph is a tree, see Appendix A for
a simple example.

Another strategy that is used to get refined approximations for MSC is to compute
maximum t-colorable subgraphs of G for a geometric sequence of values for t as in [10, 5].
For MSCB, one could consider an algorithm that for a geometric sequence of values t will
compute a maximum-size subset of bundles P ⊆ {1, 2, . . . , p} such that all nodes in these
bundles, i.e. ∪j∈PVj can be scheduled without conflict in t steps. That is, we do not just
compute a maximum-size t-colorable induced subgraph of G itself, rather we are concerned
with how many clients can have their bundles completed within t steps.

Unfortunately, even in the special case where G is an interval graph, this seems impossible
to approximate well.

▶ Lemma 8. Let G = (V, E) be an interval graph and V1, V2, . . . , Vp a partition of V . For
any t ≤ |V | and any constant δ > 0, there is no O(|V |1/3−δ)-approximation algorithm for
computing the maximum size P ⊆ {1, 2, . . . , p} such that ∪j∈PVj can be scheduled within t

steps unless P = NP.

Proof. We reduce from the Maximum Independent Set problem. Let H = (U, F ) be an
undirected graph. Order F arbitrarily as e1, e2, . . . , e|F |. We build an interval graph over
the line [1, 2 · |F |]. Namely, for each v ∈ U and each ei having v as an endpoint, add t copies
of the interval [2 · i − 1, 2 · i]. Let Uv denote all intervals created from v ∈ U this way. Note,
there are exactly 2 · t intervals of the form [2 · i − 1, 2 · i] for each 1 ≤ i ≤ |F |, one for each
endpoint of ei. Let G be the resulting interval graph whose nodes/intervals are partitioned
as {Uv : v ∈ U}. Figure 1 illustrates this reduction.

Let I be a subset of bundles. It is straightforward to verify the intervals in ∪Uv∈IUv can
be t-colored (i.e. can be scheduled within t time steps) if and only if {v ∈ U : Uv ∈ I} is an
independent set in H.
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21:6 Approximating Minimum Sum Coloring with Bundles

Finally, recall for any constant δ > 0, there is no |U |1−δ-approximation for the maximum
independent set problem unless P = NP [17]. Since t ≤ n, then G has 2 · |F | · t ≤ O(|U |3)
vertices, as required. Thus, an α = o(|V |1/3−δ/3)-approximation for the largest number of
parts that can be scheduled in t time steps would yield a o(|U |1−δ)-approximation for the
maximum independent set problem in H. Replacing δ by 3δ (again a constant) yields the
result. ◀

Since MSC techniques seem to fail for MSCB, one could look to techniques successfully
used for approximating Coflow Scheduling. Recall Coflow Scheduling is the special
case of MSCB when the graph G is the line graph L(H) of an undirected graph. A property
of Coflow Scheduling that is commonly leveraged to design approximation algorithms is
that for each edge e in H (i.e. a job), all other edges that conflict with e share one of two
endpoints with e.

For example, the algorithm in [1] solves a time-indexed LP relaxation and uses the familiar
trick of greedy scheduling jobs according to their fractional completion time. Their analysis
relies on the fact that there are only 2 “reasons” an edge may not be scheduled at a time
step (i.e. one of the two endpoints already has an edge at that time step). Also, in [6] a
hypergraph matching result by Haxell [11] is used to demonstrate that a good schedule of
jobs exists. However, the way this matching result is used in [6] crucially relies on the fact
that the formed hyperedges only have 3 nodes, which comes from the fact that each edge of
H has only two endpoints.

2 Approximating MSCB in Perfect Graphs

Despite the challenges pointed out in Section 1.3, we are still able to design a constant-factor
approximation for MSCB in perfect graphs. Our techniques can be seen as a workaround
to the problem highlighted in Lemma 8, though we also need to use LPs to do so. That is,
we use an LP-relaxation to fractionally schedule the jobs. For a geometrically-increasing
sequence of values t, we consider the jobs that are completed to an extent of at least 1/2 by
time t in the fractional solution. The LP constraints will witness that the size of the largest
clique among these jobs is O(t). The fact the graph is perfect then allows us to color these
jobs with O(t) colors, i.e. to schedule them all within O(t) time steps.

For simplicity of presentation, we suppose G = (V, E) is an interval graph with n = |V |
nodes and that V = {V1, V2, . . . , Vp}. This allows us to write a polynomial-size LP relaxation.
The straightforward extension to perfect graphs (albeit with an exponential-size LP) will
be discussed at the end of this section. Thus, we suppose each vertex v ∈ V is associated
with an interval [sv, tv] ⊆ R. It is a folklore result that we may further assume, without loss
of generality, that each endpoint of each interval lies in the set {1, 2, . . . , 2 · n}. For each
1 ≤ i ≤ 2 · n the set Ci := {v ∈ V : i ∈ [sv, tv]} is easily seen to be a clique in G. It is also
known [8] that every clique of G is a subset of Ci for some 1 ≤ i ≤ 2 · n.

Like some previous work in MSC [5] and Coflow Scheduling [1, 6], we consider a
time-indexed LP relaxation for MSCB. For each v ∈ V and 1 ≤ t ≤ n we let xv,t be a
variable indicating v should be colored t and for each 1 ≤ k ≤ p we let fk be a variable that is
intended to be the largest color used to color nodes in Vk (i.e. when all jobs for bundle k are
completed). Throughout this section, we adhere to the following indexing conventions: k will
be used for bundles, t for time steps/colors, i for points on the underlying line {1, 2, . . . , 2 · n}
in the interval graph, and j for indexing geometric groupings of jobs defined in the algorithm.
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minimize :
∑p

k=1 wk · fk

subject to : fk ≥
∑n

t=1 t · xv,t ∀ 1 ≤ k ≤ p, v ∈ Vk∑
v∈Ci

xv,t ≤ 1 ∀ 1 ≤ t ≤ n, ∀ 1 ≤ i ≤ 2 · n∑n
t=1 xv,t = 1 ∀ v ∈ V

x, f ≥ 0
(LP-MSCB)

The first constraint says that bundle k is considered finished only after each v ∈ Vk is
completed, and the second constraint ensures that at most one vertex from any clique in
the interval graph can be processed at a time. The third ensures each job is completed at
some point. Clearly, the optimum value of (LP-MSCB) is at most the optimum value of
the MSCB instance since the natural integer solution corresponding to the optimal MSCB
solution is feasible for this LP.

2.1 Rounding Algorithm
After computing an optimal solution to LP-MSCB, for each job v ∈ V we let τv denote the
smallest time t such that

∑
t′≤t xv,t′ ≥ 1/2, i.e. when the LP solution has completed v to an

extent of at least 1/2. Notice by minimality of τv we also have
∑

t′≥t xv,t′ = 1−
∑

t′<t xv,t′ >

1 − 1/2 = 1/2.
For a bundle k, we then let f̂k := maxv∈Vk

τv be the minimum time when all jobs in Vk

are completed to an extent of at least 1/2 by the LP solution. As we show below, it is not
hard to see

∑
k f̂k is within a constant factor of the optimal LP solution.

We then employ geometric grouping of the jobs v ∈ V . That is, for each time t in a
geometric sequence we form a group with all jobs v having τv ≤ t. Using properties of the LP
solution and interval graphs, we show we can properly color all jobs in each such group with
2 · t colors. Concatenating these schedules for the various groups in this geometric sequence
completes the algorithm.

To optimize our final ratio, we carefully choose the geometric growth rate and also pick an
initial random geometric offset, as has been done in many previous works in minimum-latency
problems, e.g. [10]. We could also try a different parameter than 1/2 as the choice of
threshold for the defining values τv, but it turns out that 1/2 is the optimal value for our
approach. Also, readers with experience in MSC algorithms may wonder about another
optimization. Namely, with MSC once one has colored a geometric group one may get a
slight improvement in the approximation guarantee by optimally ordering the colors so that
larger color classes are finished earlier. However, this optimization does not work in our
setting since we are concerned with the completion times of bundles and reordering color
classes within a group’s coloring may not affect the completion time of a bundle.

We let q > 1 be a constant. It turns out the optimal setting for q in our algorithm is
just e, the base of the natural logarithm. We leave q as an unspecified constant for now and
only set it at the point in the analysis where it is apparent that this was the best choice of
constant. The precise description of our rounding technique is presented in Algorithm 1.

2.2 Analysis
Recall the sets Uj described in Algorithm 1.

▷ Claim 9. For each j, the jobs in Uj can be scheduled without any conflicts using at most
2 · qj+α time steps.
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Algorithm 1 MSCB Scheduling.

Compute an optimal solution (x, f) to (LP-MSCB).
Set τv to the smallest integer such that

∑
t≤τv

xv,t ≥ 1/2 for each v ∈ V .
Sample α ∼ [0, 1) uniformly.
Let Uj = {v ∈ V : ⌊qj−1+α⌋ < τv ≤ ⌊qj+α⌋} for 0 ≤ j ≤ logq n.
for each Uj in increasing order of j do

Schedule all jobs in Uj within the next 2 · ⌊qj+α⌋ unused time steps. {Claim 9}

Proof. We claim the size of the largest clique contained in Uj is at most 2 · qj+α. If so, then
we can properly color all of Uj using at most 2 · qj+α colors because interval graphs are
perfect.

First, consider any v ∈ Uj and say v ∈ Vk. Then τ(v) ≤ f̂k ≤ qj+α, so

∑
t≤qj+α

xv,t ≥
∑

t≤τ(v)

xv,t ≥ 1
2 .

Now consider any point i ∈ {1, 2, . . . , 2 · n} on the interval, our goal is to show |Uj ∩ Ci| ≤
2 ·qj+α. Letting Xi,j :=

∑
v∈Uj∩Ci

∑
t≤qj+α xv,t, summing the above bound over v ∈ |Uj ∩Ci|

shows Xi,j ≥ |Uj ∩ Ci|/2.
On the other hand, by the LP constraints we also have

Xi,j =
∑

t≤qj+α

∑
v∈Uj∩Ci

xv,t ≤
∑

t≤qj+α

∑
v∈Ci

xv,t ≤
∑

t≤qj+α

1 = qj+α.

From these two bounds on Xi,j we have |Uj ∩ Ci|/2 ≤ Xi,j ≤ qj+α so |Uj ∩ Ci| ≤ 2 · qj+α.
Finally, consider any clique C ⊆ Uj . Any clique of G is contained in a clique of the form

Ci so C ⊆ Uj ∩ Ci. Thus, we have |C| ≤ |Uj ∩ Ci| ≤ 2 · qj+α, that is the bound holds for all
cliques C ⊆ Uj . ◁

Next, we show each bundle k finishes within time O(f̂k). Fix any such bundle k and
pick any vk ∈ Vk with τvk

= f̂k. For any value α sampled by the algorithm, the completion
time of bundle k is upper bounded by the completion time of all jobs in the bundle Uj that
contains vk. This is because no job of Vk will be placed in a bundle Uj′ having j′ > j and
because we concatenated the schedules for the various buckets in increasing order of j.

Since 0 ≤ α ≤ 1 then there is some integer jk such that vk ∈ Ujk−1 or k ∈ Ujk
, depending

on the value of α. The breaking point between these two events occurs at α = logq f̂k −(jk −1).
Letting Tα be the quantity 2 · qj+α for the group j ∈ {jk − 1, jk} that vk is assigned to for a
given α, we have:

Tα ≤

{
2 · qjk−1+α k ∈ Ujk−1

2 · qjk+α k ∈ Ujk
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Since we concatenate the schedules for the groups Uj in increasing order of index j and
each group Uj is completed by time 2 · qj+α (Claim 9), then for any j each job in Uj will be
completed by time

∑j
j′=1 2 · qj′+α ≤ 2·q

q−1 · qj+α. Therefore we have

Eα∼[0,1)[Tα] =
∫ 1

0
Tα dα

= 2 · q

q − 1 ·

(∫ logq f̂k−(jk−1)

0
qjk+α dα +

∫ 1

logq f̂k−(jk−1)
qjk−1+α dα

)

= 2 · q

q − 1 ·

 qjk+α

ln q

∣∣∣∣logq f̂k−(jk−1)

0
+ qjk−1+α

ln q

∣∣∣∣1
logq f̂k−(jk−1)


= 2 · q

ln q
· τvk

= 2 · q

ln q
· f̂k

At this point, we see the optimal choice of q is e ≈ 2.717, the base of the natural logarithm.
Setting q to e yields

Eα∼[0,1)[Tα] = 2 · q

ln q
· f̂k = 2 · e · f̂k

We complete the proof by bounding fk by O(f̂k). Recalling
∑

t≥τvk
xvk,t ≥ 1/2, we see

fk ≥
∑

t

t · xvk,t ≥
∑

t≥τvk

t · xvk,t ≥ τv ·
∑

t≥τvk

xvk,t ≥ τvk

2 = f̂k

2

To put this all together, by Claim 9 the completion time of a bundle k is at most Tα. In
expectation over the random choice of α, this is at most 2 · e · f̂k. Finally, from the bound
directly above we see the expected completion time of a bundle is then at most 4 · e · fk.
Thus, the expected total completion time of all bundles is at most 4 · e ≤ 10.874 times the
optimum value of (LP-MSCB).

2.3 Extensions
Perfect Graphs. The only change to the LP is that the second collection of constraints is
replaced by the following more general constraints:∑

v∈C

xv,t ≤ 1 ∀ t, ∀ cliques C of G (1)

In general there are exponentially many cliques (and even exponentially-many maximal
cliques) in a perfect graph. Still, these constraints can be separated in polynomial time
for perfect graphs (Theorem 67.6 in [15]) meaning the LP can still be solved optimally in
polynomial time.

The rest of the proof carries through essentially without modification: the size of a
maximum clique in Uj is still bounded to be at most 2 · qj+α. That is, let C ⊆ Uj be a clique.
Since each v ∈ Uj has τv ≤ ⌊qj+α⌋ then∑

v∈C

∑
t≤qj+α

xv,t ≥
∑
v∈C

1
2 = |C|/2.

SWAT 2024
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On the other hand, by the more general clique constraints (1) we have∑
t≤qj+α

∑
v∈C

xv,t ≤
∑

t≤qj+α

1 ≤ qj+α.

Since G is perfect, then by definition Uj can be colored using at most 2 · qj+α colors and such
a coloring can be done in polynomial time (Corollary 67.2c[15]). The rest of the analysis is
unchanged, thus the full form of Theorem 2 is proven.

Derandomizing. It is simple to efficiently derandomize our approach. We simply list all
break points α of the form logq f̂k − (jk − 1) over all bundles k and try all α between these
break points. Our algorithm is deterministic once α is given and these break points are
the only values of α where the behavior of the algorithm changes. Taking the best solution
found over all such α is surely no worse than the expected cost of the returned solution when
choosing α randomly

Extensions to Other Graph Classes. For Corollary 3, the assumptions mean we can
approximately separate the clique constraints

∑
v∈C xv,t ≤ 1 in polynomial time ultimately

leading to an efficient algorithm that finds an LP solution with cost at most OPT where
all constraints hold except perhaps these new clique constraints. Instead, we would have∑

v∈C xv,t ≤ c where c is the approximation factor of computing a maximum-weight clique
in G.

The approximate relationship between maximum cliques and the chromatic number of
graphs satisfying the assumptions of Corollary 3 allow us to conclude Uj can be colored with
at most c′ · qi+α colors where c′ is also a constant. Carrying this term through the rest of
the analysis shows the algorithm is an O(1)-approximation.

3 MSCB with Task Concurrencies

Recall in MSCB-TC, the bundles form a partition V1, . . . , Vp of P and for each bundle k

we have a bound dk on the number of jobs in Vk that can be scheduled at any single time.
This models settings where clients can only deliver/retrieve a bounded number of their jobs
at any single time. Also, recall that we assume G is a chordal graph.

The new algorithm starts with (LP-MSCB) except the cliques Ci used to define the
constraints are the polynomially-many maximal cliques of G [8] (which can be enumerated in
polynomial time) and two additional classes of constraints are added. First, for any bundle
1 ≤ k ≤ p and any time t we add the constraints∑

v∈Vk

xv,t ≤ dk.

That is, at any given time a maximum of dk jobs for bundle k can be processed. We call
these concurrency constraints. Next, For any bundle 1 ≤ k ≤ p we add the constraints

fk ≥ ⌈|Vk|/dk⌉

which enforces the trivial lower bound that ⌈|Vk|/dk⌉ time steps are required to finish bundle
k even if we processed dk of its jobs per step. Note, without this bound the LP could cheat
in the following way: if dk = 1 and Vk = {v1, . . . , vm} we could set xvi,t = 1/m for all
1 ≤ i ≤ m and 1 ≤ t ≤ m which would permit us to set fk = (m + 1)/2 whereas an integer
solution would clearly require fk ≥ m.
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For the rest of this section, by “schedule” we mean a proper coloring of G with the
additional constraint that for any bundle k and any time t we have at most dk jobs in Vk

being colored with t.
We need to make some minor modifications to the algorithm. First, we now define

f̂k := max{⌈|Vk|/dk⌉, maxv∈Vk
τv}. Next, we change Uj to be

Uj = {k : ⌊qj−1+α⌋ < f̂k ≤ ⌊qj+α⌋}.

Finally, when we color Uj , we will ensure that the new concurrency constraints are satisfied
with this coloring. The following structural result enables us to do this while limiting the
loss in the final approximation guarantee. Here, we are letting χ(G) denote the chromatic
number of G.

▶ Lemma 10. Let G = (V, E) be a chordal graph whose vertices are partitioned as V1, . . . , Vp.
Further, for each 1 ≤ k ≤ p let dk ≥ 1 be an integer. In polynomial time, we can compute a
proper coloring of G using at most χ(G)+maxk

⌈
|Vk|
dk

⌉
−1 colors such that for each 1 ≤ k ≤ p,

no color appears more than dk times among nodes in Vk.

Proof. Recall that a graph is a chordal graph if and only if it has a perfect elimination
ordering, i.e. an ordering v1, v2, . . . , vn such that for each 1 ≤ j ≤ n, the left-neighborhood
Nℓ(vj) = {i < j : vivj ∈ E} of each node is a clique and that this ordering can be computed
in linear time [8].

To compute the coloring we need, process the nodes vi in this order. When coloring vi,
we simply avoid using a color already assigned to a node in Nℓ(vi) or already assigned to
dk nodes in the same part Vk as vi. This can be done if we allow χ(G) + maxk

⌈
|Vk|
dk

⌉
− 1

colors. ◀

We briefly remark that Lemma 10 is tight even for interval graphs where dk = 1 for
all Vk. Consider the case where V1 consists of m jobs whose corresponding intervals are
[1, 2], [3, 4], [5, 6], . . . , [2m − 1, 2m] and V2, . . . , Vp each consists of a single job whose corres-
ponding interval is [1, 2m]. The chromatic number is exactly p but no two jobs can receive
the same color since the only non-intersecting pairs of intervals have their corresponding jobs
in the same bundle V1. Therefore, |V1| + |V2| + . . . + |Vp| = p + m − 1 colors are required.

Towards coloring Uj , we define Vj = {k : Vk ∩ Uj} ≠ ∅ to be all bundles having some job
in Uj and then we let Sj = maxk∈Vj

⌈|Vk ∩ Uj |/dk⌉. Since ⌈|Vk ∩ Uj |/dk⌉ is a lower bound
on the time required to finish all jobs Vk ∩ Uj due to the task concurrency constraint for
bundle k, we have that Sj is another lower bound for the time needed to complete all jobs in
the set Uj . The new LP constraints help assert this lower bound as well.

▶ Lemma 11. For each group j, Sj ≤ qj+α.

Proof. This is demonstrated by leveraging the additional constraint incorporated into our
LP. For every k ∈ Vj , we know that |Vk|

dk
≤ f̂k. Furthermore, based on the new definition

of Uj it is clear that f̂k ≤ qj+α. Consequently, |Vk|
dk

is less than equal to qj+α, implying
|Vk ∩ Uj | ≤ qj+α · dk. Therefore, it follows that Sj ≤ qj+α. ◀

As with the MSCB approximation, the maximum clique size in Uj is at most 2 · qj+α.
Further, we have just shown |Vk ∩ Uj | ≤ qj+α · dk for any k ∈ Vj . So Lemma 10 means there
is a proper coloring of Uj using at most 3 · qj+α colors such that no bundle in Vk has more
than dk jobs colored with the same color.
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The rest of the analysis is similar to the analysis of the algorithm for MSCB except the
approximation ratio has changed since we used 3 · qα+j colors instead of 2 · qα+j colors to
color each Uj . Thus, it is a 6 · e ≤ 16.31-approximation.

Corollary 6 essentially follows by how Corollary 3 followed from Theorem 2 but using a
more general form of Lemma 10. Namely, if there is an ordering of the nodes v1, v2, . . . , vn

such that the left-neighborhood Nℓ(vi) = {vj : vivj ∈ E, j < i} of any node vi can be
covered with R = O(1) cliques then we can find a proper coloring of G using at most
R · χ(G) + maxk⌊|Vk|/dk⌋ colors by picking the lowest available color not appearing in the
left-neighborhood of vi that is also not used dk times in the part Vk with vi.

4 MSCB-TC in Perfect Graphs – A Barrier

Lemma 10 fails to hold in perfect graphs even within any constant factor. That is, it may
require Θ(

√
n) · max{χ(G), maxk |Vk|/dk} colors to even if dk = 1 for all k. Consider the

following simple example on n = N2 nodes for some integer N . The graph GN = (V, E) is
partitioned into sets V1, . . . , VN and each Vk has exactly N nodes. We have an edge between
any pair of nodes in different parts, but each part is an independent set.

It is easy to see such graphs are perfect. More generally, a graph that is partitioned into
b nonempty independent sets and has all possible edges between these parts has chromatic
number b and maximum clique size b (pick one node from each part). Since any induced
subgraph of our graph GN is of this form, then GN is also perfect.

But any coloring satisfying task concurrency limits of dk = 1 for all parts must in fact
use n colors. Two nodes in different parts cannot receive the same color because they are
connected by an edge and two nodes in the same part cannot receive the same color because
the task concurrency limit is 1. Yet, χ(G) = N =

√
n and the maximum size of a part is

also N =
√

n.
Still, this is the worst case. The following variation of Lemma 10 leads to an O(

√
n)-

approximation for MSCB-TC in perfect graphs.

▶ Lemma 12. Let G = (V, E) be a graph whose vertices are partitioned as V1, . . . , Vp. Further,
for each 1 ≤ k ≤ p let dk ≥ 1 be an integer. There is a proper coloring of G using at most
√

n · max
{

χ(G), maxk

⌈
|Vk|
dk

⌉}
colors such that for each 1 ≤ k ≤ p, no color appears more

than dk times among nodes in Vk. Such a coloring can be computed in polynomial time if G

can be optimally colored in polynomial time.

Proof. If maxk⌈|Vk|/dk⌉ ≥
√

n, then the trivial n-coloring (i.e. all nodes get different colors)
suffices. Otherwise, consider a proper coloring σ : V → {1, 2, . . . , χ(G)} of G. Order the
nodes vk

1 , vk
2 , . . . , vk

|Vk| arbitrarily in each part Vk.
Recolor a vertex vk

i with the pair (χ(vk
i ), ⌊i/dk⌋). Clearly, this is a proper coloring since

the first components of the new colors of nodes will differ on any edge of G. Further, at most
dk nodes in Vk will have the same second part of the pair describing their color. The number
of colors used is χ(G) · maxk⌈|Vk|/dk⌉ ≤ χ(G) ·

√
n, as required.

Finally, this can be done in polynomial time if we can compute a coloring of G with χ(G)
colors in polynomial time. ◀

Using this in place of Lemma 10 yields an O(
√

n)-approximation for MSCB-TC in
perfect graphs. This proves Theorem 7.
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5 Conclusion

We have given the first constant-factor approximations for MSCB in a large variety of graph
classes including perfect graphs and unit-disc graphs. Our techniques extend to give the
first constant-factor approximations for MSCB-TC in certain graphs like chordal graphs,
interval graphs, and unit-disc graphs.

It would be interesting to see what other graph classes admit constant-factor approxima-
tions for MSCB and, perhaps, also for MSCB-TC. Another interesting direction would be
to get a purely combinatorial constant-factor approximation for MSCB in certain graph
classes, i.e. one that avoids solving a linear program. Such algorithms exist for MSC in
many cases, e.g. [2, 10]. One barrier is that it seems hard to approximate the maximum
number of bundles that can be completed in a given number of time steps even in simple
graph classes like interval graphs (Lemma 8). Perhaps a bicriteria approximation could be
designed to circumvent this hardness, it would immediately lead to an O(1)-approximation
through standard minimum latency arguments.
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A Greedy Coloring in Trees

We point out the greedy algorithm that iteratively picks a maximum independent set to color
a graph may be as bad as an Ω(log n)-approximation. We point this out to show that the
greedy 4-approximation for unweighted MSC does not extend to our setting which includes,
as a special case, computing the chromatic number of a graph. While this seems to be well
known in the community, we are unaware of a particular reference for such an example so we
provide a simple construction here for completeness.

Let T0 be the trivial tree with a single node. Inductively for i ≥ 1 let Ti be constructed
by attaching 2 leaf nodes to each node of Ti−1. So the number of nodes in Ti is 3i.

The only maximum independent set in Ti is the set of all leaves in Ti (which clearly forms
an independent set). To see this, let I be an independent set that includes an internal vertex
of Ti (i.e. a node of Ti−1). Neither leaf that was attached to v to form Ti is in I because I is
an independent set. But then we get a larger independent set by removing v from I and
adding in the two associated leaves.

The greedy algorithm to compute a maximum independent set in Ti will first pick all
of its leaves. Removing them leaves tree Ti−1. So by induction, with the base case i = 0
clearly requiring a single iteration to color, the number of iterations will be i + 1. Since i + 1
is logarithmic in the size of Ti (i.e. n := 3i) and since the chromatic number of Ti, i ≥ 1 is
2 (as is true for any tree with at least one edge), this is an Ω(log n)-approximation for the
chromatic number of a tree.
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1 Introduction

We initiate the algorithmic study of computing stable (independent) sets in frameworks. The
term framework, also known as pregeometric graph [28, 29], refers to a pair (G, M), where G

is a graph and M = (V (G), I) is a matroid on the vertex set of G. We remind the reader that
pairwise nonadjacent vertices of a graph form a stable or independent set. To avoid confusion
with independence in matroids, we consistently use the term “stable set” throughout the
paper. Whenever we mention independence, it is in reference to independence with respect
to a matroid. We consider the following problem.

Input: A framework (G, M) and an integer k ≥ 0.
Task: Decide whether G has vertex set S ⊆ V (G) of size at least k that is stable

in G and independent in M.

Independent Stable Set

The Independent Stable Set problem encompasses several well-studied problems
related to stable sets.

When M is a uniform matroid with every k-element subset of V (G) forming a basis, the
Independent Stable Set problem seeks to determine whether a graph G contains a stable
set of size at least k. This is the classic Stable Set problem.

For a partition matroid M whose elements are partitioned into k blocks and independent
sets containing at most one element from each block, Independent Stable Set transforms
into the rainbow-independence (or Rainbow-Stable Set) problem. To express this problem
in graph terminology, consider a graph G with a vertex set V (G) colored in k colors. A set
of vertices S is termed rainbow-independent if it is stable in G and no color occurs in S more
than once [3, 25]. This concept is also known in the literature as an independent transversal
[19, 18, 23] and an independent system of representatives [2].

Rainbow-independence generalizes the well-studied combinatorial concept of rainbow
matchings [1, 13]. (Note that a matching in a graph is a stable set in its line graph.) It
also has a long history of algorithmic studies. In the Rainbow Matching problem, we
are given a graph G, whose edges are colored in q colors, and a positive integer k. The
task is to decide whether a matching of size at least k exists whose edges are colored in
distinct colors. Itai, Rodeh, and Tanimoto in [24] established that Rainbow Matching
is NP-complete on bipartite graphs. Le and Pfender [26] strongly enhanced this result by
showing that Rainbow Matching is NP-complete even on paths and complete graphs.
Gupta et al. [21] considered the parameterized complexity of Rainbow Matching. They
gave an FPT algorithm of running time 2k · nO(1). They also provided a kernel with O(k2∆)
vertices, where ∆ is the maximum degree of a graph. Later, in [22], the same set of authors
obtained a kernel with O(k2) vertices for Rainbow Matching on general graphs.

When M is a transversal matroid, Independent Stable Set transforms into the
Bipartite Matching with Separation problem [30]. In this variant of the maximum
matching problem, the goal is to determine whether a bipartite graph H contains a matching
of size k with a separation constraint: the vertices on one side lie on a path (or a grid), and
two adjacent vertices on a path (or a grid) are not allowed to be matched simultaneously.
This problem corresponds to Independent Stable Set on a framework (G, M), where G

is a path (or a grid) on vertices U , and M is a transversal matroid of the bipartite graph
H = (U, W, EH) whose elements are U , and the independent subsets are sets of endpoints of
matchings of H. Manurangsi, Segal-Halevi, and Suksompong in [30] proved that Bipartite
Matching with Separation is NP-complete and provided approximation algorithms.
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Stable Set is a notoriously difficult computational problem. It is well-known to be
NP-complete and W[1]-complete when parameterized by k [9]. On the other hand, Stable
Set is solvable in polynomial time on perfect graphs [20]. When it comes to parameterized
algorithms and kernelization, Stable Set is known to be FPT and to admit polynomial (in
k) kernel on classes of sparse graphs, like graphs of bounded degree or degeneracy [10]. The
natural question is which algorithmic results about the stable set problem could be extended
to Independent Stable Set.

We commence with a lower bound on Independent Stable Set. Theorem 2 establishes
that when the matroid in a framework is represented by the independence oracle, for
any computable function f , no algorithm can solve Independent Stable Set using
f(k) · no(k) calls to the oracle. Moreover, we show that the lower bound holds for
frameworks with bipartite, chordal, claw-free graphs, and AT-free graphs for which the
classical Stable Set problem can be solved in polynomial time. While the usual bounds
in parameterized complexity are based on the assumption FPT ̸= W[1], Theorem 2 rules
out the existence of an FPT algorithm for Independent Stable Set parameterized by
k unconditionally.
In Section 4, we delve into the parameterized complexity of Independent Stable Set
when dealing with frameworks on d-degenerate graphs. The first result of this section,
Theorem 3, demonstrates that the problem is FPT when parameterized by d + k, by
providing an algorithm of running time O((d + 1)k · n). Addressing the kernelization
aspect, Theorem 5 reveals that when d is a constant, Independent Stable Set on
frameworks with graphs of degeneracy at most d, admits a kernel polynomial in k. More
precisely, we prove that for every integer d ≥ 0, the problem admits a kernelization
algorithm that in time nO(d) outputs an equivalent framework with a graph on dkO(d)

vertices. This is complemented by Theorem 6, establishing that Independent Stable
Set on frameworks with d-degenerate graphs and partition matroids lacks a polynomial
kernel when parameterized by k + d unless NP ⊆ coNP /poly.
Shifting the focus to the stronger maximum vertex degree ∆ parameterization, Theorem 4
establishes improved kernelization bounds. Specifically, Independent Stable Set
admits a polynomial kernel on frameworks that outputs an equivalent framework with a
graph on at most k2∆ vertices.
When it comes to perfect graphs, there is no hope of polynomial or even parameterized
algorithms with parameter k: Rainbow-Stable Set is already known to be NP-complete
and W[1]-complete when parameterized by k on bipartite graphs by the straightforward
reduction from the dual Mulitcolored Biclique problem [9]. Also, the unconditional
lower bound from Theorem 2 holds for bipartite and chordal graphs if the input matroids
are given by the independence oracles.
Interestingly, it is still possible to design FPT algorithms for frameworks with chordal
graphs when the input matroids are given by their representations. In Theorem 8, we
show that Independent Stable Set can be solved in 2O(k) ·∥A∥O(1) time by a one-sided
error Monte Carlo algorithm with false negatives on frameworks with chordal graphs
and linear matroids given by their representations A. When it concerns kernelization,
Theorem 9 shows that Independent Stable Set on frameworks with chordal graphs
and partition matroids does not admit a polynomial kernel when parameterized by k

unless NP ⊆ coNP /poly.

2 Preliminaries

In this section, we introduce the basic notation used throughout the paper and provide some
auxiliary results.

SWAT 2024
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Graphs. We use standard graph-theoretic terminology and refer to the textbook of Dies-
tel [11] for missing notions. We consider only finite undirected graphs. For a graph G, V (G)
and E(G) are used to denote its vertex and edge sets, respectively. Throughout the paper,
we use n to denote the number of vertices if it does not create confusion. For a graph G

and a subset X ⊆ V (G) of vertices, we write G[X] to denote the subgraph of G induced
by X. We denote by G − X the graph obtained from G by the deletion of every vertex
of X (together with incident edges). For v ∈ V (G), we use NG(v) to denote the (open)
neighborhood of v, that is, the set of vertices of G that are adjacent to v; NG[v] = NG(v)∪{v}
is the closed neighborhood of v. For a set of vertices X, NG(X) =

( ⋃
v∈X NG(v)

)
\ X and

NG[X] =
⋃

v∈X NG[v]. We use dG(v) = |NG(v)| to denote the degree of v; δ(G) and ∆(G)
denote the minimum and maximum degree of a vertex in G, respectively. For a nonnegative
integer d, G is d-degenerate if for every subgraph H of G, δ(H) ≤ d. Equivalently, a graph
G is d-degenerate if there is an ordering v1, . . . , vn of the vertices of G, called elimination
ordering, such that dGi

(vi) ≤ d for every i ∈ {1, . . . , n} where Gi = G[{vi, . . . , vn}]. Given a
d-degenerate graph G, the elimination ordering can be computed in linear time [32]. The
degeneracy of G is the minimum d such that G is d-degenerate. We remind that a graph G

is bipartite if its vertex set can be partitioned into two sets V1 and V2 in such a way that
each edge has one endpoint in V1 and one endpoint in V2. A graph G is chordal if it has
no induced cycles on at least four vertices. A graph G is said to be claw-free if it does not
contain the claw graph K1,3 as an induced subgraph. An independent set of three vertices
such that each pair can be joined by a path avoiding the neighborhood of the third is called
an asteroidal triple (AT). A graph is AT-free if it does not contain asteroidal triples.

Matroids. We refer to the textbook of Oxley [34] for the introduction to Matroid Theory.
Here we only briefly introduce the most important notions.

▶ Definition 1. A pair M = (V, I), where V is a ground set and I is a family of subsets,
called independent sets of M, is a matroid if it satisfies the following conditions, called
independence axioms:
(I1) ∅ ∈ I,
(I2) if X ⊆ Y and Y ∈ I then X ∈ I,
(I3) if X, Y ∈ I and |X| < |Y |, then there is v ∈ Y \ X such that X ∪ {v} ∈ I.
We use V (M) and I(M) to denote the ground set and the family of independent sets of M,
respectively, unless M is clear from the context. An inclusion-maximal set of I is called a
base; it is well-known that all bases of M have the same cardinality. A function r : 2V → Z≥0
such that for every X ⊆ V ,

r(X) = max{|Y | : Y ⊆ X and Y ∈ I}

is called the rank function of M. The rank of M, denoted r(M), is r(V ); equivalently, the
rank of M is the size of any base of M. Let us remind that a set X ⊆ V is independent if and
only if r(X) = |X|. The closure of a set X is the set cl(X) = {v ∈ V : r(X ∪ {v}) = r(X)}.
The matroid M′ = (V \ X, I ′), where I ′ = {Y ∈ I : Y ⊆ V \ X}, is said to be obtained from
M by the deletion of X. The restriction of M to X ⊆ V is the matroid obtained from M by
the deletion of V \ X. If X is an independent set then the matroid M′′ = (V \ X, I ′′), where
I ′′ = {Y ⊆ V \ X : Y ∪ X ∈ I}, is the contraction of M by X. For a positive integer k, the
k-truncation of M = (V, I) is the matroid M′ with the same ground set V such that X ⊆ V

is independent in M′ if and only if X ∈ I and |X| ≤ k. Because in Independent Stable
Set, we are interested only in independent sets of size at most k, we assume throughout our
paper that the rank of the input matroids is upper bounded by k. Otherwise, we replace M
by its k-truncation.
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In our paper, we assume in the majority of our algorithmic results that the input
matroids in instances of Independent Stable Set are given by independence oracles. An
independence oracle for M takes as its input a set X ⊆ V and correctly returns either yes
or no in unit time depending on whether X is independent or not. We assume that the
memory used to store oracles does not contribute to the input size; this is important for our
kernelization results. Notice that given an independence oracle, we can greedily construct an
inclusion-maximal independent subset of X and this can be done in O(|X|) time. Note also
that the oracle for M can be trivially transformed to an oracle for the k-truncation of M.

Our computational lower bounds, except the unconditional bound in Theorem 2, are
established for partition matroids. The partition matroid for a given partition {V1, . . . , Vℓ} of
V is the matroid with the ground set V such that a set X ⊆ V is independent if and only if
|X ∩Vi| ≤ 1 for each i ∈ {1, . . . , ℓ} (in a more general setting, it is required that |V ∩Xi| ≤ di

where d1, . . . , dℓ are some constant but we only consider the case d1 = · · · = dℓ = 1).
Matroids also could be given by their representations. Let M = (V, I) be a matroid

and let F be a field. An r × n-matrix A is a representation of M over F if there is a
bijective correspondence f between V and the set of columns of A such that for every X ⊆ V ,
X ∈ I if and only if the set of columns f(X) consists of linearly independent vectors of Fr.
Equivalently, A is a representation of M if M is isomorphic to the column matroid of A, that
is, the matroid whose ground set is the set of columns of the matrix and the independence of
a set of columns is defined as the linear independence. If M has a such a representation,
then M is representable over F and it is also said M is a linear (or F-linear) matroid.

Parameterized Complexity. We refer to the books of Cygan et al. [9] and Fomin et al. [16]
for an introduction to the area. Here we only briefly mention the notions that are most
important to state our results. A parameterized problem is a language L ⊆ Σ∗ × N where
Σ∗ is a set of strings over a finite alphabet Σ. An input of a parameterized problem is a
pair (x, k) where x is a string over Σ and k ∈ N is a parameter. A parameterized problem
is fixed-parameter tractable (or FPT) if it can be solved in time f(k) · |x|O(1) for some
computable function f . The complexity class FPT contains all fixed-parameter tractable
parameterized problems. A kernelization algorithm or kernel for a parameterized problem L

is a polynomial-time algorithm that takes as its input an instance (x, k) of L and returns an
instance (x′, k′) of the same problem such that (i) (x, k) ∈ L if and only if (x′, k′) ∈ L and
(ii) |x′| + k′ ≤ f(k) for some computable function f : N → N. The function f is the size of
the kernel; a kernel is polynomial if f is a polynomial. While every decidable parameterized
problem is FPT if and only if the problem admits a kernel, it is unlikely that all FPT
problems have polynomial kernels. In particular, the cross-composition technique proposed
by Bodlaender, Jansen, and Kratsch [5] could be used to prove that a certain parameterized
problem does not admit a polynomial kernel unless NP ⊆ coNP /poly.

We conclude the section by defining Rainbow-Stable Set.

Input: A graph G and a partition {V1, . . . , Vk} of V (G) into k sets, called color
classes.

Task: Decide whether G has a stable set S of size k such that |S ∩ Vi| = 1 for
each i ∈ {1, . . . , k}.

Rainbow-Stable Set

As mentioned, Rainbow-Stable Set is a special case of Independent Stable Set
for partition matroids where k is the number of subsets in the partition defining the input
matroid.
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3 Unconditional computational lower bound

Because Independent Stable Set generalizes the classical Stable Set problem, Inde-
pendent Stable Set is NP-complete [17] and W[1]-complete [12]. However, when the input
matroids are given by their independence oracles, we obtain an unconditional computational
lower bound. Moreover, we show that the lower bound holds for several graph classes for
which the classical Stable Set problem can be solved in polynomial time. For this, we
remind that Stable Set is polynomial on claw-free and AT-free graphs by the results of
Minty [33] and Broersma et al. [8], respectively.

▶ Theorem 2. There is no algorithm solving Independent Stable Set for frameworks
with matroids represented by the independence oracles using f(k) · no(k) oracle calls for any
computable function f . Furthermore, the bound holds for bipartite, chordal, claw-free, and
AT-free graphs.

Proof. First, we show the bound for claw-free and AT-free and then explain how to modify
the proof for other graph classes.

Let p and q be positive integers. We define the graph Gp,q as the disjoint union of Gi

constructed as follows for each i ∈ {1, . . . , p}.
For each j ∈ {1, . . . , q}, construct two vertices ai,j and bi,j ; set Ai = {ai,1, . . . , ai,q} and
Bi = {bi,1, . . . , bi,q}.
Make Ai and Bi cliques.
For each j ∈ {1, . . . , q} and for all distinct h, j ∈ {1, . . . , q}, make ai,h and bi,j adjacent.

Equivalently, each Gi is obtained by deleting a perfect matching from the complete graph
K2q. By the construction, Gp,q is both claw-free and AT-free and has 2pq vertices. Consider a
family of indices j1, . . . , jp ∈ {1, . . . , q} and set W =

⋃p
i=1{ai,ji

, bi,ji
}. We define the matroid

MW with the ground set V (Gp,q) as follows for k = 2p:
Each set X ⊆ V (Gp,q) of size at most k − 1 is independent and any set of size at least
k + 1 is not independent.
A set X ⊆ V (Gp,q) of size k is independent if and only if either X = W or there is
i ∈ {1, . . . , p} such that |Ai ∩X| ≥ 2 or |Bi ∩X| ≥ 2 or there are distinct h, j ∈ {1, . . . , q}
such that ai,h, bi,j ∈ X.

Denote by IW the constructed family of independent sets. We will now show that MW is
indeed a matroid.

▶ Claim 2.1. MW = (V (Gp,q), IW ) is a matroid.

Proof of Claim 2.1. We have to verify that IW satisfies the independence axioms (I1)–(I3).
The axioms (I1) and (I2) for IW follow directly from the definition of IW . To establish (I3),
consider arbitrary X, Y ∈ IW such that |X| < |Y |. If |X| < k − 1 then for any v ∈ Y \ X,
Z = X ∪ {v} ∈ IW because |Z| ≤ k − 1.

Suppose |X| = k − 1 and |Y | = k. If there is i ∈ {1, . . . , p} such that |Ai ∩ X| ≥ 2
or |Bi ∩ X| ≥ 2 or there are distinct h, j ∈ {1, . . . , q} such that ai,h, bi,j ∈ X then for
any v ∈ Y \ X, the set Z = X ∪ {v} has the same property and, therefore, Z ∈ IW .
Assume that this is not the case. By the construction of Gp,q, we have that for each
i ∈ {1, . . . , p}, |X ∩ Ai| ≤ 1 and |X ∩ Bi| ≤ 1, and, furthermore, there is j ∈ {1, . . . , q}
such that X ∩ (Ai ∪ Bi) ⊆ {ai,j , bi,j}. Because |X| = k − 1, we can assume without loss of
generality that there are indices h1, . . . , hp ∈ {1, . . . , q} such that X ∩(Ai ∪Bi) = {ai,hi

, bi,hi
}

for i ∈ {1, . . . , p − 1} and X ∩ (Ap ∪ Bp) = {ap,hp}. Recall that W =
⋃p

i=1{ai,ji , bi,ji} for
j1, . . . , jp ∈ {1, . . . , q}. If there is v ∈ Y \ X such that v ≠ bp,jp

then consider Z = X ∪ {v}.
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We have that there is i ∈ {1, . . . , p} such that |Ai ∩ Z| ≥ 2 or |Bi ∩ Z| ≥ 2 or there are
distinct h, j ∈ {1, . . . , q} such that ai,h, bi,j ∈ Z, that is, Z ∈ IW . Now we assume that
Y \X = {bp,jp

}. Then Y = W and we can take v = bp,jp
. We obtain that X ∪{v} = Y ∈ IW .

This concludes the proof. ◁

We show the following lower bound for the number of oracle queries for frameworks
(Gp,q, MW ).

▶ Claim 2.2. Solving Independent Stable Set for instances (Gp,q, MW , k) with the
matroids MW defined by the independence oracle for an (unknown) stable set W of Gp,q of
size k demands at least qp − 1 oracle queries.

Proof of Claim 2.2. Notice that every stable set of X of size k contains exactly two vertices
of each Gi and, moreover, there is j ∈ {1, . . . , q} such that X ∩ V (Gi) = {ai,j , bi,j}. Because
the only stable set of this structure that is independent with respect to MW is W , the task
of Independent Stable Set boils down to finding an unknown stable set W of Gp,q of
size k using oracle queries. Querying the oracle for sets X of size at most k − 1 or at least
k + 1 does not provide any information about W . Also, querying the oracle for X of size
k with the property that there is i ∈ {1, . . . , p} such that |Ai ∩ X| ≥ 2 or |Bi ∩ X| ≥ 2 or
there are distinct h, j ∈ {1, . . . , q} such that ai,h, bi,j ∈ X also does not give any information
because all these are independent. Hence, we can assume that the oracle is queried only for
sets X of size k with the property that for each i ∈ {1, . . . , p}, there is j ∈ {1, . . . , q} such
that X ∩ V (Gi) = {ai,j , bi,j}, that, is the oracle is queried for stable sets of size k. The graph
Gp,q has qp such sets. Suppose that the oracle is queried for at most qp − 2 stable sets of size
k with the answer no. Then there are two distinct stable sets W and W ′ of size k such that
the oracle was queried neither for W nor W ′. The previous queries do not help to distinguish
between W and W ′. Hence, at least one more query is needed. This proves the claim. ◁

Now, we are ready to prove the claim of the theorem. Suppose that there is an algorithm
A solving Independent Stable Set with at most f(k) · ng(k) oracle calls for computable
functions f and g such that g(k) = o(k). Without loss of generality, we assume that f and
g are monotone non-decreasing functions. Because g(k) = o(k), there is a positive integer
K such that g(k) < k/2 for all k ≥ K. Then for each k ≥ K, there is a positive integer Nk

such that for every n ≥ Nk, (f(k) · ng(k) + 1)kk/2 < nk/2.
Consider instances (Gp,q, MW , k) for even k ≥ K where p = k/2 and q ≥ Nk/k. We

have that k = 2p and n = 2pq. Then A applied to such instances would use at most
f(k) · ng(k) <

(
n
k

)k/2 − 1 = qp − 1 oracle queries contradicting Claim 2.2. This completes the
proof for claw and AT-free graphs.

Now we sketch the proof of Theorem 2 for bipartite graphs. For positive integers p and q,
we define Hp,q as the disjoint union of the graphs Hi for i ∈ {1, . . . , p} constructed as follows.

For each j ∈ {1, . . . , q}, construct three vertices ai,j , bi,j , and ci,j ; set Ai = {ai,1, . . . , ai,q},
Bi = {bi,1, . . . , bi,q}, and Ci = {ci,1, . . . , ci,q}.
For each j ∈ {1, . . . , q}, make ai,j and bi,j adjacent to every ci,h for h ∈ {1, . . . , q} such
that h ̸= j.

Notice that Hp,q is a bipartite graph with 3pq vertices. We define R =
⋃p

i=1(Ai ∪ Bi).
Consider a family of indices j1, . . . , jp ∈ {1, . . . , q} and set W =

⋃p
i=1{ai,ji

, bi,ji
}. Note that

W is a stable set of Hp,q of size 2p. We define the matroid MW with the ground set V (Hp,q)
by setting a set X ⊆ V (Hp,q) to be independent if and only if

for each i ∈ {1, . . . , p}, |Ci ∩ X| ≤ 1 and
it holds that
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either X ∩ R = W ,
or |X ∩ R| < 2p,
or |X ∩ R| = 2p and there is i ∈ {1, . . . , p} such that |Ai ∩ X| ≥ 2 or |Bi ∩ X| ≥ 2 or
there are distinct h, j ∈ {1, . . . , q} such that ai,h, bi,j ∈ X.

We denote by IW the constructed family of independent sets and prove that MW is a
matroid.

▶ Claim 2.3. MW = (V (Hp,q), IW ) is a matroid.

Proof of Claim 2.3. Let S =
⋃p

i=1 Ci and consider M1 = (S, I1) where I1 is the set of all
X ⊆ S such that |X ∩ Ci| ≤ 1 for i ∈ {1, . . . , p}. Clearly, M1 is a partition matroid. Now
consider M2 = (R, I2) where I2 consists of sets X ⊆ D such that either X = W , or |X| < 2p,
or |X| = 2p and there is i ∈ {1, . . . , p} such that |Ai ∩ X| ≥ 2 or |Bi ∩ X| ≥ 2 or there are
distinct h, j ∈ {1, . . . , q} such that ai,h, bi,j ∈ X. We observe that M2 is a matroid and the
proof of this claim is identical to the proof of Claim 2.1. To complete the proof, it remains
to note that MW = M1 ∪ M2, that is, a set X ∈ IW if and only if X = Y ∪ Z for Y ∈ I1
and Z ∈ I2. This implies that MW is a matroid [34]. ◁

We consider instances (Hp,q, MW , k) of Independent Stable Set with the matroid
MW defined by the independence oracle for an (unknown) W and k = 3p. By the definition
of MW , any stable set X of Hp,q of size k that is independent with respect to MW

has the property that |X ∩ Ci| = 1 for every i ∈ {1, . . . , p}. The construction of Hp,q

implies that if ci,j ∈ X ∩ Ci then X ∩ (Ai ∪ Bi) ⊆ {ai,j , bi,j}. Because |X| = k = 3p, we
obtain that X ∩ (Ai ∪ Bi) = {ai,j , bi,j}. Then by the construction of MW , we obtain that
X =

⋃p
i=1{ai,ji

, bi,ji
, ci,ji

} where W =
⋃p

i=1{ai,ji
, bi,ji

}, that is, X is uniquely defined by
W . In the same way as in Claim 2.2 we obtain that solving Independent Stable Set
for instances (Hp,q, MW , k) with the matroids MW defined by the independence oracle for
an (unknown) W demands at least qp − 1 oracle queries. Similarly to the case of claw and
AT-free graphs, we conclude that the existence of an algorithm for Independent Stable
Set using f(k) · no(k) oracle calls would lead to a contradiction. This finishes the proof for
bipartite graphs.

For chordal graphs, we modify the construction of Hp,q by making each Ci a clique.
Then Hp,q becomes chordal but we can apply the same arguments to show that solving
Independent Stable Set for instances (Hp,q, MW , k) with the matroids MW defined by
the independence oracle for an (unknown) W demands at least qp − 1 oracle queries. This
completes the proof. ◀

4 Independent Stable Set on sparse frameworks

In this section, we consider Independent Stable Set for graphs of bounded maximum
degree and graphs of bounded degeneracy. First, we observe that the problem is FPT
when parameterized by the solution size and the degeneracy by giving a recursive branching
algorithm.

▶ Theorem 3. Independent Stable Set can be solved in O((d+1)k ·n) time on frameworks
with d-degenerate input graphs.

Proof. The algorithm is based on the following observation. Let (G, M) be a framework
such that for every v ∈ V (G), {v} ∈ I. Then there is a stable set X of G that is independent
with respect to M whose size is maximum such that X ∩ NG[v] ̸= ∅. To see this, let X be a
stable set that is also independent in M and such that X ∩ NG[v] = ∅. Because {v} and
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X are independent, there is Y ⊆ X of size |X| − 1 such that Z = Y ∪ {v} is independent.
Because NG(v) ∩ Z = ∅ and Y is a stable set, Z is a stable set. Thus, set Z of size |X| is
stable in G and is independent in M. This proves the observation.

Consider an instance (G, M, k) of Independent Stable Set. Because G is a d-
degenerate graph, there is an elimination ordering v1, . . . , vn of the vertices of G, that is,
dGi(vi) ≤ d for every i ∈ {1, . . . , n} where Gi = G[{vi, . . . , vn}]. Recall that such an ordering
can be computed in linear time [32].

If there is v ∈ V (G) such that {v} /∈ I, then we delete v from the framework as such
vertices are trivially irrelevant. From now on, we assume that {v} ∈ I for any v ∈ V (G).
If k = 0, then ∅ is a solution, and we return yes and stop. If k ≥ 1 but V (G) = ∅, then we
conclude that the answer is no and stop. We can assume that V (G) ̸= ∅ and k ≥ 1.

Let u be the first vertex in the elimination ordering. Clearly, dG(u) ≤ d. We branch on
at most d + 1 instances (G − v, M/v, k − 1) for v ∈ NG[u], where M/v is the contraction of
M by {v}. By our observation, (G, M, k) is a yes-instance of Independent Stable Set if
and only if at least one of the instances (G − v, M/v, k − 1) is a yes-instance.

In each step, we have at most d + 1 branches and the depth of the search tree is at most
k. Note that we do not need to recompute the elimination ordering when a vertex is deleted;
instead, we just delete the vertex from the already constructed ordering. This means we can
use the ordering constructed for the original input instance. Thus, the total running time is
O((d + 1)k · n). This concludes the proof. ◀

For bounded degree graphs, we prove that Independent Stable Set has a polynomial
kernel when parameterized by k and the maximum degree.

▶ Theorem 4. Independent Stable Set admits a polynomial kernel on frameworks with
graphs of maximum degree at most ∆ such that the output instance contains a graph with at
most k2∆ vertices.

Proof. Let (G, M, k) be an instance of Independent Stable Set with ∆(G) ≤ ∆. Recall
that by our assumption, r(M) ≤ k. If r(M) < k then (G, M, k) is a no-instance. In this
case, our kernelization algorithm returns a trivial no-instance of constant size and stops.
Now we can assume that r(M) = k. If k = 0 then we return a trivial yes-instance as ∅ is a
solution. If ∆ = 0, then any base of M is a solution, and we return a trivial yes-instance.
Now we can assume that k ≥ 1 and ∆ ≥ 1.

We set W0 = ∅. Then for i = 1, . . . , ℓ where ℓ = k∆, we greedily select a maximum-
size independent set Wi ⊆ V (G) \

( ⋃i−1
j=0 Wj

)
. Our kernelization algorithms returns the

instance (G′, M′, k) where G′ = G[
⋃ℓ

i=1 Wi] and M′ is the restriction of M to V (G′). It is
straightforward to see that |V (G′)| ≤ k2∆ as |Wi| ≤ r(M) = k and the new instance can be
constructed in polynomial time. We claim that (G, M, k) is a yes-instance of Independent
Stable Set if and only if (G′, M′, k) is a yes-instance.

Because G′ is an induced subgraph of G, any stable set of G′ is a stable set of G. This
immediately implies that if (G′, M′, k) is a yes-instance then any solution to (G′, M′, k) is
a solution to (G, M, k) and, thus, (G, M, k) is a yes-instance. Suppose that (G, M, k) is a
yes-instance. It means that G contains a stable set of size k independent in M. We show
that there is a stable set X ⊆ V (G′) of G of size k that is independent with respect to M.

To show this, let X be a stable set of size k that is independent in M with the maximum
number of vertices in V (G′). For the sake of contradiction, assume that there is u ∈ X \V (G′).
We define Y = X \ {u}. Consider the set Wi for some i ∈ {1, . . . , ℓ}. By the construction
of the set, we have that u ∈ cl(Wi). Then it holds that r(Y ∪ Wi) ≥ r(X). This implies
that there is wi ∈ Wi such that r(Y ∪ {wi}) = r(X) = k. Because this property holds for
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arbitrary i ∈ {1, . . . , ℓ}, we obtains that there are ℓ = k∆ vertices w1, . . . , wℓ ∈ V (G′) such
that for any i ∈ {1, . . . , ℓ}, r(Y ∪ {wi}) = k. Notice that wi /∈ Y for i ∈ {1, . . . , ℓ} and
|NG(Y )| ≤ (k − 1)∆. Therefore, there is i ∈ {1, . . . , ℓ} such that wi is not adjacent to any
vertex of Y . Then Z = Y ∪ {wi} is a stable set of G. However, |Z ∩ V (G′)| > |X ∪ V (G′)|
contradicting the choice of X. This proves that there is a stable set X ⊆ V (G′) of G of size
k that is independent in M. Then X is a solution to (G′, M′, k), that is, (G′, M′, k) is a
yes-instance. This concludes the proof. ◀

Theorem 4 is handy for kernelization with parameter k when the degeneracy of the graph
in a framework is a constant.

▶ Theorem 5. For every integer d ≥ 0, Independent Stable Set admits a polynomial
kernel with running time nO(d) on frameworks with graphs of degeneracy at most d such that
the output instance contains a graph with dkO(d) vertices.

Proof. Let (G, M, k) be an instance of Independent Stable Set where the degeneracy of
G is at most d. We assume without loss of generality that r(M) = k. Otherwise, if r(M) < k,
then (G, M, k) is a no-instance, and we can return a trivial no-instance of constant size and
stops. If d = 0, then G is an edgeless graph, and any set of vertices forming a base of M is a
stable set of size k that is independent with respect to M, that is, (G, M, k) is a yes-instance.
Then we return a trivial yes-instance and stop. From now on, we assume that d ≥ 1. Also,
we assume that k ≥ 2. Otherwise, if k = 0, the empty set is a trivial solution. If k = 1 then
because r(M) = k ≥ 1, there is a vertex v such that {v} ∈ I(M) and {v} is an independent
set of size k. In both cases, we return a trivial yes-instance and stop.

Since G is a d-degenerate graph, it admits an elimination ordering v1, . . . , vn of the
vertices of G, that is, dGi

(vi) ≤ d for every i ∈ {1, . . . , n} where Gi = G[{vi, . . . , vn}]. Recall
that such an ordering can be computed in linear time [32]. For a set of vertices X ⊆ V (G),
we use F (X) to denote the set of common neighbors of the vertices of X that occur before
the vertices of X in the elimination ordering. Note that because G is a d-degenerate graph,
F (X) = ∅ if |X| > d. For an integer i ≥ 1, fi(G) = max{|F (X)| : X ⊆ V (G) and |X| = i}.
Clearly, fi(G) = 0 if i > d.

For each h = d, . . . , 1, we apply the following reduction rule starting with h = d. Whenever
the rule deletes some vertices, we do not recompute the elimination ordering; instead, we use
the induced ordering obtained from the original one by vertex deletions.

▶ Reduction Rule 5.1. Set dh = d + fh+1(G). For each X ⊆ V (G) such that |X| = h, do
the following:

(i) set W0 = ∅,
(ii) for i = 1, . . . , ℓ where ℓ = kdh, greedily select a maximum-size independent set Wi ⊆

F (X) \
( ⋃i−1

j=0 Wj

)
,

(iii) delete the vertices of D = F (X) \
( ⋃ℓ

i=1 Wi

)
and restrict M to V (G) \ D.

It is easy to see that the rule can be applied in nO(d) time. We show that the rule is safe,
that is, it returns an equivalent instance of the problem.

▶ Claim 5.1. Reduction Rule 5.1 is safe.

Proof of Claim 5.1. Let X ⊆ V (G) be of size h. Denote by G′ the graph obtained from G

by applying steps (i)–(iii) for X and let M be the restriction of M to V (G) \ D. We prove
that (G, M, k) is a yes-instance of Independent Stable Set if and only if (G′, M′, k) is
a yes-instance. Clearly, this is sufficient for the proof of the claim. Since G′ is an induced
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subgraph of G, any solution to (G′, M′, k) is a solution to (G, M, k). Thus, if (G′, M′, k) is
a yes-instance then the same holds for (G, M, k). Hence, it remains to show that if (G, M, k)
is a yes-instance then (G′, M′, k) is a yes-instance as well.

We use the following axillary observation: for every v ∈ V (G) \ X, |NG(v) ∩ F (X)| ≤
dh. To see this, consider v ∈ V (G) \ X, and denote by L and R the sets of vertices
of F (X) that are prior and after v, respectively, in the elimination ordering. By the
definition of an elimination ordering, |NG(v) ∩ R| ≤ d. For NG(v) ∩ L, we have that
NG(v) ∩ L ⊆ F (X ∪ {v}). Then |NG(v) ∩ L| ≤ |F (X ∪ {v})| ≤ fh+1. We conclude that
|NG(v) ∩ F (X)| = |NG(v) ∩ L| + |NG(v) ∩ R| ≤ d + fh+1 = dh. This proves the observation.

Suppose that G has a stable set Y of size k that is independent with respect to M.
Among all these sets, we select Y such that Y ∩ D has the minimum size. We claim that
Y ∩ D = ∅. The proof is by contradiction and is similar to the proof of Theorem 4. Assume
that there is u ∈ Y ∩ D and let Z = Y \ {u}. For each i ∈ {1, . . . , ℓ}, u ∈ cl(Wi) by the
construction of Wi. Thus, r(Z ∪ Wi) ≥ r(Y ) and for each i ∈ {1, . . . , ℓ}, there is wi ∈ Wi

such that r(Z ∪ {wi}) = r(Y ) = k. Therefore, there are ℓ vertices w1, . . . , wℓ ∈ F (X) \ D

such that for any i ∈ {1, . . . , ℓ}, r(Z ∪ {wi}) = k. Notice that wi /∈ Z for all i ∈ {1, . . . , ℓ}
and Y ∩ X = ∅ because u is adjacent to every vertex of X. By the above observation, we
have that |NG(Z) ∩ F (X)| ≤ (k − 1)dh. Since ℓ = kdh > (k − 1)dh, there is i ∈ {1, . . . , ℓ}
such that wi /∈ NG(Z). Then Y ′ = Z ∪ {wi} is a stable set of G. Because Y ′ is independent
with respect to M and u /∈ D, this leads to a contradiction with the choice of Y . We
conclude that there is a stable set Y of G of size k that is independent with respect to M
such that Y ∩ D = ∅. This means that Y is a solution to (G′, M′, k), that is, (G′, M′, k) is
a yes-instance of Independent Stable Set. This concludes the proof. ◁

Denote by (G′, M′, k) the instance of Independent Stable Set obtained after applying
Reduction Rule 5.1. We prove that the maximum degree of G′ is bounded.

▶ Claim 5.2. ∆(G′) ≤ dk2d+1.

Proof of Claim 5.2. For i ∈ {1, . . . , d}, denote by Gi the graph obtained from G by applying
Reduction Rule 5.1 for h = d, . . . , i. Note that G′ = G1. Because r(M) = k, for each set
Wj selected in step (ii) of Reduction Rule 5.1, |Wj | ≤ k. Therefore, |

⋃ℓ
j=1 Wj | ≤ kℓ =

k2dh. Notice that for h = d, fh+1(G) = 0 and, therefore, dh = d. This implies that
fd(Gd) ≤ k2d. For i < d, we have that fi(Gi) ≤ k2di = k2(d + fi+1(Gi+1)). Therefore,
fi(Gi) ≤ d

∑d
j=i k2(j−i+1) and, as k ≥ 2,

f1(G′) ≤ f1(G1) ≤ d
d∑

j=1
k2j = d

d∑
j=0

k2j − d = d
k2(d+1) − 1

k2 − 1 − d ≤ dk2d+1 − d.

Therefore, each vertex v of G′ has at most dk2d+1 − d neighbors in G′ that are prior v in the
elimination ordering. Because v has at most d neighbors that are after v in the ordering,
dG′(v) ≤ dk2d+1. This concludes the proof. ◁

Because the maximum degree of G′ is bounded, we can apply Theorem 4. Applying the
kernelization algorithm from this theorem to (G′, M′, k), we obtain a kernel with at most
dk2d+3 vertices. This concludes the proof of the theorem. ◀

In Theorem 5, we proved that Independent Stable Set admits a polynomial kernel on
d-degenerate graphs when d is a fixed constant. We complement this result by showing that
it is unlikely that the problem has a polynomial kernel when parameterized by both k and d.
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▶ Theorem 6. Independent Stable Set on frameworks with d-degenerate graphs and
partition matroids does not admit a polynomial kernel when parameterized by k + d unless
NP ⊆ coNP /poly.

Proof. We use the fact that Rainbow-Stable Set is a special case of Independent
Stable Set and show that Rainbow-Stable Set does not admit a polynomial kernel
when parameterized by k + d unless NP ⊆ coNP /poly where k is the number of color classes.

We use cross-composition from Rainbow-Stable Set. We say that two instances
(G, {V1, . . . , Vk}) and (G′, {V ′

1 , . . . , V ′
k′}) are equivalent if |V (G)| = |V (G′)| and k = k′.

Consider t equivalent instances (Gi, {V i
1 , . . . , V i

k }) of Rainbow-Stable Set for i ∈ {1, . . . , t}
where each graph has n vertices. We assume that t = 2p for some p ≥ 1. Otherwise, we
add 2⌈log t⌉ − t copies of (G1, {V 1

1 , . . . , V 1
k }) to achieve the property for p = ⌈log t⌉; note

that by this operation, we may add at most t instances. Then we construct the instance
(G, {V1, . . . , Vk+p}) of Rainbow-Stable Set as follows.

Construct the disjoint union of copies of G1, . . . , Gt.
For each i ∈ {1, . . . , p},

construct two adjacent vertices ui and vi,
for each j ∈ {1, . . . , t}, consider the binary encoding of j − 1 as a string s with p

symbols and make all the vertices of Gj adjacent to ui if s[i] = 0 and make them
adjacent to vi, otherwise, for i ∈ {1, . . . , p}.

Define k + p color classes Vi =
⋃t

j=1 V j
i for i ∈ {1, . . . , k} and Vk+i = {ui, vi} for

i ∈ {1, . . . , p}.

It is straightforward to see that the instance (G, {V1, . . . , Vk+p}) of Rainbow-Stable Set
can be constructed in polynomial time. We claim that (G, {V1, . . . , Vk+p}) is a yes-instance
of Rainbow-Stable Set if and only if there is j ∈ {1, . . . , t} such that (Gj , {V j

1 , . . . , V j
k })

is a yes-instance of Rainbow-Stable Set.
Suppose that (Gj , {V j

1 , . . . , V j
k }) is a yes-instance for some j ∈ {1, . . . , t}. Then there is

a stable set X ⊆ V (Gj) of size k such that |X ∩ V j
i | = 1 for i ∈ {1, . . . , k}. Let s be the

string with p symbols that is the binary encoding of j − 1. Consider the set Y ⊆
⋃p

i=1{ui, vi}
such that for each i ∈ {1, . . . , p}, Y contains either ui or vi, and ui is in Y whenever
s[i] = 1. Observe that Z = X ∪ Y is a stable set of G and it holds that |Z ∩ Vh| = 1 for each
h ∈ {1, . . . , p+k}. This means that (G, {V1, . . . , Vk+p}) is a yes-instance of Rainbow-Stable
Set.

For the opposite direction, assume that (G, {V1, . . . , Vk+p}) is a yes-instance of Rainbow-
Stable Set. Then there is a stable set Z of G of size k′ = k + p such that |Z ∩ Vh| = 1 for
each h ∈ {1, . . . , p + k}. Let Y = Z ∩

( ⋃p
i=1{ui, vi}

)
and X = Z \ Y . By the construction

of color classes and because Y is a stable set, for each i ∈ {1, . . . , p}, Y contains either ui or
vi. Also, we have that X ⊆

⋃t
j=1 V (Gj). Consider the binary string s of length p such that

s[i] = 1 if ui ∈ Y and s[i] = 0, otherwise, for all i ∈ {1, . . . , p}. Notice that the vertices of Gj

such that s is the binary encoding of j − 1 are not adjacent to the vertices of Y and for every
j′ ∈ {1, . . . , t} distinct from j, all the vertices of Gj′ are adjacent to at least one vertex of Y .
This implies that X ⊆ V (Gj). Therefore, X is a stable set of Gj of size k and |X ∩ V j

i | = 1
for i ∈ {1, . . . , k}, that is, (Gj , {V j

1 , . . . , V j
k }) is a yes-instance of Rainbow-Stable Set.

Notice that each vertex v ∈ V (Gj) for j ∈ {1, . . . , t} is adjacent in G to at most n − 1
vertices of Gj and p vertices of

⋃p
i=1{ui, vi}. Therefore, the degeneracy of G is at most n+log t.

Also, we have the number of color classes k′ = k + p ≤ n + log t. Then because Rainbow-
Stable Set is NP-complete and (G, {V1, . . . , Vk+p}) is a yes-instance of Rainbow-Stable
Set if and only if there is j ∈ {1, . . . , t} such that (Gj , {V j

1 , . . . , V j
k }) is a yes-instance of



F. V. Fomin, P. A. Golovach, T. Korhonen, and S. Saurabh 22:13

Rainbow-Stable Set, the result of Bodlaender, Jansen, and Kratsch [5] implies that
Rainbow-Stable Set does not admit a polynomial kernel unless NP ⊆ coNP /poly when
parameterized by the number of color classes k and the degeneracy of the input graph. This
concludes the proof. ◀

5 Independent Stable Set on chordal graphs

For chordal graphs, we show that Independent Stable Set is FPT in the case of linear
matroids when parameterized by k by demonstrating a dynamic programming algorithm
over tree decompositions exploiting representative sets [28, 31, 15, 27].

Let M = (V, I) be a matroid and let S be a family of subsets of V . For a positive integer
q, a subfamily Ŝ is q-representative for S if the following holds: for every set Y ⊆ V of size at
most q, if there is a set X ∈ S disjoint from Y with X ∪ Y ∈ I then there is X̂ ∈ Ŝ disjoint
from Y with X̂ ∪ Y ∈ I. We write Ŝ ⊆q

rep S to denote that Ŝ ⊆ S is q-representative for
S. We use the results of of Fomin et al. [15] to compute representative families for linear
matroids. A family of sets S is said to be a p-family for an integer p ≥ 0 if |S| = p for every
S ∈ S, and we use ∥A∥ to denote the bit-length of the encoding of a matrix A.

▶ Proposition 7 ([15, Theorem 3.8]). Let M = (V, I) be a linear matroid and let S =
{S1, . . . , St} be a p-family of independent sets. Then there exists Ŝ ⊆q

rep S of size at most(
p+q

p

)
. Furthermore, given a representation A of M over a field F, there is a randomized

Monte Carlo algorithm computing Ŝ ⊆q
rep S of size at most

(
p+q

p

)
in O(

(
p+q

p

)
tpω+t

(
p+q

q

)ω−1)+
∥A∥O(1) operations over F, where ω is the exponent of matrix multiplication.1

The following theorem is proved by the bottom-up dynamic programming over a nice
tree decomposition where representative sets are used to store partial solutions. Due to
space constraints, the proof is omitted in this extended abstract and can be found in the full
version [14].

▶ Theorem 8. Independent Stable Set can be solved in 2O(k) · ∥A∥O(1) time by a one-
sided error Monte Carlo algorithm with false negatives on frameworks with chordal graphs
and linear matroids given by their representations A.

The algorithm in Theorem 8 is randomized because it uses the algorithm from Proposition 7
to compute representative sets. For some linear matroids, the algorithm can be derandomized
using the deterministic construction of representative sets given by Lokshtanov et al. [27]. In
particular, this can be done for linear matroids over any finite field and the field of rational
numbers.

We complement Theorem 8 by proving that it is unlikely that Independent Stable
Set admits a polynomial kernel when parameterized by k in the case of chordal graphs.

▶ Theorem 9. Independent Stable Set on frameworks with chordal graphs and par-
tition matroids does not admit a polynomial kernel when parameterized by k unless NP ⊆
coNP /poly.

Proof. In the same way as in the proof of Theorem 6, we prove that Rainbow-Stable
Set does not admit a polynomial kernel when parameterized by k on chordal graphs unless
NP ⊆ coNP /poly where k is the number of color classes.

1 The currently best value is ω ≈ 2.3728596 [4].
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We construct a cross-composition from Rainbow-Stable Set. Again, we say that two
instances (G, {V1, . . . , Vk}) and (G′, {V ′

1 , . . . , V ′
k′}) are equivalent if |V (G)| = |V (G′)| and

k = k′. Consider t equivalent instances (Gi, {V i
1 , . . . , V i

k }) of Rainbow-Stable Set for
i ∈ {1, . . . , t} where each graph is chordal and has n vertices. Then we construct the instance
(G, {V0, V1, . . . , Vk}) of Rainbow-Stable Set as follows.

Construct the disjoint union of copies of G1, . . . , Gt.
Construct a clique K with t vertices v1, . . . , vt.
For each j ∈ {1, . . . , t}, make vj adjacent to all the vertices of every Gi for i ∈ {1, . . . , t}
that is distinct from j.
Define k + 1 color classes V0 = K and Vi =

⋃t
j=1 V j

i for i ∈ {1, . . . , k}.
It is straightforward to see that G is chordal and the instance (G, {V0, V1, . . . , Vk})
of Rainbow-Stable Set can be constructed in polynomial time. We claim that
(G, {V0, V1, . . . , Vk}) is a yes-instance of Rainbow-Stable Set if and only if there is
j ∈ {1, . . . , t} such that (Gj , {V j

1 , . . . , V j
k }) is a yes-instance of Rainbow-Stable Set.

Suppose that (Gj , {V j
1 , . . . , V j

k }) is a yes-instance for some j ∈ {1, . . . , t}. Then there is a
stable set X ⊆ V (Gj) of size k such that |X ∩ V j

i | = 1 for i ∈ {1, . . . , k}. By the construction
of G, the vertex vj ∈ K is not adjacent to any vertex of Gj . Thus, Y = X ∪ {vj} is stable
set of G such that |Y ∩ Vi| = 1 for each i ∈ {0, . . . , k}. Therefore, (G, {V0, V1, . . . , Vk}) is a
yes-instance of Rainbow-Stable Set.

For the opposite direction, assume that (G, {V0, V1, . . . , Vk}) is a yes-instance of Rainbow-
Stable Set. Then there is a stable set Y of G of size k + 1 such that |Y ∩ Vi| = 1 for each
i ∈ {0, . . . , k}. In particular, |Y ∩ V0| = 1. Then there is j ∈ {1, . . . , t} such that vj ∈ Y . By
the construction of G, we have that X = Y \ {vj} ⊆ V (Gj). Then |X ∩ V j

i | = 1 for each
i ∈ {1, . . . , k}, that is, (Gj , {V j

1 , . . . , V j
k }) is a yes-instance of Rainbow-Stable Set.

Le and Pfender in [26] proved that Rainbow Matching remains NP-complete on paths.
This implies that Rainbow-Stable Set is also NP-complete on paths, and hence on chordal
graphs. Because the number of color classes is k + 1 ≤ n + 1 and Rainbow-Stable Set
is NP-complete on chordal graphs, we can apply the result of Bodlaender, Jansen, and
Kratsch [5]. This concludes the proof. ◀

6 Conclusion

In this paper, we investigated the parameterized complexity of the Independent Stable
Set problem for various classes of graphs where the classical Stable Set problem is tractable.
We derived kernelization results and FPT algorithms, complemented by complexity lower
bounds. We believe exploring Independent Stable Set on other natural graph classes with
similar properties would be interesting. For instance, Stable Set is solvable in polynomial
time on claw-free graphs [33] and AT-free graphs [8]. While our unconditional lower bound
from Theorem 2 applies to these classes, it does not rule out the possibility of FPT algorithms
for frameworks with linear matroids. A similar question arises regarding graphs with a
polynomial number of minimal separators [6, 7].
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Abstract
In the classic Directed Steiner Tree problem (DST), we are given an edge-weighted directed
graph G = (V, E) with n nodes, a specified root node r ∈ V , and k terminals X ⊆ V − {r}. The
goal is to find the cheapest F ⊆ E such that r can reach any terminal using only edges in F .

Designing approximation algorithms for DST is quite challenging, to date the best approximation
guarantee of a polynomial-time algorithm for DST is O(kϵ) for any constant ϵ > 0 [Charikar et
al., 1999]. For network design problems like DST, one often relies on natural cut-based linear
programming (LP) relaxations to design approximation algorithms. In general, the integrality gap of
such an LP for DST is known to have a polynomial integrality gap lower bound [Zosin and Khuller,
2002; Li and Laekhanukit, 2021]. So particular interest has been invested in special cases or in
strengthenings of this LP.

In this work, we show the integrality gap is only O(log k) for instances of DST where no Steiner
node has both an edge from another Steiner node and an edge to another Steiner node, i.e. the
longest path using only Steiner nodes has length at most 1. This generalizes the well-studied case
of quasi-bipartite DST where no edge has both endpoints being Steiner nodes. Our result is also
optimal in the sense that the integrality gap can be as bad as poly(n) even if the longest path with
only Steiner nodes has length 2.
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1 Introduction

The Directed Steiner Tree problem (DST) is one of the most foundational models in
combinatorial optimization and network design. Given a directed graph G = (V, E) with
n nodes, a specified root node r ∈ V , and k terminals X ⊆ V − {r}, the goal is to buy the
cheapest F ⊆ E such that r can reach any terminal using only edges in F . Throughout, we
say nodes in V − (X ∪ {r}) are Steiner nodes.

Despite its central position in discrete optimization, there is a large gap in our under-
standing concerning its approximability. Namely, the best polynomial-time approximation is
currently an O(kϵ)-approximation for any constant ϵ > 0 by Charikar et al. [4]. Grandoni,
Laekhanukit, and Li show DST cannot be approximated within o(log2 n/ log log n) unless
NP ⊆ ∩0<δZTIME(2nδ ) [12], improving on a slightly weaker lower bound than the one
inherited from Group Steiner Tree [13]. These bounds differ by an order of magnitude.
On the other hand, Grandoni, Laekhanukit, and Li do obtain matching O(log2 k/ log log k)-
approximation in quasi-polynomial time. Still, a polylogarithmic approximation in polynomial
time remains elusive.
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23:2 A Logarithmic Gap for Generalizions of Quasi-Bipartite DST

1.1 Linear Programming Relaxations and Previous Work
In this paper, we consider the following natural linear programming (LP) relaxation for DST
in which we have a variable xe for each edge e ∈ E modelling whether we include edge e in
the solution or not.

minimize :
∑

e∈E ce · xe

subject to : x(δin(S)) ≥ 1 ∀ S ⊆ V − {r}, S ∩X ̸= ∅
x(δin(v)) ≤ 1 ∀ v ∈ V

x ≥ 0

(DST-LP)

Here, for any S ⊆ V we let δin(S) = {(u, v) ∈ E : u /∈ S, v ∈ S} and we use the shorthand
δin(v) := δin({v}) for any v ∈ V . The cut constraints capture the fact that every cut
separating the root from some terminal must be crossed by at least one edge in a feasible
DST solution. In any minimal DST solution (i.e. a feasible F ⊆ E that can not be made
smaller by dropping an edge), every node will have indegree at most one since the solution
is a directed tree spanning all terminals and, perhaps, some Steiner nodes. This justifies
the indegree constraints. So the optimum LP solution value, denoted OPTLP , is at most
the cost of an optimal Steiner tree solution. We remark that (DST-LP) admits a simple
polynomial-time separation oracle by simply checking that we can send one unit of r− t flow
to each terminal when edges have capacity xe.

The integrality gap of this relaxation is well studied. First, Zosin and Khuller demonstrated
the gap can be Ω(

√
k) [19] in some instances. The number of vertices in their construction

is exponential in the number of terminals, so the possibility of an O(logc n) integrality gap
bound was open. More recently, this was refuted by Li and Laekhanukit [15] who gave an
example with integrality gap Ω(n0.0418). We remark that both [19] and [15] considered a
different flow-based relaxation and their relaxation did not include the indegree bound for
non-root nodes, but their examples are valid for (DST-LP).

Special Cases

Perhaps the first polylogarithimic integrality gap bound recorded for DST in certain settings
was an O(log k) upper bound in quasi-bipartite instances. These are instances of DST such
that every edge has at most one of its endpoints being a Steiner node. Another way to say this
is that the subgraph induced by Steiner nodes contains no edges. Hibi and Fujito first gave
an O(log k)-approximation for this setting [14] and Friggstad, Könemann, and Shadravan
then gave a primal-dual algorithm that demonstrated the integrality gap of (DST-LP) (even
without the indegree constraints) is bounded by O(log k) [7]. In quasi-bipartite instances of
DST where the underlying undirected graph excludes a fixed minor (e.g. planar graphs),
(DST-LP) is known to have an integrality gap of O(1) [8].

Chan et al. [3] generalized the O(log k) integrality gap bound to higher connectivity
settings. They demonstrate an appropriate generalization of (DST-LP) (without the
indegree constraints) for the problem of finding the cheapest F ⊆ E ensuring r is at least
R-edge connected to each terminal has an integrality gap bound of O(log k · log R).

Nutov [16] extended this to more settings involving more general supermodular cut
requirement functions in with relaxations to the quasi-bipartite property. Namely, [16]
considers a cut requirement function f : 2V −{r} → Z≥0 satisfies f(A) + f(B) ≤ f(A ∩B) +
f(A ∪B) whenever f(A) > 0, f(B) > 0 and A ∩B ∩ T = ∅. If one further has the property
that every edge has an endpoint v such that v ∈ X or f(A) = 0 for each {v} ⊆ A ⊆ V − {r}.
In this case, [16] gives an O(log k · log R)-approximation where R is the maximum value
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taken by f . Note, this does not capture our setting as our graphs can have edges (u, v) with
both u, v being Steiner nodes yet any A ⊆ V − {r} with u, v ∈ A and A ∩X ̸= ∅ requires an
incoming edge.

Layered Graphs

An instance of DST is ℓ-layered if V is partitioned as V1 = {r}, V2, V3, . . . , Vℓ = X and all
edges (u, v) ∈ E have u ∈ Vi, v ∈ Vi+1 for some 1 ≤ i < ℓ. An α-approximation for DST in
ℓ-layered graphs is known to yield an O(α · ℓ · k1/ℓ)-approximation in general [18, 2]. This
was the starting point for a kϵ-approximation by Charikar et al. [4].

The bad integrality gap examples in [19] and [15] are 5-layered instances of DST. It can
easily be seen that 3-layered instances of DST (which are necessarily quasi-bipartite) have
an integrality gap of O(log k) by adapting randomized Set Cover rounding techniques.

Friggstad et al. show the integrality gap of (DST-LP) remains O(log k) even in 4-layered
instances [6]. They do this by mapping an LP solution to a natural relaxation for a related
instance of Group Steiner Tree in a tree with constant height and using the known
integrality gap bound for such instances [10]. Intuitively, this is possible since the first two
layers of edges can only be reached in one way and each edge in the last layer is only used to
connect to one terminal.

The behavior of LP relaxations for DST under hierarchies has also been considered.
First, Rothvoss showed for ℓ-layered graphs that lifting a related flow-based LP relaxation
through O(ℓ) layers of the Laserre hierarchy reduces the integrality gap to O(ℓ · log k) [17].
Later, [6] showed the result holds for a considerably weaker version of (DST-LP) that is
valid only for layered graphs and using only the LP-based hierarchies of Lovasz-Schrijver
and Sherali-Adams.

Undirected Graphs

Finally, it should be noted that in undirected graphs, the integrality gap of a related relaxation
with undirected cut constraints x(δ(S)) ≥ 1 (and no vertex degree constraints) is well-known
to be exactly 2. If one considers the bi-directed cut relaxation, i.e. the directed graph
having both orientations of each undirected edge, then it is an open problem to determine if
(DST-LP) has an integrality gap being some constant smaller than 2. It is at least known
for quasi-bipartite graphs that the integrality gap of this bi-directed relaxation is better than
2 [9, 5]. Finally, a significant strengthening of the standard relaxation for general instances
of undirected Steiner Tree, known as they hypergraphic relaxation, is known to have an
integralty gap of ln(4) and can be efficiently solved to within any constant factor of the
optimum solution cost in polynomial time [1, 11].

1.2 Our Results
We consider a generalization of DST in quasi-bipartite graphs and prove the following result.

▶ Theorem 1. Suppose no Steiner node has both incoming and outgoing edges to other
Steiner nodes. Then the integrality gap of (DST-LP) is O(log k).

In other words, we consider instances where the subgraph induced by Steiner nodes may
contain edges but not paths with more than one edge. Thus, this is a generalization of
quasi-bipartite DST. This is also extends the integrality gap bound of O(log k) in 4-layered
graphs [6] to a more general setting.
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We emphasize that an O(log k)-approximation for such graphs was already given by Hibi
and Fujito [14]. The main purpose of our paper is to establish integrality gap bounds. The
techniques in [14] seem unlikely to produce integrality gap bounds because they also produce
O(log k)-approximation for DST in 5-layered graphs, for which we know the integrality gap
is not polylogarithmic (see Section 1.1).

Our algorithm can be seen as a common generalization of the rounding algorithm for
quasi-bipartite instances from Chan et al. [3] and the analysis of Group Steiner Tree presented
by Rothvoss [17]. At a high level, we round edges in phases: each phase will reduce the
number of terminals we are required to connect by a constant while only paying O(OPTLP )
for the edges purchased each round.

In more detail, [3] identifies a maximal violated set around each such terminal (that
excludes other required terminals) is identified and each iteration will “cover” the violated
cuts in those sets. They show that no edge can be fully contained in more than one such
maximal violated set around the required terminals. Unfortunately, that is not the case in
our setting. Still, we can show the only edges shared between these maximal sets have at
least one endpoint being a terminal, so the overlap in these sets is limited to edges between
Steiner nodes. Then we use a variation of Group Steiner Tree rounding to ensure the edges e

that might be used to connect to multiple nodes are only sampled with probability O(xe) in
our algorithm.

2 Preliminaries

We call an edge e = (u, v) a Steiner edge if both u and v are Steiner nodes. Call a
Steiner node v a source-Steiner node if there is an edge (v, w) to another Steiner node w.
Otherwise, call v a sink-Steiner node.

Recall for a subset of edges F ⊆ E and a subset of nodes S ⊆ V we let δin
F (S) = {(u, v) ∈

F : u /∈ S, v ∈ S} be all edges of F entering S. Similarly, δout
F (S) are edges leaving S. If

F = E, we may omit the subscript and simply write δin(S) and δout(S). For brevity, we also
write δin

F (v) and δout
F (v) for a single node v ∈ V to mean δin

F ({v}) and δout
F ({v}).

Without loss of generality, we assume there is no edge entering r (they can be deleted),
no direct edge from X ∪ {r} to X (such an edge e can be subdivided with two Steiner nodes
into a path of length 3 with each edge having cost ce/3), and no Steiner node has no edge to
any other Steiner node (such a Steiner node v can be split into two Steiner nodes v+, v−

with a 0-cost edge from v+ to v−). It is straightforward to check these reductions do not
change the optimal value of (DST-LP) and that we can map solutions between the original
graph and the modified graph without increasing their costs. Again, throughout we will let
OPTLP denote the optimum solution value of (DST-LP).

2.1 Representative Terminals for Partial Solutions
Our algorithm will iteratively purchase subsets of edges over phases while making progress
toward a feasible solution. So we need to understand the structure of a partial solution
F ⊆ E that does not necessarily connect r to each terminal. If some terminals can already
reach other terminals in (V, F ), we only need to focus on purchasing edges to ensure r is
connected to a subset of terminals that can reach all other terminals.

For F ⊆ E, we consider the following pruning process. First, consider the strongly-
connected components (SCCs) of (V, F ). Since r has no incoming edges in G, then {r} is
an SCC of (V, F ). Say an SCC C is a terminal-source component if C ∩X ̸= ∅ and the
only nodes in X ∪ {r} that can reach C ∩X in the graph (V, F ) are those already in C.



Z. Friggstad and H. Sun 23:5

Let XF consist of a single arbitrarily-chosen terminal in each terminal-source SCC. Note
that in the graph (V, F ) all terminals in X can be reached from some node in XF but no
node in XF can be reached from any other node in XF . To prune F means to iteratively
remove edges from F arbitrarily as long as doing so preserves the property that every node
in X can be reached from a node in XF ∪ {r}. After pruning, F looks like a directed forest
where all non-singleton components have a node in XF ∪ {r} as a root and only terminals
as leaf nodes. We say F is pruned with respect to XF after this process and we call XF

representative terminals.

▶ Lemma 2. Let F ⊆ E be pruned and F ′ ⊆ E − F . If (V, F ∪ F ′) contains an r − t path
for each t ∈ XF , then in fact it contains an r − t path for each t′ ∈ X.

Proof. Each t ∈ X is reachable from some t′ ∈ XF ∪{r} using edges in F . Since r can reach
t′ using edges in F ∪ F ′, it can also reach t using edges in F ∪ F ′ ◀

Additional useful properties of a pruned set of edges having roots XF ∪ {r} are:
Each terminal t ∈ X can be reached from exactly one t′ ∈ XF ∪ {r}.
Each Steiner node u can be reached from at most one t ∈ XF ∪ {r}. If u can be reached
this way, it is not a leaf node in its corresponding tree. If u cannot be reached from any
XF ∪ {r}, it is isolated (has no incoming or outgoing edges in F ).

2.2 Tracking Progress
We will find a set of edges F ′ ⊆ E − F with cost bounded by the optimum solution value of
(DST-LP) that, in some sense, improves overall connectivity when added to F . If we could
also ensure the number of terminals not connected from r decreases by a constant factor
when adding F ′ to F , we would be done since it would be sufficient to iterate the procedure
O(log k) times.

This view too optimistic. Rather, we track progress a different way by showing |XF |
decreases by a constant factor each iteration. First, we show it suffices to ensure a constant
fraction of terminals in XF can be reached by another node in XF ∪ {r}. This is essentially
the same as Lemma 5 in [3], we include its proof for completeness in Appendix A.

▶ Lemma 3. 0 < α < 1 and let F ′ ⊆ E − F be such that for at least an α-fraction
of t ∈ XF , there is some other t′ ∈ XF − {t} that can reach t in (V, F ∪ F ′). Then
|XF ′∪F | ≤ (1− α/2) · |XF |.

Thus, our main algorithm boils down to finding such a set F ′.

▶ Theorem 4. Suppose XF ̸= ∅. There is a universal constant 0 < α < 1 and a randomized
algorithm with polynomial expected running time that is guaranteed to find a set F ′ ⊆ E − F

such that (a) at least an α-fraction of t ∈ XF are reachable from some t′ ∈ XF − {t} in
(V, F ∪ F ′), and (b) the cost of F ′ is O(OPTLP ).

Proving Theorem 4 is the focus of Section 3.
Our final algorithm iterates the procedure from Theorem 4 and adds the resulting set

F ′ to the current set of given edges F . Since |XF | starts at k and decreases geometrically,
after O(log k) iterations the set of all edges F purchased satisfies XF = ∅ (i.e. all terminals
are reachable from r) and cost(F ) = O(log k) · OPTLP . This procedure is summarized in
Algorithm 1.
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Algorithm 1 DST Rounding.

Compute an optimal solution x to (DST-LP).
F ← ∅
XF ← X ∪ {r}
while XF ̸= {r} do

Obtain F ′ ⊆ E − F using the algorithm from Theorem 4.
F ← F ∪ F ′

Let XF be a set of terminals, one from each source SCC in (V, F ).
Prune F with respect to XF .

return F

3 The Rounding Algorithm

This section is dedicated to the proof of Theorem 4. Let x be an optimal solution to
(DST-LP). We further assume that we cannot decrease any xe by any positive amount.

▶ Lemma 5. For each edge e = (u, v) ∈ E, xe ≤ 1. Additionally, if u ̸= r then xe ≤
x(δin(u)).

In fact, these properties would hold for any optimal solution if G had no 0-cost edges, we are
just making sure 0-cost edges are well-behaved under x for our algorithm.

Proof. That xe ≤ 1 is obvious because all cut constraints require 1 edge, so no edge would
be chosen to an extent of more than 1 in a minimal solution.

For the sake of contradiction, suppose u ̸= r yet xe > x(δin(u)). We claim that xe could
be decreased, contradicting minimality of x again. To see the latter, suppose otherwise, i.e.
x(δin(S)) = 1 for some constraint S with e ∈ δin(S). One easily checks

x(δin(S ∪ {u})) = x(δin(S)) + x(δin(u) ∩ δout(V − S))− x(δout(u) ∩ δin(S))
≤ x(δin(S)) + x(δin(u))− xe

< x(δin(S)) = 1.

This contradicts feasibility of x. ◀

Now let F ⊆ E be a set of given edges (i.e. purchased in previous iterations). Our
rounding procedure helps extend paths outward from nodes reachable from a node in XF ∪{r}
toward other nodes in XF . It does this in three phases, with the first two being very simple.

Step 1 – Forming F1

Consider an edge e = (u, v) with u ∈ X ∪{r} and v being a Steiner node. Let F1 ⊆ E−F be
formed by including each e ∈ E −F independently with probability xe. Clearly the expected
cost of F1 at most the cost of x.

Step 2 – Forming F2

Form F2 ⊆ E as follows. For each Steiner edge e = (u, v), if δin
F1

(u) ̸= ∅ then add f to F2
with probability xe

x(δin(u)) . Note the denominator cannot be 0 if we had successfully added
an edge of δin(u) to F1. So by Lemma 5, this is a valid probability. Now,
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Rt

Figure 1 A depiction of the sets Ot ∪ H and Rt for some t ∈ XF . Terminals are drawn as squares,
Steiner nodes as circles. The edges shown are those in the pruned set F (though we do not show
edges of F contained in Rt). The set Rt, which will be contracted to a single node we call rt, consists
of all nodes reachable from some other node in XF ∪ {r} other than t. We just need to extend a
path from Rt to t, the rounding algorithm we describe below will do this with constant probability.

Pr[e ∈ F2] = Pr[e ∈ F2|δin
F1

(u) ̸= ∅] ·Pr[δin
F1

(u) ̸= ∅]

= xe ·
1−

∏
e∈δin(u)(1− xe)
x(δin(u))

≥ xe ·
1− exp(−x(δin(u))

x(δin(u))
≥ (1− exp(−1)) · xe

The first inequality is a standard application of the arithmetic-geometric mean inequality
and the bound (1 − z/B)B ≤ exp(−z) for B ≥ 1 and z ≥ 0. The second holds because
(1 − exp(−1)) · z ≤ 1 − exp(−z) ≤ z holds for any z ∈ [0, 1] and recalling the constraint
x(δin(u)) ≤ 1 from (DST-LP)1.

We also note a corresponding upper bound. The probability δin
F1

(u) ̸= ∅ is, by the union
bound, at most x(δin(u)). Using this upper bound above, we see Pr[e ∈ F2] ≤ xe.

Step 3 – Selecting the final set of edges

This step is considerably more involved, most of our new ideas are contained here. First, we
discuss intuition.

Let H be all Steiner nodes v with δin
F (v) = δout

F (v) = ∅. For each terminal t ∈ XF , let Ot

be the set of all nodes (including t) that t can reach in (V, F ). Since F is pruned, Ot∩Ot′ = ∅
for distinct t, t′ ∈ XF . Note that Rt := V − (Ot ∪ H) is the set of all nodes that can be
reached by a node in XF −{t} using only edges in F , i.e. to reach t from XF −{t} it suffices
to have any node in Rt reach t.

Finally, consider the graph Gt obtained by contracting Rt to a single vertex, keeping
parallel edges that are created but discarding any loops. We let rt denote this new node.
Figure 1 illustrates these sets.

Now consider the following flow graph over Gt. For each edge e of Gt (i.e. an edge of G

that was not contracted to a loop), install a capacity of xe. Since r ∈ Rt, the LP constraints
ensure we can send one unit of rt − t flow in Gt. We would like to sample a path from a

1 This is the only point in our algorithm and analysis where we rely on this constraint.
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0.1

Figure 2 The Steiner node u is special for t as more than half of the value of x(δin(u)) comes
from nodes in Ot. Note u cannot be special for any other t′ ∈ XF since their associated sets Ot′ are
disjoint.

path decomposition of this flow, this would connect t from some other node in XF and the
expected cost of this path would be at most OPTLP since no edge would be added with
probability exceeding its x-value. The problem is that we cannot do this independently for
different representative terminals in XF since some edges are at risk of being considered
multiple times.

We will show there is an rt − t flow of value ≥ 1/2 that is safer to round. Intuitively, it
will be that only the first two edges of any path in a path decomposition of this “safer” flow
are at risk of supporting flows in Gt for too many terminals. The first two phases will have
decided whether these edges will be included so we don’t worry about oversampling them in
this step.

Say a node u ∈ H is special for terminal t ∈ XF if u is a source-Steiner node and the
following holds:∑

(w,u)∈δin
G (u)

s.t. w∈Ot

x(w,u) > x(δin
G (u))/2.

That is, u is special if more than half of the LP weight entering u comes from nodes only
reachable from t. This is illustrated in Figure 2.

▷ Claim 6. Each node u is special for at most one terminal in XF .

Proof. This is because Ot ∩Ot′ = ∅ for distinct t, t′ ∈ XF , so at most one terminal t ∈ XF

can have Ot claim more than half the LP weight of edges entering u. ◁

Finally, form a subgraph G′
t of Gt by including all vertices and edges except {(w, u) : w ∈

Ot and u is as source-steiner node that is not special for t}. We can still push a constant
amount of flow from rt to t in G′

t, as the following shows.

▶ Theorem 7. The maximum rt − t flow value in G′
t is at least 1/2.

Proof. For a graph G′, we use notation δG′(S) to denote the set of edges of G′ entering S

to emphasize which graph we are discussing. Let S ⊆ Ot ∪H be a subset of nodes in G′
t

including t. Viewed as a subset of nodes in G, we have x(δin
G (S)) ≥ 1 by feasibility of the LP.

Since Gt is obtained by contracting a subset of nodes lying outside of S, then x(δGt(S)) ≥ 1
as well. Next we show in G′

t that this cut still has at least 1/2 total x-weight in G′
t.
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Consider any (w, u) ∈ δin(S). If u is not a source-Steiner or if u is special for t node then
(w, u) ∈ δin

S′ . Otherwise, we know at least half of the weight of edges entering u comes from
outside Ot, these would all be in δin

G′
t
(S) as required. That is, x(δin(S)) ≥ 1/2. Since this

holds for all rt − t cuts S, by the max-flow/min-cut theorem, G′
t supports at least 1/2 units

of rt − t flow. ◀

Now consider any rt− t flow of value exactly 1/2 in G′
t and perform a path decomposition

of this flow. That is, for various simple rt − t paths P we have a value zP ≥ 0 such that∑
P zP = 1/2 and

∑
P :e∈P zP ≤ xe for each edge e of G′

t. It is well known that such a
decomposition exists with at most |E| paths and can be computed in polynomial time.

Creating F t
3

Finally we will create a set of edges F t
3 for each terminal t ∈ XF as follows. Consider an

rt − t path P in the support of the path decomposition of G′
t. Let E(P ) denote the edges of

G that correspond to edges of P . Let e1(P ), e2(P ) ∈ E(P ) be the first two edges of P (it
may be that |P | = 1 in which case e2(P ) is not defined). Write e1(P ) = (v1(P ), v2(P )).

We consider the following random process to add some edges of E(P ), in doing so we
also identify some initial edges i(P ) for the path P . Generally speaking, these are edges
that we require to have been sampled in the formation of F1 ∪ F2 in order for us to consider
sampling the rest of the path P , though Case (iv) below differs slightly from this rule. Some
of these cases are illustrated in Figure 3.

Case (i): v1(P ) is a sink-Steiner node.
Set i(P ) := ∅. With probability zP , add all of E(P ) to F t

3 .
Case (ii): v1(P ) is a source-Steiner node
Set i(P ) := {e1(P )}. If e1(P ) ∈ F2, then with probability zP /xe1(P ) add E(P )− i(P ) to
F t

3 .
Case (iii): v1(P ) ∈ X ∪ {r} and v2(P ) is special for t

Set i(P ) := {e1(P )}. If e1(P ) ∈ F1, then with probability zP /xe1(P ) add E(P )− i(P ) to
F t

3 .
Case (iv): v1(P ) ∈ X ∪ {r} and v2(P ) is not special for t

Then it must be that e2(P ) is defined; set i(P ) := {e1(P ), e2(P )}. If e2(P ) ∈ F2 and if
some edge in δin(v2(P )) ∩ δout(Rt) was added to F1, then with probability zP /xe2(P )
add E(P )− i(P ) to F t

3 with.

While case (ii) and (iii) are similar, there are important technical distinctions so we
distinguish these cases for clarity in our analysis below. Note in all cases, if the random
process adds edges of a path P to F t

3 it adds exactly the non-initial edges, i.e. P − i(P ).

3.1 Analysis of the Formation of the Sets F t
3

We start by showing the probability any edge is added to a particular F t
3 is bounded by its

x-value.

▶ Lemma 8. For any rt−t path, the probability we added E(P )−i(P ) to F3 due to processing
P in its corresponding case is at most zP . Consequently, for any t ∈ XF − {r} and any
e ∈ E, Pr[e ∈ F t

3 ] ≤ xe.
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H
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Rt
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e1(P )

<latexit sha1_base64="rG++UvcL+wJU6DtaiF2xp7YJNHM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoMQL2E3+DoGvHiMYB6QLGF20knGzO4sM7NCWPIPXjwo4tX/8ebfOEn2oIkFDUVVN91dQSy4Nq777eTW1jc2t/LbhZ3dvf2D4uFRU8tEMWwwKaRqB1Sj4BE2DDcC27FCGgYCW8H4dua3nlBpLqMHM4nRD+kw4gPOqLFSE3vVcv28Vyy5FXcOskq8jJQgQ71X/Or2JUtCjAwTVOuO58bGT6kynAmcFrqJxpiyMR1ix9KIhqj9dH7tlJxZpU8GUtmKDJmrvydSGmo9CQPbGVIz0sveTPzP6yRmcOOnPIoTgxFbLBokghhJZq+TPlfIjJhYQpni9lbCRlRRZmxABRuCt/zyKmlWK95V5fL+olSrZnHk4QROoQweXEMN7qAODWDwCM/wCm+OdF6cd+dj0Zpzsplj+APn8wdVBY5H</latexit>

e2(P )

<latexit sha1_base64="T6/tpmmd614gJEvW0CJF8SPkkO4=">AAAB7XicbVDLTgJBEOzFF+IL9ehlIjHBC9kl+DiSePGIiTwS2JDZYRZGZmc2M7MkZMM/ePGgMV79H2/+jQPsQcFKOqlUdae7K4g508Z1v53cxubW9k5+t7C3f3B4VDw+aWmZKEKbRHKpOgHWlDNBm4YZTjuxojgKOG0H47u5355QpZkUj2YaUz/CQ8FCRrCxUmvS98qNy36x5FbcBdA68TJSggyNfvGrN5AkiagwhGOtu54bGz/FyjDC6azQSzSNMRnjIe1aKnBEtZ8urp2hC6sMUCiVLWHQQv09keJI62kU2M4Im5Fe9ebif143MeGtnzIRJ4YKslwUJhwZieavowFTlBg+tQQTxeytiIywwsTYgAo2BG/15XXSqla868rVQ61Ur2Zx5OEMzqEMHtxAHe6hAU0g8ATP8ApvjnRenHfnY9mac7KZU/gD5/MHbZeOVw==</latexit>

v1(P )

<latexit sha1_base64="m3L26ZUkU1DH+pziMZzvTxHq8tg=">AAAB7XicbVDLTgJBEOzFF+IL9ehlIjHBC9kl+DiSePGIiTwS2JDZYRZGZmc2M7MkZMM/ePGgMV79H2/+jQPsQcFKOqlUdae7K4g508Z1v53cxubW9k5+t7C3f3B4VDw+aWmZKEKbRHKpOgHWlDNBm4YZTjuxojgKOG0H47u5355QpZkUj2YaUz/CQ8FCRrCxUmvSr5Ybl/1iya24C6B14mWkBBka/eJXbyBJElFhCMdadz03Nn6KlWGE01mhl2gaYzLGQ9q1VOCIaj9dXDtDF1YZoFAqW8Kghfp7IsWR1tMosJ0RNiO96s3F/7xuYsJbP2UiTgwVZLkoTDgyEs1fRwOmKDF8agkmitlbERlhhYmxARVsCN7qy+ukVa1415Wrh1qpXs3iyMMZnEMZPLiBOtxDA5pA4Ame4RXeHOm8OO/Ox7I152Qzp/AHzucPbx6OWA==</latexit>

v2(P )

<latexit sha1_base64="PhAYtT5eT6K+un76XRbfMZST1OM=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBDjJewGX8eAF48RzAOSJcxOJsmQ2dllpjcQlnyEFw+KePV7vPk3TpI9aGJBQ1HVTXdXEEth0HW/nbX1jc2t7dxOfndv/+CwcHTcMFGiGa+zSEa6FVDDpVC8jgIlb8Wa0zCQvBmM7md+c8y1EZF6wknM/ZAOlOgLRtFKzXHXK9UuLruFolt25yCrxMtIETLUuoWvTi9iScgVMkmNaXtujH5KNQom+TTfSQyPKRvRAW9bqmjIjZ/Oz52Sc6v0SD/SthSSufp7IqWhMZMwsJ0hxaFZ9mbif147wf6dnwoVJ8gVWyzqJ5JgRGa/k57QnKGcWEKZFvZWwoZUU4Y2obwNwVt+eZU0KmXvpnz9eFWsVrI4cnAKZ1ACD26hCg9QgzowGMEzvMKbEzsvzrvzsWhdc7KZE/gD5/MHz0aOiA==</latexit>
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e1(P
0)

Figure 3 The graph G′
t except we have expanded node rt to the full set Rt again. The top rt − t

path (larger dashes) illustrates a path P that could either be from Case (iii) or Case (iv), depending
on whether v2(P ) is special for t or not. The lower path (with finer dots on the edges) illustrates a
path P ′ from Case (ii). It might even be that some other path in the decomposition exits Ot after
entering it before it eventually reaches t, but such a path could only use a Steiner edge (u, v) in H if
after entering Ot if u was special for t since.

Proof. Focus on an rt − t path P and consider the corresponding case case for path P : (i)
we simply added E(P ) with probability zP , (ii) we added E(P ) − i(P ) with probability
zP /xe1(P ) but only if e1(P ) ∈ F2. As argued in Step 2, the latter happens with probability
at most xe1 so multiplying this against zP /xe1 finishes this case, (iii) e1(P ) lies in F1 with
probability xe1(P ) so the total probability we added E(P )− i(P ) is exactly zP .

For the final case (iv), P is sampled with probability zP

xe2(P )
but only if the condition

that includes e2(P ) ∈ F2 is satisfied. Again, such a condition can only be satisfied with
probability at most xe2(P ). Thus P is sampled with probability at most zP overall.

The last statement in the lemma holds because the expected number of times an edge e

is added to F t
3 is then at most

∑
P :e∈P zP ≤ xe because P is a path decomposition of a flow

with capacity xe on edge e. ◀

But this is not enough for a good overall cost bound, one should be concerned that an
edge was added to multiple F t

3 sets for various t. The following effectively shows each edge
that is a candidate to be added to some F t

3 can only support flow for at most one terminal
t ∈ XF .

▶ Lemma 9. For each e ∈ E, there is at most one t such that e ∈ E(P ) − i(P ) for some
path P in the decomposition of the rt − t flow.

Proof. Suppose e = (u, v) has v ∈ X ∪ {r}. The only such edges in G′
t have v ∈ Ot since

the only terminals not contracted into tt are those in Ot. So e will only be an edge in G′
t for

at most one t.
Next, suppose u ∈ X ∪ {r}. If u /∈ Ot then u ∈ Rt and e = e1(P ) so we are in case (iii)

or case (iv) for any path P containing e, but in either case e ∈ i(P ). Thus, we can only have
e ∈ E(P )− i(P ) for the terminal t with u ∈ Ot.

Finally, suppose (u, v) is a Steiner edge. Suppose (u, v) lies on some path P in some G′
t.

If u ∈ Rt we are in case (ii) and (u, v) ∈ i(P ). If u /∈ Rt, then either u is special for t or else
the edge (w, u) prior to u is the first edge (i.e. w ∈ Rt) since we deleted all edges from Ot

to u as u was not special for t. In the latter, we are in case (iv), so (u, v) = e2(P ) means
(u, v) ∈ i(P ). ◀

▶ Theorem 10. The expected cost of F1 ∪ F2 ∪
⋃

t∈XF −{r} F t
3 is O(OPTLP ).
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Proof. We have already shown the expected costs of F1 and F2 are bounded by O(OPTLP )
since each edge is in F1 or F2 with probability at most xe. We also know each e appears in
any given F t

3 with probability at most x3. Lemma 9 shows there is at most one F t
3 such that

e has a nonzero probability of appearing in F t
3 , so e lies in

⋃
t∈XF −{r} F t

3 with probability at
most xe. ◀

3.2 Success Probability
The last step is to show each terminal t ∈ XF can be reached from another node in XF −{r}
with good probability. This is a bit subtle as there is shared randomness between the various
rt−t paths P that reach t. Our analysis mirrors that in [17], which is providing an alternative
analysis of the Group Steiner Tree rounding algorithm from [10].

We first require a general result about random variables. A proof was provided in [17] for
the case E[X] = 1. We need it in a slightly more general context so we include its proof in
Appendix B for completeness.

▶ Lemma 11. Let µ, γ ≥ 0 and let X1, X2, . . . , Xm be indicator random variables and
X =

∑m
i=1 Xi be their sum. Suppose E[X] ≥ µ and E[X|Xj = 1] ≤ γ for any j. Then

Pr[X ≥ 1] ≥ µ/γ.

▶ Theorem 12. There is a fixed constant α′ > 0 such that for each t ∈ XF , with probability
at least α′ there is some t′ ∈ Xf ∪ {r} − {t} such that t′ can reach t in (V, F ∪ F ′).

Proof. We show we added E(P )−i(P ) to F t
3 for at least one path P with constant probability,

which suffices to prove the main result as then Rt could reach t along this path P . Consider
the path decomposition and corresponding weights zP . The subscripts in the sums on the
right-hand side indicate which case the path corresponds to.

1
2 =

∑
P

zP =
∑
P :(i)

zP +
∑

P :(ii)

zP +
∑

P :(iii)

zP +
∑

P :(iv)

zP

At least one of these sums is is at least 1/8.

Case:
∑

P :(i) zP ≥ 1/8. These paths were independently sampled with probability zP

each. The probability we did not pick one of them is then at most

∏
P :(i)

(1− zP ) ≤ exp

−∑
P :(i)

zP

 ≤ exp(−1/8)

So at least one path was picked with probability ≥ 1− exp(−1/8).

Case:
∑

P :(ii) zP ≥ 1/8. All paths discussed here are those corresponding to case (ii) so
we omit that qualifier throughout. We employ Lemma 11 where we have an indicator XP

for every path P and let X =
∑

P XP . A path is added if both e1(P ) ∈ F1 and then if P is
sampled after that. This happens with probability xe1(P ) · zP

xe1(P )
= zP . So E[X] ≥ 1/8.

Consider any particular path P ′, we want to bound E[X|XP ′ = 1]. We claim for any
path P that

Pr[XP = 1|XP ′ = 1] =


1 if P = P ′

zP if e1(P ) ̸= e1(P ′)
zP

xe1(P ′)
otherwise
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The first one is clear, the second is because Pr[XP = 1] = Pr[e1(P ) ∈ F1] · zP

xe
= zP and

because the variables XP , XP ′ are independent (since the random choice to add their initial
edges F1 were made independently). If e1(P ) = e1(P ′) then the only shared randomness
between XP and XP ′ was in the decision to add e1(P ′) to F1. If we are given XP ′ = 1, then
we know e1(P ′) ∈ F1 but the choice to extend this to selecting P entirely was then made
independently with probability zP

xe1(P ′)
.

So we have

E[X : XP ′ ≥ 1] = Pr[XP ′ = 1|XP ′ = 1] +
∑

P :e1(P )̸=e1(P ′)

Pr[XP = 1|XP ′ = 1]

+
∑

P :P ̸=P ′ and e1(P )=e1(P ′)

Pr[XP = 1|XP ′ = 1]

= 1 +
∑

P :e1(P )̸=e1(P ′)

zP +
∑

P :P ̸=P ′ and e1(P )=e1(P ′)

zP

xe1(P ′)

≤ 1 + 1
2 +

xe1(P ′)

xe1(P ′)

= 5/2

That is, the total weight of all paths in the decomposition is at most the value of the flow,
which is 1/2. Similarly, the total weight of all paths including the edge e1(P ′) is at most
xe1(P ′) since the flow respects capacities.

Using Lemma 11 with µ = 1/8 and γ = 5/2 shows at least one path is sampled with
probability at least 1/20.

Case:
∑

P :(iii) zP ≥ 1/8. The proof is essentially identical to the previous case and is
omitted. We get the probability at least one path is sampled is at least 1/20.

Case:
∑

P :(iv) zP ≥ 1/8. Use similar indicator variables XP and their sum X as in case
(ii), but this time for the paths of form (iv). For any such path P , we have

Pr[XP = 1] = zP

xe
·Pr[δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅ ∧ e2(P ) ∈ F2]

= zP

xe
·Pr[δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅]

·Pr[e2(P ) ∈ F2|δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅]

= zP

xe
·Pr[δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅] ·

xe

x(δin(u))

= zP

x(δin(u)) ·Pr[δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅]

For brevity, let B = δin(v) ∩ δout(Rt). The last probability is

1−
∏
e∈B

(1− xe) ≥ 1− exp
(
−
∑
e∈B

xe

)
≥ 1− exp(−x(δin(v))/2)

The final inequality is because v2(P ) is not special for t. For z ∈ [0, 1], we have2 1 −
exp(−z/2) ≥ (1− exp(−1/2)) · z, so the last expression is at least (1− exp(−1/2)) · x(δin(u))
and we finally see Pr[XP = 1] ≥ (1− exp(−1/2)) · zP . Thus, E[X] ≥ 1−exp(−1/2)

8 .

2 This holds since 1 − exp(−z/2) = (1 − exp(−1/2)) · z for z ∈ {0, 1} and since 1 − exp(−z/2) is concave.
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Finally, we upper bound E[X|XP ′ = 1] by a constant for any path P ′ considered in this
case. Partition the set of paths from this case (iv) into four sets essentially based on how they
interact with P ′ along their prefixes: {P ′},P0 = {P : v2(P ) ̸= v2(P ′)},P1 = {P : v2(P ) =
v2(P ′) yet e2(P ) ̸= e2(P ′)}, and P2 = {P : e2(P ) = e2(P ′)}.

For P ∈ P0, simple inspection shows XP and XP ′ are independent random variables so∑
P ∈P0

Pr[XP = 1|XP ′ = 1] =
∑

P ∈P0
Pr[XP = 1] ≤

∑
P ∈P0

zP ≤ 1
2 .

For P ∈ P1, we are given δin(v2(P )) ∩ δout(Rt) ∩ F1 ̸= ∅ since XP ′ = 1, so

Pr[XP = 1|XP ′ = 1] = zP

xe2(P )
·Pr[e2(P ) ∈ F2|XP ′ = 1]

= zP

xe2(P )
·

xe2(P )

x(δin(v2(P ))

= zP

x(δin(v2(P )) .

The total flow passing through v2(P ) is at most its incoming edge capacity, so summing over
all P ∈ P1 shows

∑
P ∈P1

Pr[XP = 1|XP ′ = 1] ≤ 1.
For P ∈ P2, we simply have Pr[XP = 1|XP ′ = 1] = zP

xe2(P )
since the condition to be met

before sampling P is satisfied if we are given XP ′ = 1. So
∑

P ∈P2
Pr[XP = 1|XP ′ = 1] =∑

P ∈P2
zP

xe2(P )
≤ 1. Thus,

∑
P

Pr[XP = 1|XP ′ = 1] = 1 +
∑

i∈{0,1,2}

∑
P ∈Pi

Pr[XP = 1|XP ′ = 1] ≤ 1 + 1
2 + 1 + 1 = 7/2.

Using Lemma 11 with µ = 1−exp(−1/2)
8 and γ = 7/2 shows in the probability at least one

path is sampled is at least some universal constant. Summarizing, no matter which case has
at least 1/8 of the weight of paths we see there is a constant probability at least one path
will be sampled. This completes the proof. ◀

We have shown the expected cost of the set F ′ := F1 ∪ F2 ∪
⋃

t∈XF −{r} F t
3 is at most

c ·OPTLP for some universal constant c. We also showed each terminal t ∈ XF − {r} will
be reachable from some other t′ ∈ Xt − {t} with probability at least some universal constant
α′ > 0. So the expected number of terminals of this kind is at least α′ · |XF |.

Say this procedure failed if the cost of F ′ exceeds ∆ · c ·OTLP for some constant ∆ to
be determined soon, or if the number of representative terminals that are now reachable
from another representative is smaller than α′

2 · |XF |. Note we can check this condition in
polynomial time.

The former happens with probability at most 1/∆ by Markov’s inequality. A standard
variant of Markov’s inequality for lower tails shows that if Y is a random variable with
E[Y ] ≥ α′·M where M is the maximum possible value of Y , then Pr[Y < α′

2 ·M ] ≤ 1−α′

1−α′/2 < 1.
In our setting, we let Y be the number of representative terminals that become connected
from another node in Xt after buying F ′, so the maximum value of Y is |Xt| and the expected
value is at least α · |Xt|.

Thus, by the union bound the procedure fails with probability at most 1
∆ + 1−α

1−α/2 . For
sufficiently large constant ∆ depending only on α, this is a constant less than one. That
is, the procedure succeeds with constant probability. The final randomized algorithm then
iterates this procedure until it does not fail, the expected number of iterations is constant.
This proves Theorem 4.

SWAT 2024
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A Proof of Lemma 3

Proof. For each t ∈ XF that can be reached from some other t′ ∈ XF ∪ {r} − {t} in
(V, F ∪ F ′), let d(t) = t′. If t can be reached from multiple such t′, pick one arbitrarily to be
d(t). Finally, let F ∗ be all such edges (d(t), t). We note that (V, F ∪F ′) and (V, F ∪F ′ ∪F ∗)
have the same SCCs because F ∗ provides direct connections between nodes that were already
reachable in (V, F ∪ F ′).

We add the edges of F ∗ one at a time to (V, F ) and track how the number of terminal-
source SCCs decreases. Recall an SCC of (V, F ) is a strongly connected component C

containing a terminal that cannot be reached from any other terminal apart from those in C.
When adding et = (d(t), t), let Sd(t) and St be the SCCs containing d(t) and t respectively

at that time. We note St was a source SCC just before adding et because no edge entered
the source component containing t before this addition.

If the number of terminal-source SCCs does not decrease after adding St, it must have
been that St could already reach Sd(t) by some path P . Let e′ be the edge entering Sd(t).
Note e′ ∈ F ∗ since no vertex outside of d(t)’s SCC in (V, F ) could reach d(t) before (as it
was a source SCC). Also note that et and e′ are now drawn into the same SCC as St after
et is added so e′ will never enter another SCC again as we continue adding edges of F ∗.
That is, the number of iterations of adding an edge of the form et that do not cause the
number of source SCCs to drop is at most α/2 · |XF |, meaning the number of source SCCs
in (V, F ∪ F ∗) is at most (1 − α/2) · |XF |. Thus, the number of terminal-source SCCs in
(V, F ∪ F ′) is also bounded by (1− α/2) · |XF | as required. ◀

B Proof of Lemma 11

Proof. This proof essentially just verifies the arguments in [17] generalize as required.
Including the proof here also keeps our paper self-contained.

We do this in two steps. First, suppose we knew E[X|X ≥ 1] ≤ γ. Then

µ ≤ E[X] = E[X|X = 0] ·Pr[X = 0] + E[X|X ≥ 1] ·Pr[X ≥ 1] ≤ γ ·Pr[X ≥ 1].

Rearranging shows Pr[X ≥ 1] ≥ µ/γ which is what we wanted to show.
Now we show E[X|X ≥ 1] ≤ γ follows if E[X|Xj = 1] ≤ γ for any j. By Jensen’s

inequality applied to the conditioned distribution, we have

E[X|X ≥ 1]2 ≤ E[X2|X ≥ 1]

=
∑
(i,j)

Pr[Xi = 1 ∧ Xj = 1|X ≥ 1]

=
∑
(i,j)

Pr[Xj = 1|X ≥ 1 ∧ Xi = 1] · Pr[Xi = 1|X ≥ 1]

=
∑
(i,j)

Pr[Xj = 1|Xi = 1] · Pr[Xi = 1|X ≥ 1]

=
∑

i

Pr[Xi = 1|X ≥ 1] ·
∑

j

Pr[Xj = 1|Xi = 1]

=
∑

i

Pr[Xi = 1|X ≥ 1] · E[X|Xi = 1]

≤ γ ·
∑

i

Pr[Xi = 1|X ≥ 1]

= γ · E[X|X ≥ 1]

All sums over (i, j) are over all m2 ordered pairs of indices. To conclude, E[X|X ≥ 1]2 ≤
γ ·E[X|X ≥ 1] and γ ≥ 0 can only happen if E[X|X ≥ 1] ≤ γ. ◀
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Abstract
In information visualization, the position of symbols often encodes associated data values. When
visualizing data elements with both a numerical and a categorical dimension, positioning in the
categorical axis admits some flexibility. This flexibility can be exploited to reduce symbol overlap,
and thereby increase legibility. In this paper we initialize the algorithmic study of optimizing symbol
legibility via a limited displacement of the symbols.

Specifically, we consider unit square symbols that need to be placed at specified y-coordinates.
We optimize the drawing order of the symbols as well as their x-displacement, constrained within a
rectangular container, to maximize the minimum visible perimeter over all squares. If the container
has width and height at most 2, there is a point that stabs all squares. In this case, we prove
that a staircase layout is arbitrarily close to optimality and can be computed in O(n log n) time.
If the width is at most 2, there is a vertical line that stabs all squares, and in this case, we give
a 2-approximation algorithm (assuming fixed container height) that runs in O(n log n) time. As a
minimum visible perimeter of 2 is always trivially achievable, we measure this approximation with
respect to the visible perimeter exceeding 2. We show that, despite its simplicity, the algorithm
gives asymptotically optimal results for certain instances.
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1 Introduction

When communicating information visually, the position of symbols is an important visual
channel to encode properties of the data. For example, in a scatter plot that visualizes age
versus income of a given population, each data item (a person in the population) is visualized
with a symbol (commonly a square, a cross, or a circle) which is placed at an x-coordinate
that corresponds to their age and a y-coordinate that corresponds to their income. Hence
persons with similar values are placed in close proximity, which allows the user to visually
detect patterns. Another example from cartography are so-called proportional symbols maps
which visualize numerical data associated with point locations by placing a scaled symbol
(typically an opaque disc or square) at the corresponding point on the map. The size of
the symbol is proportional to the data value of its location, such as the magnitude of an
earthquake. The density and size of the symbols again supports visual pattern detection.

In both examples above, the position of the symbol is fixed and cannot be changed without
severely distorting the information it encodes. In other settings, such as map labeling, the
position of a symbol is not completely fixed, instead the symbol (the label) needs to be
placed in contact with a particular point on the map. There are infinitely many potential
placements for the symbol, but all must contain the same fixed point somewhere on its
boundary. In this paper we consider a related symbol placement problem, which is motivated
by the visualization of numerical data with associated categories: the age of employees within
a certain division of a company or the page rank of tweets that exhibit a certain sentiment
(positive, negative, neutral) on a topic such as vaccinations. Such data can be visualized in
categorical strips of fixed width w, restricting the symbols to lie in the strip, and placing the
symbols on a y-coordinate according to their numerical values (see Figure 1 for an example
using twitter data). There are again infinitely many potential placements per symbol, but
all placements are restricted to share the same y-coordinate.

If the positions of symbols are fixed or restricted, then close symbols will overlap, reducing
the visible part of – or even fully obscuring – other symbols. Correspondingly, there is an
ample body of work on optimizing the visibility of symbols under placement restrictions.
The algorithmic literature considers a couple of variants. First of all, we either display all
symbols or only a subset. For symbol maps and our categorical strips we always have to
display all symbols, since otherwise not all data is visualized. For map labeling one usually
chooses a subset of the labels which can be placed without any overlap; the corresponding
optimization problems attempt to maximize the number of these labels while also taking
priorities (such as city sizes) into account. If overlap between symbols might be unavoidable,
visibility is optimized by either maximizing the minimum perimeter of the symbol that has
least visibility or maximising the total visible perimeter. If the positions of the symbols are
completely fixed, then the only choice we can make is the drawing order of the symbols.

In this paper we study the novel algorithmic question of how to optimize the visibility of
a given set of symbols, all of which must be drawn, when we may choose their drawing order
and their x-coordinate, given a set of fixed (and distinct) y-coordinates for each symbol. We
measure the visibility of the result via the minimal visibility perimeter over all symbols [3].
Figure 1 shows that our algorithms do indeed greatly improve the visible perimeter and
thereby give the viewer a more accurate impression of the data. Note that our theoretical
results hold only for square symbols, but, as evidenced by Figure 1, the algorithms we
propose readily extend to rectangular symbols. Proving similar bounds for more general
symbol shapes is a challenging open problem.
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Figure 1 A pro and con vaccination twitter discussion from 2018, capturing 823 accounts.
Accounts are placed in a categorical strip according to most frequent sentiment expressed. Color
indicates if account mostly mentions accounts with a similar opinion (blue) or with a different
opinion (red). Top: random jittering, bottom: our approximation algorithm described in Theorem 7.
Random jittering hides many details, such as pro-vaccination accounts that mention predominantly
anti-vaccination accounts (red boundaries). Many accounts at the bottom sent the same number of
tweets and hence share a y-coordinate, which inevitably covers most of their horizontal edges.

Contributions and organization. In this paper we initiate the algorithmic study of optimiz-
ing symbol visibility through displacement. Specifically, we focus on unit square symbols,
that may be shifted horizontally while remaining in a strip of width 2 (their categorical
strip). In Section 2 we introduce our notation and make some initial observations. Most
notably: the visible perimeter behaves non-continuously when squares are placed on the
same x-coordinate. Hence the optimal visible perimeter is a supremum that cannot always
be reached. In Section 3 we study the special case that the strip has height at most 2. In
this scenario all squares are stabbed by a point. We first establish several useful geometric
properties of so-called reasonable layouts – arrangements of the input squares which meet
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certain lower bound conditions – and then use these properties to prove that a simple
O(n log n) algorithm suffices to compute a layout of the squares whose visible perimeter is
arbitrarily close to the supremum.

In Section 4 we then study the general case of strips of arbitrary height (but still width 2).
Here all squares are stabbed by a line. We leverage our previous result to obtain an O(n log n)-
time approximation algorithm. This approximation is with respect to the so-called gap –
the visible perimeter minus two – since a minimal visible perimeter of 2 is trivially obtained
for any instance. Furthermore, if the y-coordinates are uniformly distributed, then we can
show that a specific layout – the zigzag layout – is asymptotically optimal. We close with
a discussion of various avenues for future work, both towards the practical applicability of
our results in visualization systems and towards more theoretical results in other settings,
including different visibility definitions and other symbol shapes.

Related work. The questions we study in this paper combine various aspects and restrictions
of well-known placement problems in the algorithmic (geo-)visualization literature in a novel
way. Most closely related to our work are the two papers by Cabello et al. [3] and by Nivasch
et al. [15] that consider perimeter problems for sets of differently sized symbols at fixed
positions in the plane. Specifically, they consider the problems of maximizing the minimum
perimeter of the symbol that has least visibility (as we do in this paper) or maximizing the
total visible perimeter. Since the locations of the symbols are fixed, the algorithmic problem
reduces to finding the optimal (not necessarily stacking) order of the symbols. This contrasts
with our work where a limited form of displacement is allowed.

Labeling cartographic maps, where a subset of the labels are chosen such that they can be
placed without any overlap, and the corresponding optimization problems are computationally
complex in various settings [8], as they relate to maximum independent set. Constrained
displacement of labels is often also allowed, and various of such placement models have been
studied algorithmically [2, 4, 16, 17, 21]. The goal is always to place as many labels as possible
without overlap. Displacing labels to the boundary of a map has attracted considerable
algorithmic attention under different models as well, see [1] for a survey. However, such
practice relies on leader lines to connect labels to the points being labeled; making it harder
to identify data patterns and thus less suitable for visualizing data.

There is ample work on using symbol displacement to eliminate all symbol overlap, as it has
various applications in visualization, including visualizing disjoint glyphs in geovisualization
[11, 13, 20], removing overlap between vertices in graph drawing [6, 12], positioning nonspatial
data [10, 18] and computing Dorling and Demer’s cartograms [5, 14]. Such overlap-removal
problems are NP-hard in many settings [7, 19], though efficiently solvable in some specific
settings [13, 14]. However, eliminating all overlap may require considerable displacement,
thereby distorting the view of the data. Our goal is not to eliminate all overlap, but to use
both a limited displacement and a suitable drawing order to maximize visibility.

In the visualization literature, offsetting graphical symbols to improve visibility is known
as jittering [22]. Often, jittering is done randomly, though in context of dense plots, arising,
for example, from dimensionality reduction, more complex algorithms have been engineered
for this task; see e.g. [9] for a recent method. However, such approaches are often heuristic
in nature, without provable quality guarantees.

2 Preliminaries

Our input is a sequence of distinct y-coordinates y = (y1, y2, . . . , yn). We want to find
x-coordinates x = (x1, x2, . . . , xn), determining unit squares s1, s2, . . . , sn, where si has
centroid (xi, yi). We also want to find a stacking order, so that the minimum visible
perimeter among all squares is maximized.
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More specifically, we are given a strip T of width w > 1 and height h > 1, where we
assume that T = [0, w] × [0, h], and that 1

2 ≤ y1 < y2 < . . . < yn ≤ h − 1
2 . Thus, in terms of

the y-coordinates, we can speak about the highest, or the lowest, among any set of squares.
We require xi ∈ [ 1

2 , w − 1
2 ] for all i, so that all squares are in the strip. We say that si is left

(right) of sj if xi < xj (xi > xj). This determines a leftmost and a rightmost square among
any set of squares (ties handled as needed).

A stacking order is a total order ≺ among the squares. If i ≺ j, we say that sj is in front
of si, and si is behind sj . The bottom and top square are the first and last squares in the
order. The pair (x, ≺) is a layout for the instance (w, h, y).

The visible perimeter of a square in a layout is the total length of all its visible boundary,
where a point on the boundary is visible if any other square t containing it is behind s.
The top square has visible perimeter 4. The visible boundary is made up of (horizontal or
vertical) visible edges. Note that each side of s can host at most one visible edge, due to all
squares having the same size.

The gap of a square in a layout is its visible perimeter minus 2. If this is non-positive,
we say that the square has no gap. The gap of a layout is the minimum of the gaps of all
squares. This definition is motivated by the fact that we can always achieve a positive gap by
suitable “standard” layouts which we introduce below. Ideally, we want to find an optimal
layout, one that has the maximum gap among all layouts. However, this may not exist: one
can easily construct instances where the only candidates for optimal layouts have duplicate
x-coordinates, but no such layouts can actually be optimal, refer to Figure 2 for one such
instance. Therefore, we take the supremum gap over all layouts as the benchmark which we
want to approximate as closely as possible.

The bounding box of a collection of squares is the inclusion-minimal axis-parallel box
containing all the squares.

We call a layout a staircase if both x and ≺ are monotone:
x1 ≤ x2 ≤ · · · ≤ xn (“facing right”), or x1 ≥ x2 ≥ · · · ≥ xn (“facing left”); and
s1 ≺ s2 ≺ · · · ≺ sn (“facing up”), or s1 ≻ s2 ≻ · · · ≻ sn (“facing down”).

Hence, there are 4 types of staircases; the one in Figure 3 (left) is facing right and up.

2ε

ε

1 + ε

< ε

Figure 2 An instance with y2 − y1 = 2ε, y3 − y2 = ϵ and a strip of width w = 1 + ε, where
ε ≤ 0.2. From only looking at the two highest squares s2, s3, we see that the gap of every layout
is bounded from above by 2ε, and to achieve this gap, s2 and s3 together need to span the full
strip width. Given this, s1 cannot be the bottom square, since then it has visible perimeter at most
1 + 5ε ≤ 2 and hence no gap (left); s2 cannot be the bottom square, either, as this would limit
its visible perimeter to at most 1 + 2ε (middle). So s3 has to be the bottom square (right). Since
x1 = x2 would give the bottom square among s1, s2 a visible perimeter of at most 1 + 4ε, we need
to have x1 ̸= x2, but this means that s3 has gap less than 2ε. Hence, a gap of 2ε is not achievable,
but any smaller gap is (by the right layout, as x1 − x2 → 0).
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Figure 3 A staircase (left), three generalized staircases (right).

We call a layout a generalized staircase if each square si lies in one of the four corners of
the bounding box of si and all squares in front of it. In a standard staircase, this corner is
the same for all squares (i.e., the lower left corner for a staircase facing right and up).

▶ Observation 1. For every instance, there is a staircase with positive gap.

Proof. We build a staircase facing right and up as in Figure 3 (left). Then the left and lower
sides of each square are completely visible, as well as parts of its right and upper side. This
yields a positive gap. ◀

▶ Definition 2. A layout is reasonable if it has positive gap, and it is ε-reasonable if it has
gap larger than ε > 0.

3 Squares stabbed by a point

Throughout this section, we fix a strip width w ≤ 2 and a strip height h ≤ 2. In this case,
all squares are stabbed by a single point. Subsection 3.1 proves a (tight) upper bound on
the gap of every layout, while Subsection 3.2 shows that a staircase layout of gap arbitrarily
close to the supremum can efficiently be computed.

3.1 Reasonable layouts
We start with a crucial structural result about reasonable layouts in the case w, h ≤ 2.

▶ Proposition 3. In a reasonable layout, the bottom square s is not contained in the bounding
box of the other squares.

Proof. Assume otherwise and consider the two squares sℓ and sr defining the left and right
sides of the bounding box. If one of them is above s and the other one below, the situation
is as in Figure 4 (left). Since sℓ and sr overlap in both x- and y-coordinate, s has horizontal
and vertical visible edges of total length at most 1 each. Thus, the visible perimeter of s is
at most 2. In the other case, sℓ and sr are w.l.o.g. both above s as in Figure 4 (right). Then
we consider the square sd defining the bottom side of the bounding box; w.l.o.g. sd is left of
s. In this case, sr and sd prove that s has no gap. ◀

▶ Lemma 4. Every layout A of n squares has gap at most w+h−2
n−1 , for n ≥ 2.

Proof. If A is unreasonable, there is nothing to prove. Otherwise, let t1, t2, . . . , tn be the
sequence of squares in stacking order, i.e. t1 ≺ t2 ≺ · · · ≺ tn, and let the bounding box of
ti, ti+1, . . . , tn be denoted by τi for 1 ≤ i ≤ n. Since A is reasonable, ti “sticks out” of τi+1
(i.e. it is not contained in it) by Proposition 3. There are two cases: ti is a “corner square”
(Figure 5 left), or a “side square” (Figure 5 middle and right). Let ∆Xi and ∆Yi quantify by
how much ti sticks out, horizontally and vertically. For a side square, one of those numbers
is 0.
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s

sr

s`

s

srs`

sd

Figure 4 The visible perimeter of bottom square s is at most two if it is contained in the bounding
box of the other squares.

For a corner square, the two sides of ti incident to the corner contribute visible perimeter
2, meaning that the gap of the square is ∆Xi + ∆Yi. For a horizontal side square as in
Figure 5 (middle), the visible perimeter is at most 2 + ∆Yi, and for a vertical side square
(right), it is at most 2 + ∆Xi. In both cases, ∆Xi + ∆Yi is also an upper bound for the gap
of the square.

This means that, for 1 ≤ i < n, the intervals corresponding to ∆Xi (as well as those
corresponding to ∆Yi) span disjoint x-intervals (or y-intervals) that are also disjoint from
the two intervals (one in each coordinate) of length one that is spanned by the top square.
Hence,

n−1∑
i=1

(∆Xi + ∆Yi) ≤ (w − 1) + (h − 1) = w + h − 2.

It follows that there is some ti with gap at most ∆Xi + ∆Yi ≤ w+h−2
n−1 . ◀

This upper bound on the gap is easily seen to be tight.

▶ Observation 5. There are instances of n squares for which a staircase has gap w+h−2
n−1 .

Proof. We consider the uniformly spaced instance (yi = 1
2 + (h − 1) i−1

n−1 ). Choosing xi =
1
2 + (w − 1) i−1

n−1 and s1 ≺ s2 · · · ≺ sn leads to a staircase with ∆Xi = w−1
n−1 and ∆Yi = h−1

n−1
for 1 ≤ i < n, and hence the gap is w+h−2

n−1 . ◀

ti

∆Xi

∆Yi

t

t′

w ≤ 2

h ≤ 2

ti

∆Xi

∆Yi

t

t′

w ≤ 2

h ≤ 2

ti

∆Xi

∆Yi

t

t′

w ≤ 2

h ≤ 2

Figure 5 Proof of Lemma 4.
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3.2 Computing staircases with gap arbitrarily close to the supremum
We next prove that for every reasonable layout with gap g, there is a staircase with a gap at
least g − δ, for any δ > 0. Moreover, with γ⋆ being the supremum gap over all layouts, a
staircase of gap γ⋆ − δ can be efficiently computed.

For this, we first look at staircases in more detail. Consider a staircase of n squares,
facing right and up, with centroids (xi, yi), 1 ≤ i ≤ n. We define ∆yi = yi+1 − yi > 0 and
∆xi = xi+1 − xi ≥ 0, for 1 ≤ i ≤ n − 1. If ∆xi > 0, the left and lower sides of si are fully
visible, and the gap of si is ∆yi + ∆xi; the top square sn has gap 2. If all ∆xi are positive,
the staircase is called proper.

Now consider the problem of finding such a proper staircase of large gap. For this, the
∆yi are fixed, but x1 < x2 < · · · < xn can be chosen freely, meaning that the values ∆xi

can be any positive numbers satisfying
∑n−1

i=1 ∆xi ≤ w − 1. We want to maximize the
gap minn−1

i=1 (∆yi + ∆xi) subject to the previously mentioned constraints. Due to the strict
inequalities on the ∆xi’s, the maximum may not exist (as pointed out in Section 2). But
allowing ∆xi ≥ 0, the maximum is attained by the solution of a linear program:

maximize g

subject to ∆xi + ∆yi ≥ g, i = 1, . . . , n − 1∑n−1
i=1 ∆xi ≤ w − 1

∆xi ≥ 0, i = 1, . . . , n − 1.

(1)

Now we are prepared for the main result of this section which also implies that the
optimal solution g⋆ of this linear program equals γ⋆, the supremum gap over all layouts.

▶ Lemma 6. Let A be a reasonable layout with gap g. There exists a feasible solution of
the linear program (1) with value at least g. Moreover, for every δ > 0, there exists a proper
staircase A′ with gap at least g − δ.

Proof. As in the proof of Lemma 4, we consider the ∆Xi and ∆Yi, i = 1, . . . , n − 1,
quantifying by how much the i-th square in the stacking order sticks out of the bounding box
of the squares in front of it, horizontally and vertically. See Figure 6 (top left part) for an
illustration, where the ∆Xi and ∆Yi values are visualized as rectangle areas. Each rectangle
is spanned by a unit side and an interval corresponding to the value. For example, ∆X4, the
rectangle with the orange boundary, has the interval between the left sides of t4 and t5.

The ∆Yi rectangles are further subdivided into blocks whose intervals are gaps between
vertically adjacent squares. For example, ∆Y4 is made of two blocks. The interval of the
orange-black block is the vertical gap between the lower sides of t4 (orange) and t1 (black),
while the interval of the black-green block is the vertical gap between the lower sides of t1
(black) and t5 (green). Thus, each block interval is of the form ∆yj = yj+1 − yj .

As argued in the proof of Lemma 4, the ∆Xi and ∆Yi satisfy the constraints of the linear
program (1), with g being the gap of A.

We will perform discrete steps that gradually turn the ∆Yi into the prescribed ∆yi =
yi+1 − yi, while changing the ∆Xi into suitable ∆xi. If we can maintain the constraints
of (1) throughout, we will arrive at a feasible solution of (1) – that we can interpret as a
staircase – with value at least g. From this, we can construct a proper staircase with gap at
least g − δ, by slightly redistributing the ∆xi to make all of them positive.

We point out that the ∆Xi, ∆Yi are sorted by stacking order; our stepwise process will
first result in values ∆X ′

i, ∆Y ′
i such that the ∆Y ′

i are a permutation of the ∆yi. This means,
we still have to sort the values accordingly before we can interpret the solution of (1) as a
staircase. As the linear program is agnostic to permutations, this does not change the gap.
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t1

t2

t3

t4

t5

∆Yi

∆Xi

∆Xi + ∆Yi

→ →g

∆xi + ∆yi

∆xi

∆yi

(a) (b) (d)

→ · · · →

(c)

↓ ↑

Figure 6 The proof of Lemma 6.

If the ∆Yi are already a permutation of the ∆yi, we are done after sorting them (see the
end of the proof below). This is the case if and only if each ∆Yi consists of exactly one block.

But in general, some ∆Yi may have more than one block, or no block at all. In the
example in Figure 6, we have ∆Y4 = y4 − y2 consisting of two blocks with intervals between
t4 (orange) and t1 (black), and between t1 (black) and t5 (green). ∆Y1 in turn has no blocks,
as t1 does not stick out vertically.

All the ∆Yi together use all the n − 1 blocks. Indeed, the bounding box of the squares in
front of ti is disjoint from whatever sticks out of it, and the last bounding box only contains
the top square.

Now we repeatedly move blocks from rectangles with at least two blocks to rectangles
with no block. We can visually analyze this as follows: think of a basin that initially holds
the ∆Yi rectangles, i = 1, . . . , n − 1, as in part (a) of Figure 6. For each i, we pour ∆Xi

units of water into the basin, which corresponds to the area of the rectangles with colored
boundary in part (a) of Figure 6. As mini(∆Xi + ∆Yi) ≥ g, the water will settle at some
level ≥ g; see part (b) of the figure. Moving a block to a “free slot” will submerge it further,
and this can only increase the water level; see step (b)-(c).

In the end, we have one block ∆yj = yj+1 − yj per slot, and sorting the slots by index as
in part (d) yields rectangles ∆y1, . . . , ∆yn−1, with columns ∆x1, . . . ∆xn−1 of water above
them, such that min(∆xi + ∆yi) ≥ g. In general, some ∆yi’s can still be above the water
level in which case the corresponding ∆xi is 0. This is our desired solution of (1) from which
we can in turn build a staircase with the prescribed x- and y-gaps (upper right part of the
figure). ◀
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2i

2i+ 1

gx gx(
1−δ
2 )δ

Figure 7 Squeezing staircase layouts.

k = 8

Figure 8 Arranging n uniformly spaced
squares in a zigzag layout.

We remark that the linear program (1) can be efficiently solved in O(n log n) time,
employing the water analogy. After sorting the ∆yi rectangles, and assuming that the water
currently rises to the top of one of them, it is easy to compute in O(1) time the amount of
additional water required to reach the top of the next higher rectangle. Indeed, in this range,
the water level is a linear function of the amount of additional water. If reaching the top of
the next higher rectangle would need more water than our total budget of w − 1 allows, we
arrive at the optimal level g⋆ before.

4 Squares stabbed by a vertical line

Throughout this section, we consider a strip of width w ≤ 2 and arbitrary height h > 1, with
n squares of fixed y-coordinates 1

2 ≤ y1 < y2 < · · · < yn ≤ h − 1
2 . Let 1/k = (h − 1)/(n − 1)

be the (maximal) average y-distance between adjacent centroids in the y-order. We first
show that we can asymptotically approximate the supremum gap up to a factor of 2. More
precisely, as the strip remains fixed and n → ∞, we have 1/k → 0 and thus approach a factor
of 2 using Theorem 7 below. We still present our results in terms of k to make it clear what
happens if the strip height h grows with n.

▶ Theorem 7. Let γ⋆ be the supremum gap over all layouts. In time O(n log n), we can
construct a layout with gap at least γ⋆( 1

2 − O( 1
k )). We refer to this procedure as the squeezing

algorithm.

Proof. We partition the squares into buckets 1, . . . , ⌈h⌉, where bucket i contains the squares
j such that yj rounds to i (we round up in case of a tie). The squares within each bucket are
in a strip of height 2, and by Section 3, a (staircase) solution of gap arbitrarily close to the
supremum can efficiently be found, in time O(ℓ log ℓ) per bucket, where ℓ is the number of
squares in that bucket. Hence, the total time required is O(n log n).

The smallest bucket gap δ is (up to arbitrarily small error) an upper bound for γ⋆, as
each layout contains a sublayout for the squares in this worst bucket. We also note that
δ = O( 1

k ), since there must be a bucket with Ω(k) squares to which Lemma 4 applies.
In O(n) time, we now construct a layout for all squares, of gap roughly δ

2 , to prove the
statement. To do so, we “squeeze” the layouts in individual buckets appropriately. We
assume w.l.o.g. that the even bucket staircases are facing right and up, while the odd ones
are facing left and up, as in Figure 7 (left).

Multiplying all x-gaps by 1−δ
2 while keeping the even staircases aligned left and the odd

ones aligned right, see Figure 7 (left), leads to a layout where even staircase squares have
x ≤ 1 − δ

2 , and odd ones have x ≥ 1 + δ
2 . Each non-top square of each bucket still has

gap gy + gx
1−δ

2 where gx, gy are the previous x-gap and y-gap in the bucket solution, and
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g = gx + gy ≥ δ is the previous gap. It follows that the new gap is at least δ 1−δ
2 . The

top squares of each bucket have x-gap (and hence total gap) at least δ, by construction.
The resulting layout has therefore gap at least δ 1−δ

2 . Since γ⋆ ⪅ δ = O(1/k), the bound
follows. ◀

It is natural to ask whether squeezing the staircase layouts of individual buckets is the
best we can do. For general yi, we do not know the answer, but if the yi are uniformly
spaced, we can indeed prove that this procedure yields an asymptotically optimal gap.

Uniform spacing. For the rest of the section, we assume that yi+1 − yi = 1
k for 1 ≤ i < n.

In this case, the squeezing algorithm from Theorem 7 essentially produces the zigzag layout
(see Figure 8).

▶ Lemma 8. The zigzag layout has gap 1
k + 1

2k−1 .

Proof. See Figure 8. We place bundles of ⌊k⌋ squares each, as indicated in the figure, starting
from the lowest one. This layout uses precisely the 2⌊k⌋ x-coordinates 1

2 + i
2⌊k⌋−1 , i =

0, . . . , 2⌊k⌋−1. This means that every square has x-gap at least 1
2⌊k⌋−1 ≥ 1

2k−1 . The y-gap is
at least 1/k for each square, due to uniform spacing. Both gaps are attained for example by
the second-lowest square, so the bound in the lemma cannot be improved for this layout. ◀

Below, we will establish the following result, showing that the simple zigzag layout is
asymptotically optimal.

▶ Theorem 9. In the case of uniform spacing, every layout has gap at most 1
k + 1

2k−O(log k) .

In proving this, we can restrict to 1/k-reasonable layouts, the ones achieving gap larger
than 1/k in the first place. We also assume that k ≥ 2.

We will start by establishing a crucial fact about such layouts, namely that most of their
squares have 3 visible corners. To this end, we are going to upper-bound the number of
squares with at least 2 covered corners, eventually enabling us to remove them from the
layout while keeping most of the squares.

▶ Definition 10. Given a layout, a bad square is one with at least 2 covered corners. A bad
square with one vertical side covered is a standard bad square; see Figure 9 (left).

▶ Lemma 11. If a square s has both adjacent squares (in the y-order) in front of it, then s

is a standard bad square.

Proof. If the adjacent squares both have smaller or larger x-coordinate, then they together
hide a vertical side of s, see Figure 9 (b). The other case cannot happen in a reasonable
layout by Proposition 3; see Figure 9 (c)-(d). Since k ≥ 2, the adjacent squares actually
overlap vertically. ◀

Counting standard bad squares yields a bound for all bad squares.

▶ Lemma 12. For each non-standard bad square, an adjacent square (in the y-order) is a
standard bad square.

Proof. Let s be a non-standard bad square. We distinguish two cases.
The first one is that an upper corner and a lower corner of s are covered. These could be

adjacent corners (with some part of the connecting side visible), or antipodal corners as in
Figure 10. By Lemma 11, one of the adjacent squares must be behind s; w.l.o.g. it is the
next higher one b (blue).

SWAT 2024
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(b)(a) (c) (d)

Figure 9 Bad squares: at least two covered corners; A standard bad square ((a) and (b)): one
vertical side is covered.

Figure 10 Case 1: A non-standard bad square (black)
with an upper and a lower corner covered.

Figure 11 Case 2: A non-standard
bad square (black) with two upper or
two lower corners covered.

Consider the square r (red) covering the upper corner. Square b is behind s and r,
and either “wedged” between them (w.r.t. to both x- and y-coordinate), or “sticking” out.
The former case (Figure 10 left) cannot happen, because b would have no gap then, see
Proposition 3. In the latter case, b is the required standard bad square (Figure 10 right).
This uses that r is higher than b due to uniform spacing.

The second case is that two upper or two lower corners of s are covered, see Figure 11.
Let us suppose w.l.o.g. that the two upper corners are covered. Then the upper side of s is
covered. This implies that the next higher square b is behind s, as otherwise, s has gap at
most 1/k. Again, b is a standard bad square. ◀

Through the previous lemma, each standard bad square is “charged” by at most three
bad squares (itself and the two adjacent ones).

▶ Corollary 13. For every vertical window W = [h, h] ⊆ [ 1
2 , h − 1

2 ] of a 1/k-reasonable layout,
the number of bad squares with yi ∈ W is at most three times the number of standard bad
squares with yi ∈ W ′ = [h − 1

k , h + 1
k ].

It remains to count the number of standard bad squares.

▶ Lemma 14. For every vertical window W = [h, h + 1] of a 1/k-reasonable layout, there
are at most 2(log k + 1) standard bad squares with yi ∈ W .

Proof. Let us fix the window. We count the standard bad squares with the left side covered,
the overall bound follows by symmetry.

Let s1, . . . , sℓ be these squares; see Figure 12 (left). They must be stacked according to
x-coordinate, with squares of lower x-coordinate in front of squares with higher x-coordinate.
Indeed, a square si in front of a square sj with smaller x-coordinate would cover a third
corner of sj , and thus a full horizontal side, resulting in no gap (we are using here that the
window height is 1). The squares covering the left side of si are to the left of si and together
cover all of si in the left half of the strip.

Because the layout is 1/k-reasonable, each si has a part of each of its horizontal sides
visible. They are of lengths σi ≤ λi ≤ 1 such that σi + λi ≥ 1 + 1/k. Suppose that the
squares are ordered by decreasing x-coordinate. We show that the σi increase exponentially
with i.
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≤ 1− ε
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≤ 1− 3ε

≥ 4ε

Figure 12 Counting standard bad squares with centers in a vertical window of height 1.

si

si−1

Figure 13 Proof of bitone
stacking order.

t s1

1

Figure 14 Two squares of different types in the subwindow.

We have λ1 ≤ 1, hence σ1 ≥ ε := 1/k; see Figure 12 (right). As a consequence, λ2 ≤ 1 − ε

(as s2 is by at least ε further to the left than s1). Hence, σ2 ≥ 2ε. This in turn means that
s3 is by at least ϵ + 2ε further to the left than s1, so λ3 ≤ 1 − 3ε and σ3 ≥ 4ε.

Continuing in this fashion, we see that σℓ ≥ 2ℓ−1ε ≤ 1. This implies that ℓ − 1 ≤
log(1/ε) = log k. ◀

▶ Corollary 15. In a reasonable layout, at most 6(log k + 1) squares out of any consecutive
k − 1 squares are bad squares.

Proof. The centers of k − 1 consecutive squares span a horizontal window of height 1 − 2/k.
Using Corollary 13 and the previous lemma, the number of bad squares in this window is at
most 3(2(log k + 1)). ◀

Hence, by removing O(log k) squares per bundle of k − 1 squares, we obtain a layout with
no bad squares left (observe that no surviving square can turn bad by removing squares).
Such a layout turns out to have a rather rigid structure.

▶ Lemma 16. After removal of all bad squares from a 1/k-reasonable layout, there is a
unique top square (fully visible), and the stacking order is determined: monotone decreasing
from the top square towards the highest as well as the lowest square.

Proof. A square with at least three visible corners (and only such squares remain) is called
down square if the lower side is fully visible, and up square if the upper side is fully visible.
A top square is both up and down.

SWAT 2024
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Now let the squares be indexed from lowest to highest. We claim that if si is a down
square, then si−1 is also a down square that is behind si. To see this, consider a down square
si and the overlapping square si−1 (we have an overlap since we have removed only O(log k)
squares in between); see Figure 13. It is clear that si−1 must be behind si, and this in turn
implies that si is also a down square.

A symmetric statement holds for up squares. Hence, starting from any top square, we can
go both higher and lower, decreasing stacking height. In particular, we can never encounter
another top square. ◀

We now proceed to the proof of Theorem 9, showing that, under uniform spacing, we
cannot asymptotically beat the gap of the zigzag layout.

Proof of Theorem 9. We start with the layout obtained after removing all bad squares, as
in Lemma 16. W.l.o.g. we assume that the majority of squares is below the top square, and
we disregard all squares above. The stacking order then coincides with the y-order.

We now consider a window of height 4. Each square with center in that window is either
left or right of the next higher square, and based on this, we call it type L, or type R. We
focus on the middle subwindow of height 2. If all squares with centers in this subwindow
have the same type, we have a proper staircase of 2k − O(log k) squares; see Figure 14 (left).

Except O(log k) of them (the ones directly below a removed bad square), all squares have
y-gap 1/k. Let ε be the minimum x-gap among these squares. Then the layout has gap at
most 1/k + ε. But we know that the sum of all x-gaps is at most 1 (they don’t overlap and
“live” outside the top square), so the minimum x-gap is 1/(2k − O(log k)) which proves the
theorem in this case.

The other case is that there are two consecutive squares of different types with centers in
the subwindow, see Figure 14 (middle). In this case, we have a generalized staircase. We let
s be the lower one and t the higher of the two squares, and we zoom in on the situation; see
Figure 14 (right).

Both squares stick out of the ones up to 1 higher than s (otherwise, they can’t have
3 visible corners). On the other hand, the squares up to 1 lower than t stick out of both
s and t. It follows that – as in the previous case – the x-gaps of all involved squares live
outside of the top square among them, and they do not overlap (i.e. they are disjoint). More
specifically, the x-gaps of the squares above s live in the orange regions in Figure 14, while
the x-gaps of the squares below t live in the blue regions.

In total, we again have 2k − O(log k) squares with a y-gap of 1/k within the surrounding
window of height 4, so the minimum x-gap is 1/(2k − O(log k)). ◀

5 Conclusion

We initiated the algorithmic study of optimizing the visibility of overlapping symbols by
finding both a suitable drawing order and a limited displacement. This novel setting leads to
various interesting and challenging problems. In this paper we focused solely on unit squares,
presented structural insights, as well as several intricate approximation algorithms.

We are curious if the upper bound from Theorem 9 can be improved to one where
the O(log k) term is replaced with a constant. In our approach we derive the bound by
eliminating all the bad squares from the layout before estimating the gap. Hence, knowing
that (in a vertical window of mutually intersecting squares) the number of bad squares can
be as large as Θ(log k) a radically new approach would be needed to achieve such bound
improvement.
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Figure 15 Four layouts for y = {0.5, 0.7, 0.8, 1.25, 1.35, 1.45, 1.55, 1.65, 1.75}. The minimum
visible perimeter is indicated below each layout, the stacking order by the numbers in the corners
of each square. From left to right: optimal layout; optimal layout with a stacking order matching
the y-order; optimal layout with a stacking order matching the inverse y-order; optimal staircase.
These layouts were computed via (I)LPs using a difference of 0.001 to turn strict inequalities into
non-strict inequalities.

It is natural to wonder if the stacking order of every optimal solution follows its y-order.
However, this is not always the case, refer to Figure 15 for an illustration: the optimal layout
(leftmost figure) is better than the best layout when stacking order follows the y-order or the
inverse y-order (second and third figures), which is better than the best layout among all
staircases (rightmost figure).

An interesting and practically relevant scenario for future work are rectangular symbols.
Our algorithms (constructions of layouts) can also be used for this case and yield results of
high quality (see Figure 1). However, doing so loses the quality guarantees that we prove for
the square case, since the resulting rectangle layouts will not optimize visible perimeter, but
a variant of this measure in which horizontal and vertical visible edges have different weights.
Even more challenging are settings with differently sized symbols. We leave these question
to future work.
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Abstract
The Hilbert metric is a distance function defined for points lying within the interior of a convex body.
It arises in the analysis and processing of convex bodies, machine learning, and quantum information
theory. In this paper, we show how to adapt the Euclidean Delaunay triangulation to the Hilbert
geometry defined by a convex polygon in the plane. We analyze the geometric properties of the
Hilbert Delaunay triangulation, which has some notable differences with respect to the Euclidean
case, including the fact that the triangulation does not necessarily cover the convex hull of the point
set. We also introduce the notion of a Hilbert ball at infinity, which is a Hilbert metric ball centered
on the boundary of the convex polygon. We present a simple randomized incremental algorithm that
computes the Hilbert Delaunay triangulation for a set of n points in the Hilbert geometry defined
by a convex m-gon. The algorithm runs in O(n(log n + log3 m)) expected time. In addition we
introduce the notion of the Hilbert hull of a set of points, which we define to be the region covered
by their Hilbert Delaunay triangulation. We present an algorithm for computing the Hilbert hull in
time O(nh log2 m), where h is the number of points on the hull’s boundary.
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1 Introduction

David Hilbert introduced the Hilbert metric in 1895 [15]. Given any convex body Ω in
d-dimensional space, the Hilbert metric defines a distance between any pair of points in
the interior of Ω (see Section 2 for definitions). The Hilbert metric has a number of useful
properties. It is invariant under projective transformations, and straight lines are geodesics.
When Ω is an Euclidean ball, it realizes the Cayley-Klein model of hyperbolic geometry.
When Ω is a simplex, it provides a natural metric over discrete probability distributions (see,
e.g., Nielsen and Sun [21,22]). An excellent resource on Hilbert geometries is the handbook
of Hilbert geometry by Papadopoulos and Troyanov [23].

The Hilbert geometry provides new insights into classical questions from convexity
theory. Efficient approximation of convex bodies has a wide range of applications, including
approximate nearest neighbor searching both in Euclidean space [6] and more general
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metrics [1], optimal construction of ε-kernels [4], solving the closest vector problem approxi-
mately [11, 12, 19, 25], and computing approximating polytopes with low combinatorial
complexity [3,5]. These works all share one thing in common – they approximate a convex
body by covering it with elements that behave much like metric balls. These covering
elements go under various names: Macbeath regions, Macbeath ellipsoids, Dikin ellipsoids,
and (2, ε)-covers. Vernicos and Walsh showed that these shapes are, up to a constant scaling
factor, equivalent to Hilbert balls [2,27]. In addition the Hilbert metric behaves nicely in the
context flag approximability of convex polytopes as studied by Vernicos and Walsh [28].

Other applications of the Hilbert metric include machine learning [21], quantum informa-
tion theory [24], real analysis [18], graph embeddings [22], and optimal mass transport [9].
Despite its obvious appeals, only recently has there been any work on developing classical
computational geometry algorithms that operate in the Hilbert metric. Nielsen and Shao
characterized balls in the Hilbert metric defined by a convex polygon with m sides [20].
Hilbert balls are convex polygons bounded by 2m sides. Nielsen and Shao showed that Hilbert
balls can be computed in O(m) time, and they developed dynamic software for generating
them. Gezalyan and Mount presented an O(mn log n) time algorithm for computing the
Voronoi diagram of n point sites in the Hilbert polygonal metric [13] (see Figure 1(a) and (b)).
They showed that the diagram has worst-case combinatorial complexity of O(mn). Bumpus
et al. [8] further analyzed the properties of balls in the Hilbert metric and presented software
for computing Hilbert Voronoi diagrams.

Ω Ω Ω

Figure 1 (a) A convex polygon Ω and sites, (b) the Voronoi diagram, and (c) the Delaunay
triangulation.

In this paper, we present an algorithm for computing the Delaunay triangulation of
a set P of n point sites in the Hilbert geometry defined by an m-sided convex polygon
Ω. The Hilbert Delaunay triangulation is defined in the standard manner as the dual of
the Hilbert Voronoi diagram (see Figure 1(c)). Our algorithm is randomized and runs in
O(n(log n + log3 m)) expected time. Excluding the polylogarithmic term in m, this matches
the time of the well-known randomized algorithm for Euclidean Delaunay triangulations [14].
It is significantly more efficient than the time to compute the Hilbert Voronoi diagram, which
is possible because of the smaller output size. A central element of our algorithm is an
O(log3 m) time algorithm for computing Hilbert circumcircles.

Unlike the Euclidean case, the Delaunay triangulation does not necessarily triangulate
the convex hull of P . We also provide a characterization of when three points admit a Hilbert
ball whose boundary contains all three points, and define the Hilbert hull, which we define to
be the region covered by the Hilbert Delaunay triangulation. We give an algorithm for the
Hilbert hull that runs in time O(nh log2 m), where h is the number of points on the Hilbert
hull’s boundary.



A. H. Gezalyan, S. H. Kim, C. Lopez, D. Skora, Z. Stefankovic, and D. M. Mount 25:3

2 Preliminaries

2.1 The Hilbert Metric and Hilbert Balls

The Hilbert metric is defined over the interior of a convex body Ω in Rd (that is, a closed,
bounded, full dimensional convex set). Let ∂ Ω denote Ω’s boundary. Unless otherwise stated,
we assume throughout that Ω is an m-sided convex polygon in R2. Given two points p and q

in Ω, let pq denote the chord of Ω defined by the line through these points.

Ω

pp′

q
q′

(a) (b) (c)

p

v

pv p

Ω Ω

B(p, ρ)

Figure 2 (a) The Hilbert distance dΩ(p, q), (b) spokes defined by p, and (c) the Hilbert ball
B(p, ρ).

▶ Definition 1 (Hilbert metric). Given a bounded convex body Ω in Rd and two distinct points
p, q ∈ int(Ω), let p′ and q′ denote endpoints of the chord pq, so that the points are in the
order ⟨p′, p, q, q′⟩. The Hilbert distance between p and q is defined

dΩ(p, q) = 1
2 ln

(
∥q − p′∥
∥p− p′∥

∥p− q′∥
∥q − q′∥

)
,

and define dΩ(p, p) = 0 (see Figure 2(a)).

Note that the quantity in the logarithm is the cross ratio (q, p; p′, q′). Since cross ratios
are preserved by projective transformations [20], it follows that the Hilbert distances are
invariant under projective transformations. Straight lines are geodesics, but not all geodesics
are straight lines under the Hilbert distance. The Hilbert distance satisfies all the axioms
of a metric, and in particular it is symmetric and the triangle inequality holds [23]. When
Ω is a probability simplex [7], this symmetry distinguishes it from other common methods
of calculating distances between probability distributions, such as the Kullback-Leibler
divergence [17].

Given p ∈ int(Ω) and ρ > 0, let B(p, ρ) denote the Hilbert ball of radius ρ centered at p.
Nielsen and Shao showed how to compute Hilbert balls [20]. Consider the set of m chords pv

for each vertex v of Ω (see Figure 2(b)). These are called the spokes defined by p. For each
spoke pv, consider the two points at Hilbert distance ρ on either side of p. B(p, ρ) is the
(convex) polygon defined by these 2m points (see Figure 2(c)). Given any line that intersects
Ω, a simple binary search makes it possible to determine the two edges of Ω’s boundary
intersected by the line. Applying this to the line passing through p and q, it follows that
Hilbert distances can be computed in O(log m) time.
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25:4 Delaunay Triangulations in the Hilbert Metric

2.2 The Hilbert Voronoi Diagram

Given a set P of n point sites in int(Ω), the Hilbert Voronoi diagram of P is defined in
the standard manner as a subdivision of int(Ω) into regions, called Voronoi cells, based on
which site of P is closest in the Hilbert distance. It was shown by Gezalyan and Mount [13]
that each Voronoi cell is star-shaped with respect to its site. Given two sites p, q ∈ P , the
(p, q)-bisector is the set of points that are equidistant from both sites in the Hilbert metric
(see Figure 3(a)).

(a)

Ω

(b)

p

q

p

q

Ω

x

(p, q)-bisector

Figure 3 The (p, q)-bisector is a piecewise conic with joints on the spokes of p and q.

The distances from any point x on the (p, q)-bisector to p and q are determined by
the edges of ∂ Ω incident to the chords px and qx. We can subdivide the interior Ω into
equivalence classes based upon the identity of these edges. It is easy to see that as x crosses
a spoke of either p or q, it moves into a different equivalence class. It has been shown that
within each equivalence class, the bisector is a conic [8, 13]. It follows that the (p, q)-bisector
is a piecewise conic, whose joints lie on sector boundaries (see Figure 3(b)). It is also known
that the worst-case combinatorial complexity of the Hilbert Voronoi diagram is Θ(mn) [13].

2.3 The Hilbert Delaunay Triangulation

The Hilbert Delaunay triangulation of P , denoted DT(P ), is defined as the dual of the Hilbert
Voronoi diagram, where two sites p and q are connected by an edge if their Voronoi cells
are adjacent. Throughout, we make the general-position assumption that no four sites of P

are Hilbert equidistant from a single point in int(Ω). It is easy to see that familiar concepts
from Euclidean Delaunay triangulations apply, but using Hilbert balls rather than Euclidean
balls. For example, two sites are adjacent in the triangulation if and only if there exists a
Hilbert ball whose boundary contains both sites, and whose interior contains no sites. (The
center of this ball lies on the Voronoi edge between the sites.) Also, three points define a
triangle if and only if there is a Hilbert ball whose boundary contains all three points, but is
otherwise empty.

Consider a triangle △pqr in Ω’s interior. A Hilbert ball whose boundary passes through
all three points is said to circumscribe this triangle. As we shall see in Section 4, some
triangles admit no circumscribing Hilbert ball, but the following lemma shows that if it does
exist, then it is unique. We refer to the boundary of such a ball as a Hilbert circumcircle.
(The proof of this lemma, and a number of other lemmas throughout the paper are available
in the full version of the paper.)

▶ Lemma 2. There is at most one Hilbert circumcircle for any three non-colinear points in
Ω’s interior.
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Note that the non-collinear assumption is necessary. To see why, let Ω be a axis aligned
rectangle, and let ℓ be a horizontal line through the rectangle’s center. It is easy to construct
two Hilbert balls, one above the line and one below, whose boundaries contain a segment
along this line. Placing the three points within this segment would violate the lemma.

The following lemma shows that DT(P ) is a connected, planar graph. Its proof is similar
to the Euclidean case and appears in the full version of the paper.

▶ Lemma 3. Given any discrete set of points P , DT(P ) is a planar (straight-line) graph
that spans P .

Another useful property of the Delaunay triangulation, viewed as a graph, is its relationship
to other geometric graph structures. The Hilbert minimum spanning tree of a point set P ,
denoted MSTΩ(P ), is the spanning tree over P where edge weights are Hilbert distances.
The Hilbert relative neighborhood graph for a point set P , denoted RNGΩ(P ) is a graph
over the vertex set P , where two points p, q ∈ P are joined by an edge if dΩ(p, q) ≤
max(dΩ(p, r), dΩ(q, r)), for all r ∈ P \ {p, q}. Toussaint proved that in the Euclidean metric,
the minimum spanning tree is a subgraph of the relative neighborhood graph, which is a
subgraph of the Delaunay graph [26]. The following (proved in the full version of the paper)
shows that this holds in the Hilbert metric as well. (Since MSTΩ(P ) is connected, this
provides an alternate proof that DT(P ) spans P .)

▶ Lemma 4. Given any discrete set of points P , MSTΩ(P ) ⊆ RNGΩ(P ) ⊆ DTΩ(P ).

3 Hilbert Bisectors

In this section we present some utilities for processing Hilbert bisectors, which will be used
later in our algorithms. We start by recalling a characterization given by Gezalyan and
Mount for when a point lies on the Hilbert bisector [13]. Recall that three lines are said to
be concurrent in projective geometry if they intersect in a common point or are parallel.

▶ Lemma 5. Given a convex body Ω and two points p, q ∈ int(Ω), consider any other point
x ∈ Ω. Let p′ and p′′ denote the endpoints of the chord px so the points appear in the order
⟨p′, p, x, p′′⟩. Define q′ and q′′ analogously for qx.

(i) If x ∈ int(Ω), then it lies on the (p, q)-bisector if and only if the lines
←→
pq ,
←→
p′q′, and

←−→
p′′q′′ are concurrent (see Figure 4(a)).

(ii) If x ∈ ∂ Ω (implying that x = p′′ = q′′), then x is the limit point of the (p, q)-bisector
if and only if there is a supporting line through x concurrent with

←→
pq and

←→
p′q′ (see

Figure 4(b)).

The following utility lemmas arise as consequences of this characterization. Both involve
variants of binary search. Their proofs are given in the full version of the paper.

▶ Lemma 6. Given an m-sided convex polygon Ω, two points p, q ∈ int(Ω), and any ray
emanating from p, the point of intersection between the ray and the (p, q)-bisector (if it exists)
can be computed in O(log2 m) time.

▶ Lemma 7. Given an m-sided convex polygon Ω and any two points p, q ∈ int(Ω), the
endpoints of the (p, q)-bisector on ∂ Ω can be computed in O(log2 m) time.
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p q

(a)

x

p′′
q′′

q′

p′

p q

(b)

q′

x = p′′ = q′′

p′

Ω Ω

Figure 4 Properties of points on the Hilbert bisector.

4 Hilbert Circumcircles

In the Euclidean plane, any triple of points that are not collinear lie on a unique circle, that is,
the boundary of an Euclidean ball. This is not true in the Hilbert geometry, however. Since
Delaunay triangulations are based on an empty circumcircle condition, it will be important
to characterize when a triangle admits a Hilbert circumcircle and when it does not. In this
section we explore the conditions under which such a ball exists.

4.1 Balls at infinity

We begin by introducing the concept of a Hilbert ball centered at a point on the boundary of
Ω. Let x be any point on ∂ Ω. Given any point p ∈ int(Ω), we are interested in defining the
notion of a Hilbert ball centered at x whose boundary contains p. If we think of the points
on the boundary of Ω as being infinitely far from any point in int(Ω), this gives rise to the
notion of a ball at infinity.

Given x ∈ ∂ Ω and p ∈ int(Ω), let u be any unit vector directed from x into the interior
of Ω (see Figure 5(a)). Given any sufficiently small positive δ, let xδ = x + δu denote the
point at Euclidean distance δ from x along vector u, and let B(xδ, p) denote the Hilbert ball
centered at xδ of radius dΩ(xδ, p). The following lemma shows that as δ approaches 0, this
ball approaches a shape, which we call the Hilbert ball at infinity determined by x and u and
passing through p, denoted Bu(x, p) (see Figure 5(b)).

(a)

p

(b)

p

p′

q′
q

v
x x

(c)

p, p′

x

q, q′xδ

vp′′
q′′

uu

u

ℓ

Ω
Bu(x, p)

Figure 5 Constructing the Hilbert ball Bu(x, p) at infinity.

▶ Lemma 8. As δ approaches 0, B(xδ, p) approaches a convex polygon lying within Ω having
x on its boundary.
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A useful utility, which we will apply in Section 7, involves computing the largest empty
ball centered at any boundary point x with respect to a point set P . The proof is given in
the full version of the paper.

▶ Lemma 9. Given a set of n points P in the interior of Ω, and any point x ∈ ∂ Ω, in
O(n log m) time, it is possible to compute a point p ∈ P , such that there is a ball at infinity
centered at x whose boundary passes through p, and which contains no points of P in its
interior.

Balls at infinity are not proper aspects of Hilbert geometry, but they will be convenient
for our purposes. Given two points p, q ∈ int(Ω), let x denote the endpoint of the (p, q)-
bisector on ∂ Ω, oriented so that x lies to the left of the directed line −→pq. (It follows from the
star-shapedness of Voronoi cells that the bisector endpoints intersect ∂ Ω on opposite sides of
this line.) Let u denote a tangent (if x is a vertex of Ω) vector of the bisector at x. Define
B(p : q) = Bu(x, p). Note that this (improper) ball is both centered at and passes through x.
In this sense it circumscribes the triangle △pqx. Define B(q : p) analogously for the opposite
endpoint of this bisector (see Figure 6(a) and (b)).

We can now characterize the set of points r that admit a Hilbert circumcircle with respect
to two given points p and q. This characterization is based on two regions, called the overlap
and outer regions (see Figure 6(c)).

▶ Definition 10 (Overlap/Outer Regions). Given two points p, q ∈ int(Ω):
Overlap Region: denoted Z(p, q), is B(p : q) ∩B(q : p).
Outer Region: denoted W (p, q), is Ω \ (B(p : q) ∪B(q : p)).

(a) (b) (d)

q

p

q

p p

(c)

q

W (p, q)

Z(p, q)

q

p

x

x′

Ω

B(p : q)

B(q : p)
r

(p, q)-bisector

Figure 6 The overlap region Z(p, q) and the outer region W (p, q).

▶ Lemma 11. A triangle △pqr ⊆ int(Ω) admits a Hilbert circumcircle if and only if
r /∈ Z(p, q) ∪W (p, q).

As shown in Figure 1, the Delaunay triangulation need not cover the convex hull of the
set of sites. We refer to the region that is covered as the Hilbert hull of the sites. Later,
we will present an algorithm for computing the Hilbert hull. The following lemma will be
helpful. It establishes a nesting property for the overlap regions.

▶ Lemma 12. If r ∈ Z(p, q) then Z(p, r) ⊂ Z(p, q).

5 Computing Circumcircles

A fundamental primitive in the Euclidean Delaunay triangulation algorithm is the so-called
in-circle test [14]. Given a triangle △pqr and a fourth site s, the test determines whether
s lies within the circumscribing Hilbert ball for the triangle (if such a ball exists). In this
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25:8 Delaunay Triangulations in the Hilbert Metric

section, we present an algorithm which given any three sites either computes the Hilbert
circumcircle for these sites, denoted B(p : q : r), or reports that no circumcircle exists. The
in-circle test reduces to checking whether dΩ(s, c) < ρ, which can be done in O(log m) time
as observed in Section 2.

▶ Lemma 13. Given a convex m-sided polygon Ω and triangle △pqr ⊂ int(Ω), in O(log3 m)
time it is possible to compute B(p : q : r) or to report that no ball exists.

The remainder of the section is devoted to the proof. The circumscribing ball exists if
and only if there is a point equidistant to all three, implying that (p, q)- and (p, r)-bisectors
intersect at some point c ∈ int(Ω). The following technical lemma shows that bisectors
intersect crosswise.

▶ Lemma 14. Given three non-collinear points p, q, r ∈ int(Ω), the (p, q)- and (p, r)-bisectors
have endpoints lying on ∂ Ω. If they intersect within int(Ω), they intersect transversely in a
single point (see Figure 7).

q r
p

(a) (b)

(p, r)-bisector

(p, q)-bisector

q r

p

c

B(p : q : r)
Ω

Figure 7 Circumcircles and bisector intersection.

It follows that the (p, q)- and (p, r)-bisectors subdivide the interior of Ω into either three
or four regions (three if they do not intersect, and four if they do). We can determine which
is this case by invoking Lemma 7 to compute the endpoints of these bisectors in O(log2 m)
time. If they alternate between (p, q) and (p, r) along the boundary of Ω, then the bisectors
intersect, and otherwise they do not. In the latter case, there is no circumcircle for p, q, and
r, and hence, no possibility of violating the circumcircle condition. (Note that this effectively
provides an O(log2 m) test for Lemma 11.) Henceforth, we concentrate on the former case.

Let us assume, without loss of generality, that △pqr is oriented counterclockwise. Let vq

denote the endpoint of the (p, q)-bisector that lies to the right of the oriented line −→pq. Let
vr denote the endpoint of the (p, r)-bisector that lies to the left of the oriented line −→pr (see
Figure 8(a)).

q r

p

(a) (b) (c)

c

vq vr

q r

p

c

v− v+v

vq vr

q r

p

c

vq vr

early late

v′+ v′−Ω

Figure 8 Computing the center of △pqr.



A. H. Gezalyan, S. H. Kim, C. Lopez, D. Skora, Z. Stefankovic, and D. M. Mount 25:9

Because Voronoi cells are star-shaped, it follows that the vector from p to the desired
circumcenter c lies in the counterclockwise angular interval from −→pvq to −→pvr (see Figure 8(b)).
The key to the search is the following observation. In the angular region from −→pvq to −→pc,
any ray shot from p intersects the (p, q)-bisector before hitting the (p, r)-bisector (if it hits
the (p, r)-bisector at all). On the other hand, in the angular region from −→pc to −→pvr, any
ray shot from p intersects the (p, r)-bisector before hitting the (p, q)-bisector (if it hits the
(p, q)-bisector at all). We say that the former type of ray is early and the latter type is late.

Let v− and v+ denote the points on ∂ Ω that bound the current search interval about p

(see Figure 8(c)). We will maintain the invariant that the ray −−→pv− is early and −−→pv+ is late.
Initially, v− = vq and v+ = vr. Let v′

− and v′
+ denote the opposite endpoints of the chords

pv− and pv+. Consider the portion of the boundary of Ω that lies counterclockwise from v−
and v+. If the angle ∠v−pv+ is smaller than π, also consider the portion of the boundary of
Ω that lies counterclockwise from v′

− and v′
+. With each probe, we sample the median vertex

v from whichever of these two boundary portions that contains the larger number of vertices.
If v comes from the interval [v−, v+], we probe along the ray −→pv, and if it comes from the
complementary interval, [v′

−, v′
+], we shoot the ray from p in the opposite direction from v.

We then apply Lemma 6 twice to determine in O(log2 m) time where this ray hits the (p, q)-
and (p, r)-bisectors (if at all). Based on the results, we classify this ray as being early or late
and recurse on the appropriate angular subinterval. When the search terminates, we have
determined a pair of consecutive spokes about p that contain c.

Because each probe eliminates at least half of the vertices from the larger of the two
boundary portions, it follows that at O(log m) probes, we have located c to within a single
pair of consecutive spokes around p. Since each probe takes O(log2 m) time, the entire search
takes O(log3 m) time.

We repeat this process again for r and q. The result is three double wedges defined by
consecutive spokes, one about each site. It follows from our earlier remarks from Section 2.2
that within the intersection of these regions, the bisectors are simple conics. We can compute
these conics in O(1) time [8] and determine their intersection point, thus yielding the desired
point c. The radius ρ of the ball can also be computed in O(1) time.

6 Building the Triangulation

In this section we present our main result, a randomized incremental algorithm for constructing
the Delaunay triangulation DT(P ) for a set of n sites P in the interior of an m-sided convex
polygon Ω. Our algorithm is loosely based on a well-known randomized incremental algorithm
for the Euclidean case [10,14].

6.1 Orienting and Augmenting the Triangulation
In this section we introduce some representational conventions for the sake of our algorithm.
First, we will orient the elements of the triangulation. Given p, q ∈ int(Ω) define the endpoint
of the (p, q)-bisector to be the endpoint that lies to the left of the directed line −→pq. (It is
worth repeating that it follows from the star-shapedness of Voronoi cells that the bisector
endpoints intersect ∂ Ω on opposite sides of this line.) The opposite endpoint will be referred
to as the (q, p)-bisector endpoint. When referring to a triangle △pqr, we will assume that the
vertices are given in counterclockwise order. Also, edges in the triangulation are assumed to
be directed, so we can unambiguously reference the left and right sides of a directed edge pq.

As mentioned earlier, the triangulation need not cover the convex hull of the set of
sites (see Figure 9(a)). For the sake of construction, it will be convenient to augment the
triangulation with additional elements, so that all of Ω is covered. First, we add elements
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25:10 Delaunay Triangulations in the Hilbert Metric

to include the endpoints of the Voronoi bisectors on ∂ Ω. For each edge pq such that the
external face of the triangulation lies to its left, the endpoint of the (p, q)-bisector intersects
the boundary of Ω. Letting x denote this boundary point, we add a new triangle △pqx,
called a tooth. (See the green shaded triangles in Figure 9(b).)

Ω Ω
standard triangle

tooth

gap

(b)(a)

q

p

x

v

y

Figure 9 The augmented triangulation.

Finally, the portion of Ω that lies outside of all the standard triangles and teeth consists
of a collection of regions, called gaps, each of which involves a single site, the sides of two
teeth, and a convex polygonal chain along ∂ Ω. While these shapes are not triangles, they
are defined by three points, and we will abuse the notation △pxy to refer to the gap defined
by the site p and boundary points x and y (see Figure 9(b)).

Even when sites are in general position, multiple teeth can share the same boundary
vertex. For example, in Figure 9(b) three teeth meet at the same boundary vertex v. In
our augmented representation, it will be convenient to treat these as three separate teeth,
meeting at three distinct (co-located) vertices, separated by two degenerate (zero-width)
gaps. This allows us to conceptualize the region outside of the standard triangulation as
consisting of an alternating sequence of teeth and gaps. The following lemma summarizes
a few useful facts about the augmented representation. The proof is straightforward and
appears in the full version of the paper.

▶ Lemma 15. Given a set of n point sites in the interior of a convex polygon Ω:
The augmented Delaunay triangulation has complexity O(n).
The region covered by standard triangles is connected.
Each standard triangle and each tooth satisfies the empty circumcircle property.
The region outside the standard triangles consists of an alternating sequence of teeth and
gaps.
For any p ∈ Ω, membership in any given triangle, tooth, or gap can be determined in
O(1) time.

6.2 Local and Global Delaunay
Given a set P of point sites, we say that an augmented triangulation T (P ) is globally Delaunay
(or simply Delaunay) if for each standard triangle and each tooth △pqr, the circumscribing
ball, denoted B(p : q : r), exists and has no site within its interior. The incremental Euclidean
Delaunay triangulation algorithm employs a local condition, which only checks this for
neighboring triangles [10,14]. Given a directed edge pq of the triangulation that is incident
to two triangles or to a triangle and tooth, let a and b be the vertices of the incident triangles
lying to the left and right of the pq, respectively. We say that T (P ) is locally Delaunay if
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a /∈ int(B(q : p : b)) and b /∈ int(B(p : q : a)) for all such edges. The following lemma shows
that it suffices to certify the Delaunay properties locally. The proof, which appears in the
full version of the paper, follows the same structure as the Euclidean case, but additional
care is needed due to the existence of teeth and gaps.

▶ Lemma 16. Given a set P of point sites, an augmented triangulation T (P ) is globally
Delaunay if and only if it is locally Delaunay.

6.3 Incremental Construction
The algorithm operates by first randomly permuting the sites. It begins by inserting two
arbitrary sites a and b and generating the resulting augmented triangulation. In O(log2 m)
time, we can compute the endpoints of the (a, b)-bisector. We add the edge ab and create two
teeth by connecting a and b to the bisector endpoints (see Figure 10(a)). We then insert the
remaining points one by one, updating the triangulation incrementally after each insertion
(see Algorithm 1). Later, we will discuss how to determine which element each new site lies
in, but for now, let us focus on how the triangulation is updated.

Algorithm 1 Constructs the Hilbert Delaunay triangulation of a point set P .

procedure Delaunay(P ) ▷ Build the Delaunay triangulation of point set P

T ← empty triangulation
Randomly permute P

a, b← any two points of P ▷ Initialize with sites a and b

x, y ← endpoints of the (a, b)-bisector ▷ See Figure 10(a)
Add edges ab, ax, ay, bx, by to T
for all p ∈ P \ {a, b} do ▷ Add all remaining sites

Insert(p, T )
end for
return T

end procedure

a
b

(a) (b)

x

y

p
a

b

c

a
b

c

p

(c)

a b

p

yx

pap

y

x

(d)

a
p

a

b

cΩ
Ω

Figure 10 (a) Initialization and insertion into a (b) standard triangle, (c) tooth, (d) gap.

When we insert a point, there are three possible cases, depending on the type of element
that contains the point, a standard triangle (three sites), a tooth (two sites), or a gap (one
site). The case for standard triangles is the same as for Euclidean Delaunay triangulations [14],
involving connecting the new site to the triangle’s vertices (see Figure 10(b)). Insertion into a
tooth involves removing the boundary vertex, connecting the new site to the two existing site
vertices, and creating two new teeth based on the bisectors to these sites (see Figure 10(c)).
Finally, insertion into a gap involves connecting the new site to the existing site vertex, and
creating two new teeth based on the bisectors to this site (see Figure 10(d)).
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Algorithm 2 Site insertion.

procedure Insert(p, T ) ▷ Insert a new site p into triangulation T
△abc← the triangle of T containing p

if △abc is a standard triangle then ▷ See Figure 10(b)
Add edges ap, bp, cp to T
FlipEdge(ab, p, T ); FlipEdge(bc, p, T ); FlipEdge(ca, p, T )

else if △abc is a tooth then ▷ See Figure 10(c)
Let a and b be sites, and c be on boundary
x, y ← endpoints of the (a, p)- and (p, b)-bisectors, respectively
Remove c and edges ca and cb from T
Add edges ap, bp, ax, px, by, py to T
FlipEdge(ab, p, T );
FixTooth(△apx, p, T ); FixTooth(△pby, p, T )

else ▷ △abc is a gap; see Figure 10(d)
Let a be the site, and let b and c be on the boundary
x, y ← endpoints of (a, p)- and (p, a)-bisectors, respectively
Add edges ap, ax, px, ay, py to T
FixTooth(△apx, p, T ); FixTooth(△pay, p, T )

end if
end procedure

On return from Insert, T is a topologically valid augmented triangulation, but it may fail
to satisfy the Delaunay empty circumcircle conditions, and may even fail to be geometrically
valid. The procedures FlipEdge and FixTooth repair any potential violations of the local
Delaunay conditions.

The procedure FlipEdge is applied to all newly generated standard triangles △pab. It is
given the directed edge ab of the triangle, such that p lies to the left of this edge. It accesses
the triangle △abc lying to the edge’s right. This may be a standard triangle or a tooth. In
either case, it has an associated circumcircle, which we assume has already been computed.1
We test whether p encroaches on this circumcircle, and if so, we remove the edge ab. If △abc

is a standard triangle, then we complete the edge-flip by adding edge pc, and then continue
by checking the edges ac and cb (see Figure 11(a)). Otherwise, we remove vertex c, and
compute the endpoints x and y of the (p, a)- and (b, p)-bisectors, respectively. We create two
new teeth, △pax and △bpy (see Figure 11(b)). This creates a new (possibly degenerate)
gap △pxy. Later, we will show (see Lemma 17) that no further updates are needed. The
algorithm is presented in Algorithm 3.

The “else” clause creates two teeth △pax and △bpy. The following lemma (proved in the
full version of the paper) shows that there is no need to apply FixTooth to them.

▶ Lemma 17. On return from FlipEdge the teeth △pax and △bpy generated in the “else”
clause are both valid.

Finally, we present FixTooth. To understand the issue involved, consider Figure 10(d).
In the figure, the newly created teeth △pax and △apy both lie entirely inside the existing
gap. But, this need not generally be the case, and the newly created boundary vertex may

1 In the Euclidean case, the in-circle test may be run from either △abc or △pab, but this is not true for
the Hilbert geometry. In light of Lemma 11, we do not know whether the △pab has a circumcircle, so
we run the test from △abc.
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Figure 11 (a) Standard-triangle edge flip, (b) tooth edge flip, and (c) fixing a tooth.

Algorithm 3 In-circle test and edge flip.

procedure FlipEdge(ab, p, T ) ▷ In-circle test. New site p lies to the left of edge ab.
c← vertex of triangle to right of ab in T
if p ∈ B(a : c : b) then ▷ p fails the in-circle test for △acb

Remove edge ab from T
if △acb is a standard triangle then ▷ See Figure 11(a)

Add edge pc to T
FlipEdge(ac, p, T ); FlipEdge(cb, p, T ) ▷ Create △pac and △bpc

else ▷ △acb is a tooth. See Figure 11(b)
x, y ← endpoints of (p, a)- and (b, p)-bisectors, respectively
Remove c and edges cb and ca from T
Add edges ax, px, by, py to T ▷ Create teeth △pax and △bpy

end if
end if

end procedure

lie outside the current gap, resulting in two or more teeth that overlap each other (see, e.g.,
Figure 11(c)). The procedure FixTooth is given a tooth △abx, where a and b are sites, and
x is on Ω’s boundary. Whenever it is invoked the new site p is either a or b. Recalling our
assumption that teeth and gaps alternate around the boundary of Ω, we check the teeth that
are expected to be adjacent to the current tooth on the clockwise and counterclockwise sides.
(Only the clockwise case is presented in the algorithm, but the other case is symmetrical,
with a and b swapped.)

Let △bcy denote the tooth immediately clockwise around the boundary. We test whether
these triangles overlap (see Figure 11(c)). If so, we know that the (a, b)-bisector (which
ends at x) and the (b, c)-bisector (which ends at y) must intersect. This intersection point
is the center of a Hilbert ball circumscribing △abc. We replace the two teeth △abx and
△bcy with the standard triangle △abc and the tooth △acz, where z is the endpoint of the
(a, c)-bisector. If p = a, then we invoke FlipEdge on the opposite edge bc from p, and we
invoke FixTooth on the newly created tooth. When the algorithm terminates, all the newly
generated elements have been locally validated. The algorithm is presented in Algorithm 4.

Based on our earlier remarks, it follows that our algorithm correctly inserts a site into
the augmented triangulation.

▶ Lemma 18. Given an augmented triangulation T (P ) for a set of sites P , the procedure
Insert correctly inserts a new site p, resulting in the augmented Delaunay triangulation for
of P ∪ {p}.

The final issue is the algorithm’s expected running time. Our analysis follows directly
from the analysis of the randomized incremental algorithm for the Euclidean Delaunay
triangulation. We can determine which triangle contains each newly inserted point in

SWAT 2024
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Algorithm 4 Check for and fix overlapping teeth.

procedure FixTooth(△abx, p, T ) ▷ Fix tooth △abx where p = a or p = b

Let △bcy be the tooth clockwise adjacent to △abx

if △abx overlaps △bcy then ▷ See Figure 11(c)
z ← endpoint of the (a, c)-bisector
Remove x and y and edges ax, bx, by, and cy from T
Add edges ac, az, and cz to T ▷ Create triangle △abc and tooth △acz

if p = a then
FlipEdge(bc, p, T ) ▷ Check edge flip with triangle opposite bc

FixTooth(△acz, p, T ) ▷ Check for further overlaps
end if

else
Repeat the above for the triangle counterclockwise from △abx swapping a↔ b

end if
end procedure

amortized O(log n) expected time either by building a history-based point location data
structure (as with Guibas, Knuth, and Sharir [14]) or by bucketing sites (as with de Berg et
al. [10]). The analysis in the Euclidean case is based on a small number of key facts, which
apply in our context as well. First, sites are inserted in random order. Second, the conflict
set for any triangle or tooth consists of the points lying in the triangle’s circumcircle. Both of
these clearly hold in the Hilbert setting. Third, the number of structural updates induced by
the insertion of site p is proportional to the degree of p following the insertion. This holds for
our algorithm, because each modification to the triangulation induced by p’s insertion results
in a new edge being added to p (and these edges are not deleted until future insertions).
Fourth, the structure is invariant to the insertion order. Finally, the triangulation graph is
planar, and hence it has constant average degree. The principal difference is that the in-circle
test involves computing a Hilbert circumcircle, which by Lemma 13 can be performed in
O(log3 m) time. These additional factors of O(log n) and O(log3 m) are performed a constant
number of times in expectation, for each of the n insertions. This implies our main result.

▶ Theorem 19. Given a set of n points in the Hilbert geometry defined by a convex m-gon
Ω, it is possible to construct the augmented Delaunay triangulation in randomized expected
time O(n(log n + log3 m)).

7 The Hilbert Hull

As observed earlier, the triangles of the Delaunay triangulation of P do not necessarily cover
the convex hull of P . The region covered by these triangles is called the Hilbert hull (the blue
region of Figure 9). In this section, we present a simple algorithm for computing this hull for
a set of n points in the Hilbert distance defined by a convex m-gon Ω as an alternative to
deriving it from the Delaunay triangulation of the point-set. Our approach is roughly based
on the Jarvis march algorithm [16] for computing convex hulls.

The standard Jarvis march maintains two consecutive sites on the hull, and it iteratively
computes the next point in O(n) time using an angular ordering induced by these two points.
Our algorithm will instead maintain a current site p on the hull, and a boundary point x,
such that there is an empty ball at infinity centered at x whose boundary passes through p.
It uses x and p to induce an angular order to select the next point.
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To start the process off, we need to identify a pair (p0, x0), where p0 ∈ P , x0 ∈ ∂ Ω,
and p0 lies on the boundary of an empty ball centered at x0. By Lemma 9, such a pair
can be computed in O(n log m) time. Assuming that the algorithm has generated an initial
sequence of points on the hull, arriving at a pair (pi, xi) satisfying the above invariant, we
compute the next pair as follows. First, we take r to be the point of P that minimizes the
counterclockwise angle ∠xipir. Such a point has not already been added to the hull.

We then enumerate the points of P \ {pi, r} to see whether any lie in the overlap region
Z(p, r). Whenever we encounter such a point, we set r to this point and continue the process.
After considering all the points of P , it follows from nesting properties of overlap regions (see
Lemma 12) that Z(p, r) is empty, and hence the (r, p)-bisector extends to the boundary of
Ω in the Voronoi diagram of P . Thus, we take pi+1 ← r, and xi+1 is the bisector endpoint.
From the remarks made after Lemma 14, we can test membership in the Z(p, r) in O(log2 m)
time, and by Lemma 7, we can compute the endpoint on the bisector in O(log2 m) time as
well. Since we consider at most n points, it takes a total of O(n log2 m) time to generate one
more point on the Hilbert hull. This implies that the overall running time is O(nh log2 m).

▶ Lemma 20. Given a set of n points in the Hilbert geometry defined by a convex m-gon Ω,
it is possible to construct the Hilbert hull in time O(nh log2 m), where h is the number of
points on the hull’s boundary.

8 Concluding Remarks

In this paper we presented an algorithm for computing the Delaunay triangulation of a set P

of n point sites in the Hilbert geometry defined by an m-sided convex polygon Ω in expected
O(n(log n + log3 m) time. Additionally we presented an algorithm for the Hilbert Hull, the
boundary of the Hilbert Delaunay triangulation, in time O(nh log2 m), where h is the number
of points on the boundary. Supporting results, such as the algorithm for determining if it
exists and computing the circumscribing ball of three non-collinear points in the interior of
Ω in O(log3 m) time, and the characterization of Hilbert balls at infinity, may be useful for
further algorithmic results in the Hilbert metric. As discussed in the introduction, the Hilbert
metric has a large variety of applications including convex approximation [2] [28], machine
learning [21], quantum information theory [24], real analysis [18], graph embeddings [22],
and optimal mass transport [9]. Extensions of algorithmic results from Euclidean to Hilbert
geometry may prove of use to researchers in these fields.
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Given a set P ⊂ Rd of n points, with diameter ∆, and a parameter δ ∈ (0, 1), it is known that
there is a partition of P into sets P1, . . . , Pt, each of size O(1/δ2), such that their convex hulls all
intersect a common ball of radius δ∆. We prove that a random partition, with a simple alteration
step, yields the desired partition, resulting in a (randomized) linear time algorithm (i.e., O(dn)). We
also provide a deterministic algorithm with running time O(dn log n). Previous proofs were either
existential (i.e., at least exponential time), or required much bigger sets. In addition, the algorithm
and its proof of correctness are significantly simpler than previous work, and the constants are
slightly better.

We also include a number of applications and extensions using the same central ideas. For
example, we provide a linear time algorithm for computing a “fuzzy” centerpoint, and prove a
no-dimensional weak ε-net theorem with an improved constant.
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1 Introduction

Centerpoints

A point c is an α-centerpoint of a set P ⊆ Rd of n points, if all closed halfspaces containing
c also contain at least αn points of P . The parameter α is the centrality of c, while αn is its
Tukey depth. The centerpoint theorem [17], which is a consequence of Helly’s theorem [14],
states that a 1/(d + 1)-centerpoint (denoted cP ) always exists.

In two dimensions, Jadhav and Mukhopadhyay [16] presented an O(n) time algorithm for
computing a 1/3-centerpoint (but not the point of maximum Tukey depth). Chan et al. [4]
presented an O(n log n + nd−1) algorithm for computing the point of maximum Tukey depth
(and thus also a 1/(d + 1)-centerpoint). It is believed that Ω(nd−1) is a lower bound on
solving this problem exactly, see [4] for details and history.

This guarantee of 1/(d + 1)-centerpoint is tight, as demonstrated by placing the points
of P in d + 1 small, equal size clusters (mimicking weighted points) in the vicinity of the
vertices of a simplex. Furthermore, the lower-bound of

⌈
n/(d + 1)

⌉
is all but meaningless if

d is as large as n − 1.

Approximating centrality

A randomized Õ(d9) time algorithm for computing a (roughly) 1/(4d2) centerpoint was
presented by Clarkson et al. [9], and a later refinement by Har-Peled and Jones [11] improved
this algorithm to compute a (roughly) 1/d2 centerpoint in Õ(d7) time, where Õ hides polylog
terms. Miller and Sheehy [19] derandomized the algorithm of Clarkson et al., computing a
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Ω(1/d2) centerpoint in time nO(log d). Developing an algorithm that computes a 1/(d + 1)-
centerpoint in polynomial time (in d) in still open, although the existence of such an algorithm
with running time better than Ω(nd−1) seems unlikely, as mentioned above.

Tverberg partitions

Consider a set P of n points in Rd. Tverberg’s theorem states that such a set can be partitioned
into k =

⌊
n/(d + 1)

⌋
subsets, such that all of their convex-hulls intersect. Specifically, a point

in this common intersection is a 1/(d + 1)-centerpoint. Indeed, a point p contained in the
convex-hulls of the k sets of the partition is a k/n-centerpoint, as any halfspace containing p

must also contain at least one point from each of these k subsets. Refer to the surveys [10]
and [3] for information on this and related theorems.

This theorem has an algorithmic proof [20], but its running time is nO(d2). To understand
the challenge in getting an efficient algorithm for this problem, observe that it is not known,
in strongly polynomial time, to decide if a point is inside the convex-hull of a point set (i.e.,
is it 1/n-centerpoint?). Similarly, for a given point p, it is not known how to compute, in
weakly or strongly polynomial time, the centrality of p. Nevertheless, a Tverberg partition is
quite attractive, as the partition itself (and its size) provides a compact proof (i.e., lower
bound) of its centrality. If the convex-combination realization of p inside each of these sets is
given, then its k/n-centrality can be verified in linear time.

There has been significant work trying to compute Tverberg partitions with as many
sets as possible while keeping the running time polynomial. The best polynomial algorithms
currently known (roughly) match the bounds for the approximate centerpoint mentioned
above. Specifically, it is known how to compute a Tverberg partition of size O

(
n/(d2 log d)

)
(along with a point in the common intersection) in weakly polynomial time. See [13] and
references therein.

No-dimensional Tverberg theorem

Adiprasito et al. [1] proved a no-dimensional variant of Tverberg’s theorem. Specifically, for
δ ∈ (0, 1), they showed that one can partition a point set P into sets of size O(1/δ2), such
that the convex-hulls of the sets intersect a common ball of radius δdiam(P ). Their result is
existential and does not yield an efficient algorithm. However, as the name suggests, it has
the attractive feature that the sets in the partition have size that does not depend on the
dimension.

Choudhary and Mulzer [7] gave a weaker version of this theorem, but with an efficient
algorithm. Speculatively, given a set P ⊂ Rd of n points, and a parameter δ ∈ (0, 1), P can
be partitioned, in O(nd log k) time, into k = O(δ

√
n) sets P1, . . . , Pk, each of size Θ(

√
n/δ),

such that there is a ball of radius δdiam(P ) that intersects the convex-hull of Pi for every i.
Note that the later (algorithmic) result is significantly weaker than the previous (existential)
result, as the subsets have to be substantially larger.

Thus, the question remains: Can one compute a no-dimensional Tverberg partition with
the parameters of Adiprasito et al. [1] in linear time?

Centerball via Tverberg partition

As observed by Adiprasito et al. [1], a no-dimensional Tverberg partition readily implies a no-
dimensional centerpoint result, where the central point is replaced by a ball. Specifically, they
showed that one can compute a ball of radius δdiam(P ) such that any halfspace containing
it contains Ω(δ2n) points of P .
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Centroid and sampling

The centroid of a point set P is the point mP =
∑

p∈P p/ |P |. The 1-mean price of
clustering P , using q, is the sum of squared distances of the points of P to q, that is
f(q) =

∑
p∈P ∥p − q∥2. It is not hard to verify that f is minimized at the centroid mP .

A classical observation of Inaba et al. [15] is that a sample R of size O(1/δ2) of points
from P is δ-close to the global centroid of the point set. That is, ∥mP − mR∥ ≤ δdiam(P )
with constant probability. Applications of this observation to k-means clustering and sparse
coresets are well known, see Clarkson [8, Section 2.4] and references therein.

Our results

We show that the aforementioned observation of Inaba et al. implies the no-dimensional
Tverberg partition. Informally, for a random partition of P into sets of size O(1/δ2), most
of the sets are in distance at most δdiam(P ) from the global centroid of P . By folding the
far sets (i.e., “bad”), into the close sets (i.e., “good”), we obtain the desired partition. The
resulting algorithm has (expected) linear running time O(dn).

For the sake of completeness, we prove the specific form of the 1-mean sampling obser-
vation [15] we need in Lemma 3 – the proof requires slightly tedious but straightforward
calculations. The linear time algorithm for computing the no-dimensional Tverberg partition
is presented in Theorem 6, which is the main result of this paper.

In the other extreme, one wants to split the point set into two sets of equal size while
minimizing their distance. We show that a set P with 2n points can be split (in linear time)
into two sets of size n, such that (informally) the expected distance of their centroids is
≤ diam(P )/

√
n. The proof of this is even simpler (!), and the bound is tight; see Lemma 9.

We present several applications:

(I) No-dimensional Centerball. In Section 3.1, we present a no-dimensional general-
ization of the centerpoint theorem. As mentioned above, this was already observed by
Adiprasito et al. [1], but our version can be computed efficiently.

(II) Weak ε-net. A new proof of the no-dimensional version of the weak ε-net theorem
with improved constants, see Section 3.2.

(III) Derandomization. The sampling mean lemma (i.e., Lemma 3) can be derandomized
to yield a linear time algorithm, see Lemma 16. The somewhat slower version,
Lemma 15, is a nice example of using conditional expectations for derandomization.
Similarly, the halving scheme of Lemma 9 can be derandomized in a fashion similar to
discrepancy algorithms [18, 5]. The derandomized algorithm, presented in Lemma 17,
has linear running time O(dn).
This leads to a deterministic O(dn log n) time algorithm for the no-dimensional Tver-
berg partition, see Lemma 18. The idea is to repeatedly apply the halving scheme, in a
binary tree fashion, till the point set is partitioned into subsets of size O(1/δ2). Both
the running time and constants are somewhat worse than the randomized algorithm
of Theorem 6, but it is conceptually even simpler, avoiding the need for an alteration
step.

As an extra, another neat implication of the observation of Inaba et al. [15] is the dimension
free version of Carathéodory’s theorem [17], which we present in the full version.

SWAT 2024
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Simplicity

While simplicity is in the eyes of the beholder, the authors find the brevity of the results
here striking compared to previous work. In particular, our presentation here is longer than
strictly necessary, as we reproduce proofs of previous known results, such as Lemma 3 and
its variant Lemma 9, so our work is self contained.

2 Approximate Tverberg partition via mean sampling

In the following, for two points p, q ∈ Rd, let pq = ⟨p, q⟩ =
∑d

i=1 p[i]q[i] denote their dot-
product. Thus, p2 = ⟨p, p⟩ = ∥p∥2. Let P be a finite set of points in Rd (but any metric
space equipped with a dot-product suffices), and let mP =

∑
p∈P p/ |P | denote the centroid

of P . The average price of the 1-mean clustering of P is

∇(P ) =
√∑

p∈P
∥p − mP ∥2

/ |P | ≤ diam(P ). (2.1)

The last inequality follows as mP ∈ CH(P ), and for any p ∈ P , we have ∥p − mP ∥ ≤ diam(P ).
This inequality can be tightened.

▶ Lemma 1. We have ∇(P ) ≤ diam(P )/
√

2, and there is a point set Q in Rd, such that

∇(Q) ≥
(
1 − 1

d

) 1√
2 diam(Q)

(i.e., the inequality is essentially tight).

Proof. This claim only improves the constant in our main result, and the reader can safely
skip reading the proof. Let P be a set of n points in Rd, with ∆ = diam(P ) and ∇ = ∇(P ).
Assume that mP = 0, as the claim is translation invariant. That is

∑
q∈P q = 0, and

β =
∑

p,q∈P

⟨p, q⟩ =
∑
p∈P

〈
p,
∑

q∈P
q
〉

=
∑
p∈P

⟨p, 0⟩ = 0.

We have

n∇2 =
∑
p∈P

∥p∥2 =
∑

p,q∈P

∥p∥2 + ∥q∥2

2n
=
∑

p,q∈P

∥p∥2 − 2 ⟨p, q⟩ + ∥q∥2

2n
+ 2β

2n
=
∑

p,q∈P

∥p − q∥2

2n

≤
∑

p∈P,q∈P

∆2

2n
= n2∆2

2n
.

Implying that ∇2 ≤ ∆2/2.
As for the lower bound, let ei be the ith standard unit vector1 in Rd, and consider

the point set Q = {e1, . . . , ed}. We have that diam(Q) =
√

2 and mQ = (1/d, . . . , 1/d).
Consequently,

∇(Q) =
√

1
|Q|

∑
q∈Q

∥q − mQ∥2 =
√

|Q|
|Q|

(
(1 − 1/d)2 + (d − 1)/d2

)
=

√
(d − 1)2 + d − 1

d2

=
√

d − 1
d

= diam(Q)√
2

√
1 − 1

d
≥
(

1 − 1
d

)
1√
2

diam(Q). ◀

▶ Definition 2. A subset X ⊆ P is δ-close if the centroid of X is in distance at most
δdiam(P ) from the centroid of P – that is, ∥mX − mP ∥ ≤ δdiam(P ).

1 That is, ei is 0 in all coordinates except the ith coordinate where it is 1.
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2.1 Proximity of centroid of a sample
The following is by now standard – a random sample of O(1/δ2) points from P is δ-close
with good probability, see Inaba et al. [15, Lemma 1]. We include the proof for the sake of
completeness, as we require this somewhat specific form.

▶ Lemma 3. Let P be a set of n points in Rd, and δ ∈ (0, 1) be a parameter. Let R ⊆ P

be a random sample of size r picked uniformly without replacement from P , where r ≥ ζ/δ2

and ζ > 1 is a parameter. Then, we have P
[
∥mP − mR∥ > δ∇(P )

]
< 1/ζ.

Proof. Let P = {p1, . . . , pn}. For simplicity of exposition, assume that mP =
∑n

i=1
1
n pi = 0,

as the claim is translation invariant. For ∇ = ∇(P ), and we have ∇2 =
∑n

i=1
1
n p2

i . Let
Y =

∑
p∈R p =

∑n
i=1 Iipi, where Ii is an indicator variable for pi being in R. By linearity of

expectations, we have

E[Y ] =
n∑

i=1
E[Ii] pi =

n∑
i=1

r

n
pi = r

n∑
i=1

1
n

pi = r mP = 0.

Observe that, for i ̸= j, we have

E
[
IiIj

]
= P

[
Ii = 1 and Ij = 1

]
=
(

n − 2
r − 2

)
/

(
n

r

)
= (n − 2)!

(r − 2)!(n − r)! · r!(n − r)!
n! = r(r − 1)

n(n − 1) .

(2.2)

By the above, and since E
[
I2

i

]
= E[Ii], we have

E
[
∥Y ∥2] = E

[
⟨Y, Y ⟩

]
= E

[( n∑
i=1

Iipi

)2
]

=
n∑

i=1
E[Ii] p2

i + 2
∑
i<j

E
[
IiIj

]
pipj

=
n∑

i=1

r

n
p2

i + 2
∑
i<j

r(r − 1)
n(n − 1)pipj ≤ r∇2 + r(r − 1)n

n − 1

( n∑
i=1

1
n

pi

)2
= r∇2, (2.3)

using the shorthand pipj =
〈
pi, pj

〉
and p2

i = ⟨pi, pi⟩. As (i) r = |R|, (ii) mR = Y/|R| = Y/r,
(iii) r ≥ ζ/δ2, and (iv) by Markov’s inequality, we have

P
[
∥mR∥ > δ∇

]
= P

[
∥Y ∥

r
> δ∇

]
= P

[
∥Y ∥2

> (rδ∇)2
]

≤ E[∥Y ∥2]
(rδ∇)2 ≤ r∇2

(rδ∇)2 = 1
rδ2 ≤ 1

ζ
.

◀

Lemma 3 readily implies the no-dimensional Carathéodory theorem, see the full version
for details.

2.2 Approximate Tverberg theorem
We now present the key technical lemma that will allow us to prove an approximate Tverberg
theorem.

▶ Lemma 4. Let P be a set of n points in Rd, and δ ∈ (0, 1) be a parameter, and assume that
n ≫ 1/δ4. Let ∇ = ∇(P ). Then, one can compute, in O(nd/δ2) expected time, a partition
of P into k sets P1, . . . , Pk, and a ball b, such that

(i) ∀i |Pi| ≤ 4/δ2 + 6,
(ii) ∀i CH(Pi) ∩ b ̸= ∅,
(iii) radius(b) ≤ δ∇, and
(iv) k ≥ n/(4/δ2 + 6).
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Proof. Let b = b(mP , δ∇). Let ζ = 2(1 + δ2/8), and M = ⌈ζ/δ2⌉. We randomly partition
the points of P into t =

⌊
n/M

⌋
> M sets Q1, . . . , Qt, all of size either M or M + 1 (this can

be done by randomly permuting the points of P , and allocating each set a range of elements
in this permutation). Thus, each Qi, for i ∈ JtK = {1, . . . , t}, is a random sample according
to Lemma 3 with parameter ≥ ζ. Thus, with probability ≥ 1 − 1/ζ, the set Qi, for i ∈ JtK, is
δ-close – that is,

∥∥mQi − mP

∥∥ ≤ δ∇, and Qi is then considered to be good.
Let Z be the number of bad sets in Q1, . . . , Qt. The probability of a set to be bad is at

most 1/ζ, and by linearity of expectations, E[Z] ≤ t/ζ. Let β = t(1 + δ2/8)/ζ = t/2. By
Markov’s inequality, we have

P
[
Z ≥ t/2

]
= P[Z ≥ β] ≤ E[Z]

β
≤ t/ζ

(1 + δ2/8)t/ζ
= 1

1 + δ2/8 ≤ 1 − δ2

16 . (2.4)

We consider a round of sampling successful if Z < β = t/2. The algorithm can perform
the random partition and compute the centroid for all Pi in O(nd) time overall. Since a
round is successful with probability ≥ δ2/16, after ⌈16/δ2⌉ rounds, the algorithm succeeds
with constant probability. This implies that the algorithm performs, in expectation, O(1/δ2)
rounds till being successful, and the overall running time is O(nd/δ2) time in expectation.

In the (first and final) successful round, the number of bad sets is < t/2 – namely, it is
strictly smaller than the number of good sets. Therefore, we can match each bad set B in
the partition to a unique good set G, and replace both of them by a new set X = G ∪ B.
That is, every good set absorbs at most one bad set, forming a new partition with roughly
half the sets. For such a newly formed set X, we have that

|X| = |B|+ |G| ≤ 2(M +1) ≤ 2⌈ζ/δ2⌉+2 = 2
⌈

2(1 + δ2/8)
δ2

⌉
+2 ≤ 2

(
2
δ2 + 2

)
+2 ≤ 4

δ2 +6.

The point mG is in CH(G) ⊂ CH(X), and mG is in distance at most δ∇ from the centroid
of P . Thus, all the newly formed sets in the partition are in distance ≤ δ∇ from mP , and
CH(X) ∩ b ̸= ∅.

Finally, we have that the number of sets in the merged partition is at least k ≥ n
4/δ2+6 . ◀

▶ Remark 5. The mysterious requirement that n ≫ 1/δ4, in Lemma 4, is used in the partition
implicitly – the number of sets in the partition needs to be even. Thus, one set might need
to be absorbed in the other sets, or more precisely two sets, because of the rounding issues.
Namely, we first partition the set into groups of size M , and we need at least 2M + 2 sets in
the partition to have size M (one additional last set can have size smaller than M). Thus,
the proof requires that n ≥ (2M + 2)M + M = (2M + 3)M . This is satisfied, for example, if
n ≥ 27/δ4.

▶ Theorem 6. Let P be a set of n points in Rd, and δ ∈ (0, 1/
√

2) be a parameter, and
assume that n ≫ 1/δ4. Then, one can compute, in O(nd/δ2) expected time, a partition of P

into sets P1, . . . , Pk, and a ball b, such that
(i) ∀i |Pi| ≤ 2/δ2 + 6,
(ii) ∀i CH(Pi) ∩ b ̸= ∅,
(iii) radius(b) ≤ δdiam(P ), and
(iv) k ≥ n/(2/δ2 + 6).

Proof. Let ∆ = diam(P ). Use Lemma 4 with parameter
√

2δ. Observe that

radius(b) ≤
√

2δ∇ ≤
√

2δ(∆/
√

2) = δ∆,

by Lemma 1, where ∇ = ∇(P ).
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Observe that the algorithm does not require the value of diam(P ), but rather the value
of ∇(P ), which can be computed in O(nd) time, see Eq. (2.1). ◀

▶ Corollary 7. The expected running time of Theorem 6 can be improved to O(nd), with two
of the guarantees being weaker:

(I) The sets are bigger: ∀i |Pi| ≤ 3/δ2 + 9.
(II) And there are fewer sets: k ≥ n/(3/δ2 + 9).

Proof. We use Lemma 4 as before, but now requiring only third of the sets to be good, and
merging triples of sets to get one final good set. The probability of success is now constant,
as Eq. (2.4) becomes

P
[
Z ≥ 2

3 t
]

= P
[
Z ≥ 4

3 · t

2

]
= P

[
Z ≥ 4

3β
]

≤ E[Z]
(4/3)β ≤ 3

4 .

Namely, the partition succeeds with probability at least 1/4, which implies that the algorithm
is done in expectation after O(1) partition rounds. ◀

▶ Remark 8. The (existential) result of Adiprasito et al. [1, Theorem 1.3] has slightly worse
constants, but it requires some effort to see, as they “maximize” the number of sets k (instead
of minimizing the size of each set). Specifically, they show that one can partition P into k

sets, with the computed ball having radius (2 +
√

2)
√

k/n diam(P ) (intuitively, one wants k

to be as large as possible). Translating into our language, we require that

(2 +
√

2)
√

k

n
≤ δ =⇒ (2 +

√
2)2 k

n
≤ δ2 =⇒ k ≤ n

δ2

(2 +
√

2)2
.

Our result, on the other hand, states that k is at least (over-simplifying for clarify) n δ2

2 (for
δ sufficiently small). Adiprasito et al. mention, as a side note, that their constant improves
to 1 +

√
2 under certain conditions. Even then, the constant in the above theorem is better.

This improvement in the constant is small (and thus, arguably minor), but nevertheless,
satisfying.

2.3 Tverberg halving
An alternative approach is to randomly halve the point set and observe that the centroids
of two halves are close together. In this section, we show this line of thinking leads to
various algorithms that can be derandomized efficiently. Foundational to this approach is
the following lemma (which is a variant of Lemma 3).

▶ Lemma 9. Let U = {u1, . . . , u2n} be a set of 2n points in Rd with ∆ = diam(U). For
i = 1, . . . , n, with probability 1/2, let pi = u2i−1, qi = u2i, or otherwise, let pi = u2i, qi =
u2i−1. Let P = {p1, . . . , pn} and Q = {q1, . . . , qn}. For any parameter t ≥ 1, we have
P
[∥∥mP − mQ

∥∥ ≥ t√
n

∆
]

≤ 1
t2 .

Proof. This follows by adapting the argument used in the proof of Lemma 3, and the details
are included here for the sake of completeness.

Let vi = u2i−1 − u2i. Consider the random variable Y = mP − mQ =
∑n

i=1
Xivi

n , where
Xi ∈ {−1, +1} is picked independently with probability half. We first observe that

(i) E[Y ] =
∑n

i=1 E[Xi] vi/n = 0,
(ii) E

[
X2

i

]
= 1, and

(iii) for i < j, E
[
XiXj

]
= 0.
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Thus, we have

E
[
∥Y ∥2] = E

[
⟨Y, Y ⟩

]
= E

[〈∑n

i=1

Xivi

n
,
∑n

i=1

Xivi

n

〉]
= 1

n2

n∑
i=1

E
[
X2

i

]
v2

i + 2 1
n2

∑
i<j

E
[
XiXjvivj

]
= 1

n2

n∑
i=1

v2
i ≤ n∆2

n2 = ∆2

n
, (2.5)

since ∥vi∥ = ∥u2i−1 − u2i∥ ≤ diam(U) = ∆. By Markov’s inequality, we have

P
[
∥Y ∥ > t

∆√
n

]
= P

[
∥Y ∥2

> t2 ∆2

n

]
≤ E[∥Y ∥2]

t2∆2/n
≤ 1

t2 . ◀

Remarks.
(A) Lemma 9 can be turned into an efficient algorithm using the same Markov’s inequality

argument used in Theorem 6. Specifically, for any parameter ξ ∈ (0, 1), one can compute
a partition into two sets P and Q with

∥∥mP − mQ

∥∥ ≤ (1+ξ)∆/
√

n, in O(nd/ξ) expected
time.

(B) Lemma 9 implies that there exists a partition P and Q of U such that∥∥mP − mQ

∥∥ ≤ ∆/
√

n.

Note that this is tight. To see this, let U be the standard basis of R2n, with its
diameter ∆ =

√
2. For any partition P and Q of U with |P | = |Q| = n, we have that∥∥mP − mQ

∥∥ =
√

2
∑n

i=1 1/n2 =
√

2/n = ∆/
√

n.

(C) As in the standard algorithm for computing a δ-net via discrepancy [5, 18], one can apply
repeated halving to get the desired Tverberg partition until the sets are the desired size.
This provides a method for a deterministic algorithm, which we present in Section 4.3.

3 Applications

3.1 No-dimensional centerball
We present an efficient no-dimensional centerpoint theorem; the previous version [1, The-
orem 7.1] did not present an efficient algorithm.

▶ Corollary 10 (No-dimensional centerpoint). Let P be a set of n points in Rd and δ ∈ (0, 1/2)
be a parameter, where n is sufficiently large (compared to δ). Then, one can compute, in
O(nd/δ2) expected time, a ball b of radius δdiam(P ), such that any halfspace containing b

contains at least Ω(δ2n) points of P .

Proof. Follows by applying Theorem 6 and the observation that, for any halfspace containing
the computed ball b, it must also contain at least one point from each set of the partition
P1, . . . , Pk, where k = Ω(δ2n). Thus, the ball b is as desired. ◀

3.2 No-dimensional weak ε-net theorem
Originally given by Adiprasito et al. [1, Theorem 7.3], we prove a version of the no-
dimensional weak ε-net theorem with an improved dependence on the parameters. For a
sequence Q = (q1, . . . , qr) ∈ P r, let mQ =

∑r
i=1 qi/r. We reprove Lemma 3 under a slightly

different sampling model.
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▶ Lemma 11. Let P be a set of n points in Rd, and δ ∈ (0, 1/2) and ζ > 1 be parameters.
Let r ≥ ζ/δ2. For a random sequence Q = (q1, . . . , qr) picked uniformly at random from P r,
we have that P

[∥∥mP − mQ

∥∥ > δ∆
]

≤ 1/ζ, where ∆ = diam(P ).

Proof. The argument predictably follows the proof of Lemma 3, and the reader can safely
skip reading it, as it adds little new. Assume that mP =

∑n
i=1

1
n pi = 0. Let ∇2 =

∑n
i=1

1
n p2

i

and Y =
∑r

i=1 qi. Then, E[Y ] =
∑r

i=1 E[qi] = 0. As ∥Y ∥2 = ⟨Y, Y ⟩, it follows that

E
[
∥Y ∥2] = E

[( r∑
i=1

qi

)2
]

=
r∑

k=1
E
[
q2

k

]
+ 2

∑
i<j

E[qiqj ]

=
r∑

k=1

n∑
i=1

1
n p2

i + 2
∑
i<j

E[qi]E[qj ] = r∇2.

Since mR = Y/r, r ≥ ζ/δ2, and by Markov’s inequality, we have

P
[
∥mR∥ > δ∇

]
= P

[
∥Y ∥

r
> δ∇

]
= P

[
∥Y ∥2

> (rδ∇)2
]

≤ E[∥Y ∥2]
(rδ∇)2 ≤ r∇2

(rδ∇)2 = 1
rδ2 ≤ 1

ζ
.

◀

A sequence Q ∈ P r collides with a ball b if b intersects CH(Q). In particular, if∥∥mP − mQ

∥∥ ≤ δ∆, then Q collides with the ball b(mP , δ∆), where ∆ = diam(P ).

▶ Lemma 12 (Selection lemma). Let P be a set of n points in Rd and δ ∈ (0, 1) be a parameter.
Let r = ⌈2/δ2⌉. Then, the ball b = b(mP , δ∆) collides with at least nr/2 sequences of P r.

Proof. Taking ζ = 2, by Lemma 11, a random r-sequence from P r has probability at least
half to collide with b, which readily implies that this property holds for half the sequences in
P r. ◀

▶ Theorem 13 (No-dimensional weak ε-net). Let P be a set of n points in Rd, with diameter
∆, and δ, ε ∈ (0, 1) be parameters, where 2/δ2 is an integer. Then, there exists a set F ⊂ Rd

of size ≤ 2ε−2/δ2 balls, each of radius δ∆, such that, for all Y ⊂ P , with |Y | ≥ εn, F

contains a ball of radius δ∆ that intersects CH(Y ).

Proof. Our argument follows Alon et al. [2]. Let r = 2/δ2. Initialize F = ∅, and let H = P r.
If there is a set Q ⊂ P , with |Q| ≥ εn, where no ball of F intersects CH(Q), then applying
Lemma 12 to Q, the algorithm computes a ball b, of radius δ∆, that collides with at least
(εn)r/2 sequences of Qr. The algorithm adds b to the set F , and removes from H all the
sequences that collide with b. The algorithm continues till no such set Q exists.

As initially |H| = nr, the number of iterations of the algorithm, and thus the size of F , is
bounded by nr

(εn)r/2 = 2/εr. ◀

▶ Remark 14. In the version given by Adiprasito et al. [1, Theorem 7.3], the set F has size
at most (2/δ2)2/δ2

ε−2/δ2 , while our bound is 2ε−2/δ2 .

4 Derandomization

4.1 Derandomizing mean sampling
Lemma 3 can be derandomized directly using conditional expectations. We also present a
more efficient derandomization scheme using halving in Section 4.2.
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▶ Lemma 15. Let P be a set of n points in Rd. Then, for any integer r ≥ 1, one can
compute, in deterministic O(dn3) time, a subset R ⊂ P of size r, such that ∥mP − mR∥ ≤
∇(P )/

√
r ≤ diam(P )/

√
2r, where ∇ = ∇(P ), see Eq. (2.1).

Proof. We derandomize the algorithm of Lemma 3. We assume for simplicity of exposition
that mP = 0. Let R be a sample of size r without replacement from P , and let Ii ∈ {0, 1}
be the indicator for the event that pi ∈ R.

Let Y =
∑n

i=1 Iipi. Then, mR = Y/r, and thus ∥mR − mP ∥ = ∥Y ∥/r. Consider the
quantity

β = Z(x1, . . . , xt) = E
[
∥Y ∥2

∣∣∣ E
]

, E ≡ (I1 = x1, . . . , It = xt),

where the expectation is over the random choices of It+1, . . . , In. At the beginning of the
(t + 1)th iteration, the values of x1, . . . , xt were determined in earlier iterations, and the task
at hand is to decide what value to assign to xt+1 that minimizes Z(x1, . . . , xt, xt+1). Thus,
the algorithm computes β0 = Z(x1, . . . , xt, 0) and β1 = Z(x1, . . . , xt, 1).

Using conditional expectations, Eq. (2.3) becomes

β = E
[
∥Y ∥2

∣∣∣ E
]

=
n∑

i=1
E[Ii | E ] p2

i + 2
∑
i<j

E
[
IiIj

∣∣ E
]

pipj . (4.1)

Let α =
∑t

k=1 xk, and observe that r − α points are left to be chosen to be in R after E . As
such, arguing as in Eq. (2.2), for i < j, we have

E[Ii | E ] =

xi i ≤ t
r−α
n−t i > t,

and E
[
IiIj

∣∣ E
]

=


xixj i < j ≤ t

xi
r−α
n−t i ≤ t < j

(r−α)(r−α−1)
(n−t)(n−t−1) t < i < j.

(4.2)

This implies that the algorithm can compute β in quadratic time directly via Eq. (4.1).
Similarly, the algorithm computes β0 and β1. Observe that

β = Z(x1, . . . , xt) = r − α

n − t
β1 + n − t − (r − α)

n − t
β0.

Namely, β is a convex combination of β0 and β1. Thus, if β0 ≤ β then the algorithm sets
xt+1 = 0, and otherwise the algorithm sets xt+1 = 1.

The algorithm now performs n such assignment steps, for t = 0, . . . , n − 1, to compute
an assignment of x1, . . . , xn such that Z(x1, . . . , xn) ≤ E[∥Y ∥2]. Overall, this leads to a
O(dn3) time algorithm. Specifically, the algorithm outputs a set R ⊆ P of size r, such that
R = {pi | xi = 1, i = 1, . . . , n} . Observe that Z(x1, . . . , xn) = ∥rmR∥2 ≤ E[∥Y ∥2]. Thus, by
Eq. (2.3) and Lemma 1, we have

∥mR − mP ∥ = ∥mR∥ ≤

√
E[∥Y ∥2]

r2 ≤
√

r∇2

r2 = ∇√
r

≤ diam(P )√
2r

. ◀

With some care, the running time of the algorithm of Lemma 15 can be improved to
O(dn) time, but the details are tedious, and we delegate the proof of the following lemma to
the full version.

▶ Lemma 16. Let P be a set of n points in Rd. Then, for any integer r ≥ 1, one can
compute, in O(dn) deterministic time, a subset R ⊂ P of size r, such that ∥mP − mR∥ ≤
∇(P )/

√
r ≤ diam(P )/

√
2r.
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4.2 Derandomizing the halving scheme
The algorithm of Lemma 9 can be similarly derandomized.

▶ Lemma 17. Let U = {u1, . . . , u2n} be a set of 2n points in Rd with ∆ = diam(U). One
can partition U , in deterministic O(dn) time, into two equal size sets P and Q, such that∥∥mP − mQ

∥∥ ≤ ∆/
√

n.

Proof. We follow Lemma 9. To this end, let vi = u2i−1 − u2i, for i = 1, . . . , n. Let
Y =

∑n
i=1

Xivi

n , where Xi ∈ {−1, +1}. Next, consider the quantity

Z(x1, . . . , xt) = E
[
∥Y ∥2

∣∣∣ E
]

, E ≡ (X1 = x1, . . . , Xt = xt),

where the expectation is over the random choices of Xt+1, . . . , Xn. By Eq. (2.5), we have
Z(x1, . . . , xt) = 1

n2

∑n
i=1 v2

i + 2
n2

∑
i<j E

[
XiXjvivj

∣∣ E
]

. The latter term is∑
i<j

E
[
XiXjvivj

∣∣ E
]

=
∑

i<j:i,j≤t

xixjvivj +
∑

i<j:i≤t<j

E
[
xiXjvivj

]
+

∑
i<j:t<i,j

E
[
XiXjvivj

]
=
∑

i<j≤t

xixjvivj ,

as E[Xi] = E
[
XiXj

]
= 0. Thus, Z(x1, . . . , xt) = 1

n2

∑n
i=1 v2

i + 2
n2

∑
i<j≤t xixjvivj . The key

observation is that

Z(x1, . . . , xt) = Z(x1, . . . , xt, −1) + Z(x1, . . . , xt, +1)
2 .

Our goal is to compute the assignment of x1, . . . , xn that minimizes Z. Observe that

Dt = Z(x1, . . . , xt, +1) − Z(x1, . . . , xt) = 2
n2

( ∑
i<t+1

xivi

)
vt+1.

If Dt ≤ 0, then the algorithm sets xt+1 = +1, otherwise the algorithm sets xt+1 = −1.
The algorithm has to repeat this process for t = 1, . . . , n, and naively, each step takes
O(dn) time. Observe that if the algorithm maintains the quantity Vt =

∑t
i=1 xivi, then

Dt can be computed in O(d) time. This determines the value of xt+1, and the value of
Vt+1 = Vt + xt+1vt+1 can be maintained in O(d) time. As each iteration takes O(d) time,
the algorithm overall takes O(dn) time. By the end of this process, the algorithm will have
computed an assignment x1, . . . , xn, with an associated partition of U into P and Q. By
Eq. (2.5), we have

∥∥mP − mQ

∥∥2 ≤ E
[
∥Y ∥2] ≤ ∆2/n. ◀

4.3 A deterministic approximate Tverberg partition
▶ Lemma 18. Let P be a set of n points in Rd, and δ ∈ (0, 1/4) be a parameter. Then, one
can compute, in O(nd log n) deterministic time, a partition of P into sets P1, . . . , Pk, and a
ball b, such that

(i) ∀i |Pi| ≤ 8/δ2,
(ii) ∀i CH(Pi) ∩ b ̸= ∅,
(iii) radius(b) ≤ δdiam(P ), and
(iv) k ≥ nδ2/8.
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Proof. Assume for the time being that n is a power of 2. As done for discrepancy, we halve
the current point set, and then continue doing this recursively (on both resulting sets), using
the algorithm of Lemma 17 at each stage. Conceptually, this is done in a binary tree fashion,
and doing this for i levels breaks the point set into 2i sets. Let ℓi be an upper bound on
the distance of the centroid of a set in the ith level from the centroid of its parent. By
Lemma 17, we have 2ℓi ≤ ∆/

√
n/2i (where i = 1 in the top level). Thus, repeating this

process for t levels, we have that the distance of any centroid at the leaves to the global
centroid is bounded by

Lt =
t∑

i=1
ℓi ≤

t∑
i=1

∆
2
√

n/2i
= ∆√

2n

t−1∑
i=0

√
2i = ∆√

2n

(
2t/2 − 1√

2 − 1

)

≤ 5∆
2
√

2n
2t/2 = 5∆

2
√

2

√
1

n/2t
. (4.3)

Solving for 5
2

√
2

√
1

n/2t ≤ δ, we get that this holds for n/2t ≥ 3.2/δ2. We stop our halving
procedure once t is large enough such that the preceding inequality no longer holds, implying
the stated bound on the size of each set.

If n is not a power of 2 then we apply the above algorithm to the largest subset that has
size that is a power of two, and then add the unused points in a round robin fashion to the
sets computed. ◀

▶ Remark 19. If instead of keeping both halves, as done by the algorithm of Lemma 18, one
throws one of the halves away, and repeats the halving process on the other half, we end up
with a single sample. One can repeat this halving process until the “sample” size is Θ(1/δ2).
Using the same argument as in Eq. (4.3) to bound the error, we obtain a sample R of size
Θ(1/δ2), such that ∥mR − mP ∥ ≤ δ diam(P ). The running time is

∑
i O(dn/2i) = O(dn).

Namely, we get a deterministic O(dn) time algorithm that computes a sample with the
same guarantees as Lemma 16 – this version is somewhat less flexible and the constants are
somewhat worse.

5 Conclusions

Given a data set, archetypal analysis [6] aims to identify a small subset of points such that
all (or most) points in the data can be represented as a sparse convex-combination of these
“archtypes”. Thus, for a sparse convex-combination of points, generating a point can be
viewed as an “explanation” of how it is being induced by the data. It is thus natural to ask
for as many independent explanations as possible for a point – the more such combinations,
the more a point “arises” naturally from the data. Thus, an approximate Tverberg partition
can be interpreted as stating that high dimensional data has certain points (i.e., the centroid)
that are robustly generated by the data.

From a data-analysis point of view, an interesting open question is whether one can do
better than the “generic” guarantees provided here. If, for example, a smaller radius centroid
ball exists, can it be approximated efficiently? Can a sparser convex-combination of points
be computed efficiently?

While these questions in the most general settings seem quite challenging, even solving
them in some special cases might be interesting.
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In addition, prior works consider other no-dimensional results, such as a no-dimensional
version of Helly’s theorem [1], and a no-dimensional version of the colorful Tverberg the-
orem [7]. Our work did not address these problems because of the focus on simplicity, and a
possible further direction is to address these variants with extensions of the techniques used
here.
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Abstract
Given a geometric domain P , visibility-based search problems seek routes for one or more mobile
agents (“watchmen”) to move within P in order to be able to see a portion (or all) of P , while
optimizing objectives, such as the length(s) of the route(s), the size (e.g., area or volume) of
the portion seen, the probability of detecting a target distributed within P according to a prior
distribution, etc. The classic watchman route problem seeks a shortest route for an observer, with
omnidirectional vision, to see all of P . In this paper we study bicriteria optimization problems for a
single mobile agent within a polygonal domain P in the plane, with the criteria of route length and
area seen. Specifically, we address the problem of computing a minimum length route that sees at
least a specified area of P (minimum length, for a given area quota). We also study the problem
of computing a length-constrained route that sees as much area as possible. We provide hardness
results and approximation algorithms. In particular, for a simple polygon P we provide the first
fully polynomial-time approximation scheme for the problem of computing a shortest route seeing
an area quota, as well as a (slightly more efficient) polynomial dual approximation. We also consider
polygonal domains P (with holes) and the special case of a planar domain consisting of a union
of lines. Our results yield the first approximation algorithms for computing a time-optimal search
route in P to guarantee some specified probability of detection of a static target within P , randomly
distributed in P according to a given prior distribution.
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1 Introduction

We investigate the Quota Watchman Route problem (QWRP) and the Budgeted
Watchman Route problem (BWRP) for a single mobile agent (a “watchman”) within a
polygonal domain P in the plane. These problems naturally arise in various applications,
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domain, where complete coverage is not feasible due to shortage of fuel, time, etc. The
QWRP seeks a route/tour that sees at least some specified area of the domain P with a
shortest length, while the BWRP seeks a route/tour that sees the maximum area subject to
a length constraint. Both can be seen as extensions of the well-known Watchman Route
Problem (WRP) with different objectives and constraints.

The challenge in addressing the trade-off between area seen and tour length is that one is
not able to exploit the optimality structure that is implied by having to see all of a polygon
P . It is this structure, yielding an ordered sequence of “essential cuts”, that allows the WRP
to be solved efficiently, e.g., as an instance of the “touring polygons problem” [13].

Results. We address the challenge by establishing new structural results that enable a
careful discretization and analysis, along with carefully crafted dynamic programs. We
provide several new results on optimal visibility search in a polygon:
(1) We prove that the QWRP and the BWRP are (weakly) NP-hard, even in a simple polygon;

this is to be contrasted with the WRP, for which exact polynomial-time algorithms are
known in simple polygons.

(2) For the QWRP in a simple polygon P , we give the first fully polynomial-time approx-
imation scheme (FPTAS), as well as a dual-approximation (with slightly more efficient
running time than the FPTAS) that computes a tour having length at most (1 + ε1)
times the length of an optimal tour that sees area at least A (where A is the area quota),
while seeing area at least (1 − ε2)A for any ε1, ε2 > 0.

(3) For the BWRP in simple P , we compute, in polynomial time, a tour of length at most
(1 + ε)B that sees a region within P of area at least that seen by an optimal tour of
length at most B.

(4) In a multiply connected domain, in a polygon P with holes, we provide hardness of
approximations and a (1 + ε, O(log n))-dual approximation (n is the number of vertices of
P ) for the BWRP. In the special case of an arrangement of lines, we obtain polynomial-
time exact algorithms for both problems.

(5) We solve two visibility-based stochastic search problems that seek to locate a static
target given a prior probability distribution of its location within P : (a) compute the
minimum time to achieve a specified detection probability; (b) compute a search route
maximizing the probability of detection by time T for a mobile searcher.

Related Work
Chin and Ntafos introduced the classic Watchman Route Problem (WRP) [10]: compute
a shortest closed route (tour) within a polygon P from which every point of P can be seen;
they gave an O(n)-time algorithm for computing an optimal tour in a simple orthogonal
polygon, and later results established polynomial-time exact algorithms for the WRP in a
simple polygon P , both with and without an anchor point (depot) [5, 10, 11, 13, 26, 29, 30]. In
a polygon P with holes, the WRP is NP-hard [10, 17] and is, in fact, NP-hard to approximate
better than a logarithmic factor [25]; however, an O(log2 n)-approximation algorithm is
known [25]. The BWRP and the QWRP are natural variants of the WRP.

Another related problem is that of maximum visibility coverage with point guards: Given
an integer k, place k point guards within P to maximize the area of P seen by the guards.
When k is arbitrary, the problem is NP-hard [26], since an exact solution to this problem
would yield a method to compute the minimum number of guards needed to see a polygon.
Viewed as a maximum coverage problem, one can greedily compute an approximation, with
factor

(
1 − 1

e

)
, by iteratively placing a guard that sees the most unseen area [9, 26].
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The BWRP is related to the Orienteering problem. Given a budget constraint and
an edge-weighted graph where each vertex is associated with a prize, the objective of
Orienteering is to find a path/tour within the length budget maximizing the total reward
of the vertices visited. On the other hand, the QWRP is related to the Quota Traveling
Salesperson problem, which aims to minimize the distance travelled to achieve a given
quota of reward. The Euclidean versions of Orienteering and Quota TSP have polynomial-
time approximation schemes [8, 20, 24]. Both the QWRP and the BWRP can be considered a
reward (the area of P seen by the watchman) collecting process; however, the main difference
lies in the continuous nature of visibility, since we see portions of the domain as we travel to
checkpoints, we must take into account the area that has been seen previously.

Optimal search theory has been extensively studied in discrete, graph theoretic settings;
see, e.g., [18, 19, 31]. In geometric contexts, searching and target tracking have been studied
in the form of Visibility-based Pursuit-Evasion games. In [22], the visibility-based
version of the pursuit-evasion game was introduced and formulated as a geometric problem,
in which an evader moves unpredictably, arbitrarily fast within a polygonal domain, and
the goal is to strategically coordinate one or multiple pursuers to guarantee a finite time of
detection. See the survey [12] on visibility-based pursuit-evasion games.

2 The QWRP in a Simple Polygon

2.1 Preliminaries and Hardness Results

A simple polygon P is a simply connected subset of R2 whose boundary, ∂P , is a polygonal
cycle consisting of a finite set of line segments, whose endpoints are the vertices, v1, v2, . . . , vn,
of P . A vertex is reflex (resp. convex) if its internal angle is at least (resp. at most) 180
degrees. We consider polygons to be closed sets, including the interior and the boundary.
We use the notation | · | to denote the measure of several types of objects. In the case of a
segment or a route γ, |γ| denotes its length, while for a polygon P , |P | denotes the area of
P . For a finite set S, |S| is the cardinality of S. Based on the object within the notation,
the interpretation should be apparent.

Point x ∈ P sees point y ∈ P if the line segment connecting them lies entirely within P .
The visibility polygon of x, denoted V (x), is the closed region of P that x sees; necessarily,
V (x) is a simple polygon within P . For a subset X ⊂ P , let V (X) be the set of points that
are seen by at least one point in X; formally, V (X) =

⋃
x∈X V (x). The visibility polygon

of a point or a segment can be computed in time O(n) for a simple polygon, or in time
O(n + h log h) for a polygonal domain with n vertices and h holes [27]. Given a domain P

(a simple polygon or a polygon with holes) and an area quota 0 ≤ A ≤ |P |, in the QWRP,
the objective is to find a tour (a polygonal cycle) γ ⊂ P of minimum length |γ| such that
|V (γ)| ≥ A; see Figure 1. Note that when A = |P |, the QWRP is the classic Watchman
Route Problem.

We also distinguish between the anchored version (in which γ must pass through a given
depot point s) and the floating version (in which no depot is given). We provide the following
NP-hardness results (proved in the full version) for both the anchored and floating cases:

▶ Theorem 1. The QWRP in a simple polygon is weakly NP-hard, with or without an
anchor.

Throughout the paper, we assume a real RAM model of computation [28].
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P
γ

v

v′

Figure 1 A route γ (red) that sees the white portion of P (the gray regions are unseen).

2.2 Structural Lemma
Let πP (x, y) denote the geodesic shortest path (shortest path constrained to stay within P )
between x ∈ P and y ∈ P ; πP (x, y) is unique in a simple P , and is the segment xy if x sees
y. For a subset S ⊆ P , the relative/geodesic convex hull of S is the minimal set that contains
S and is closed under taking shortest paths. Equivalently, the relative convex hull of S is
the minimum-perimeter connected subset of P that contains S. A set is relatively convex
if it is equal to its relative convex hull, and a closed curve is relatively convex if it is the
boundary of a relatively convex set. Let Pγ denote the connected region bounded by some
closed polygonal chain γ. If Pγ is a (sub)polygon of P and Pγ is relatively convex, then Pγ

is the relative convex hull of its convex vertices, and all reflex vertices of Pγ are necessarily
reflex vertices of P . We similarly define relative convexity of an open polygonal chain γ: if γ

is a connected subset of the boundary of the relative convex hull of γ, then we say that γ

is relatively convex. Geodesic shortest paths and relative convex hulls have been studied
extensively and can be computed efficiently [24].

An optimal solution to the QWRP in a simple polygon P satisfies a structural lemma:

▶ Lemma 2. For a simple polygon P with n vertices, and no depot, an optimal QWRP tour
is a relatively convex simple polygonal cycle of at most 2n vertices.

Proof. Let γ be an optimal QWRP tour and let P ′ = V (γ) be the visibility polygon of γ.
Since γ is connected, P ′ is a simple subpolygon of P ; some edges of P ′ coincide with edges
of P and some are shadow chords (chords separating V (γ) from the rest of P ) supported by
reflex vertices of P . Then γ is a shortest watchman route in the simple polygon P ′. Thus, γ

is relatively convex in P ′, and thus in P , and γ has at most 2n vertices, since P ′ is easily
seen to have at most n vertices. (See [11, 25].)

Specifically, the polygon P ′ = V (γ) is obtained from P by removing certain subpolygons
(“shadow pockets”) of P that are each defined by a chord, vv′, extending from a reflex vertex,
v, of P , along the line through v and a convex vertex of γ, to the first point v′ on the
boundary of P . This process introduces a (convex) vertex v′ (on an edge of P , in general on
its interior), and removes at least one vertex of P , on the boundary of the pocket that is cut
off by the chord. Refer to Figure 1. Thus, P ′ has at most n vertices. For a simple polygon
with n vertices, any shortest watchman route has at most 2n vertices [5, 10, 11, 13, 26, 29, 30].
Moreover, all reflex vertices of P ′ must be reflex vertices of P , hence all reflex vertices of γ

must also be reflex vertices of P . ◀
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If there is a specified depot s ∈ ∂P , a statement similar to Lemma 2 holds. If s is interior
to P , an optimal tour γ = (s, w1, w2, . . . , wk, s) through s need not be relatively convex;
however, it is “nearly” relatively convex in that the tour obtained by replacing the two edges
sw1 and wks with the geodesic path πP (w1, wk) is relatively convex.

2.3 Dual approximation algorithm for anchored QWRP
An optimal tour for the QWRP will, in general, have (convex) vertices that are interior
to P , at locations within the continuum that are not known to come from a discrete set.
This poses a challenge to algorithms that are to compute solutions for the QWRP exactly
or approximately. We address this challenge by discretizing an appropriate portion of the
domain P using a (Steiner) triangulation whose faces are small enough that we can afford to
round an optimal tour to vertices of the triangles, while increasing the length of the tour
only slightly, and assuring that the rounded tour continues to see at least as much of P as
the optimal tour did. We focus here on the anchored case, with a specified depot s, which
we assume to be on ∂P for now.

First, we triangulate P (in O(n) time [6]), including s as a vertex of the triangulation.
We then overlay, centered on s, a regular square grid of pixels of side lengths δ within an
axis-aligned square of size L-by-L for a length L that is at least the optimal tour length;
we specify how to determine δ and L below. The overlay of the grid with the triangulation
yields a partition of P into convex cells of constant complexity, each of which we triangulate,
resulting in an overall Steiner triangulation of P , such that every triangle within distance
L/2 of s has diameter at most

√
2δ and perimeter at most 4δ; we let Sδ,L denote the set of

vertices of these triangles. We refer to Sδ,L as the set of candidate turn points for a route.

▶ Lemma 3. For an optimal tour γ for the QWRP with area quota A, there exists a polygonal
tour γ′ whose vertices are in the set Sδ,L of candidates, such that γ′ is relatively convex,
|γ′| ≤ |γ| + (8 + 4

√
2)δn and V (γ) ⊆ V (γ′).

Proof. Let c1, c2, . . . be convex vertices of the optimal tour γ (γ is the relative convex hull
of such vertices) and let σ1, σ2, . . . be (closed) cells of the decomposition that contain the
vertices. Let γ′ be the boundary of the relative convex hull of the cells. By construction, γ′

is a relatively convex tour enclosing γ, implying that any point seen by γ is also seen by γ′.
Furthermore, since s ∈ ∂P , it follows that s cannot be in the interior of Pγ′ , a subpolygon of
P , thus s ∈ γ′.

We claim that |γ′| is at most |γ| + (8 + 4
√

2)δn. For each edge e′ of γ′ going from σi to σj ,
we can bound its length by the sum of the length of the edge e of γ going from σi to σj (γ′

visits the cells containing the vertices of γ in the same order) and at most two connections
from endpoints of e to vertices of σi, σj , which is no more than 2

√
2δ, see Figure 2, right.

Additionally, the part of γ′ along the perimeters of σ1, σ2, . . . is no longer than 8δn. Hence,
|γ′| ≤ |γ| + (8 + 4

√
2)δn. ◀

From Lemma 3, if δ = O
(

ε|γ|
n

)
, then for approximation purposes within factor (1 + ε), it

suffices to search for a tour whose vertices come from Sδ,L. In fact, our algorithm returns
a tour no longer than (1 + ε1)|γ| for any ε1 > 0; however, due to discretization of the area
quota, we only guarantee the tour sees at least (1 − ε2)A for any ε2 > 0.

We now establish an ordering on the point set Sδ,L, so that a relatively convex chain of
the candidate points moves in increasing order. First, we compute T , the tree of shortest
paths rooted at s to all the candidate points; this takes O(|Sδ,L|) time [21]. The path from s

to a candidate point s′ in T is the geodesic shortest path πP (s, s′). Define a geodesic angular
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σi

σj

e

e′

√
2δ

Figure 2 Left: γ′ (blue) is the relative convex hull of the vertices (blue) of the cells that contain
convex vertices of γ (red). Right: Each edge of γ′ that traverses between two different cells σi, σj

by triangle inequality, is no longer than the edge of γ between the same cells plus at most two
connections to two vertices of σi, σj .

order as follows: for two candidate points si, sj , if si is to the left of the extended geodesic
shortest path between s and sj , i.e πP (s, sj) with the last segment extending up to ∂P , then
si precedes sj . In case of ties, we break ties by increasing distance to s. For each reflex
vertex ri of P , we add another candidate sri

to the list to account for the possibility that
ri can appear as two different vertices of a relatively convex polygonal chain; sri obeys the
aforementioned geodesic angular order but precedes every candidate point in the subtree of T
rooted at ri. Sort the candidates accordingly, then append sm := s1 to the end of the sorted
list. Any relatively convex chain with vertices sequence oriented clockwise (s, si1 , si2 , . . .) has
1 < i1 < i2 < . . .. Without loss of generality, we consider any relatively convex polygonal
chain to be oriented clockwise.

Next, we examine the optimal substructure of the problem.

▶ Lemma 4 ([3]). The visibility region of the geodesic shortest path πP (s, sj) is the inclusion-
wise minimal set among all visibility regions of all paths from s to sj.

Let C be a relatively convex polygonal chain from s to a candidate point sj , and let si be
the vertex of C immediately preceding sj . We identify the overlap of visibility between the
segment sisj and Csi

, the subchain of C from s to si in Lemma 5.

▶ Lemma 5. V (Csi
) ∩ V (sisj) = V (πP (s, si)) ∩ V (sisj).

Proof. Refer to Figure 3. Let x ∈ P be a point seen by both πP (s, si) and sisj . Since
x ∈ V (πP (s, si)), it follows that x ∈ V (Csi) (Lemma 4). Thus, x ∈ V (Csi) ∩ V (sisj) and
V (πP (s, si)) ∩ V (sisj) ⊆ V (Csi

) ∩ V (sisj).
On the other hand, let x ∈ P be seen by both Csi and sisj . Since x ∈ V (Csi) ∩ V (sisj)

there exists x1 ∈ Csi
and x2 ∈ sisj such that xx1 and xx2 are contained within P . Thus,

the (pseudo)triangle xx1x2 is contained within P since P has no holes. By our ordering
scheme, sj is to the right of πP (s, si) with the last segment extended up to ∂P , while Csi is
to the left of it. This implies that in the relatively convex polygon PC∪πP (s,sj), x1, x2 are
in opposite sides with respect to πP (s, si). As we pivot a line of sight around x from x1 to
x2, it must intersect πP (s, si) at some point due to continuity as well as (relative) convexity,
therefore πP (s, si) sees x. Hence, V (Csi) ∩ V (sisj) ⊆ V (πP (s, si)) ∩ V (sisj). ◀

Based on Lemma 5, the overlap of visibility between the segment sisj , for i < j, and any
relatively convex chain Csi

from s to si does not depend on the vertices between s and si.
This leads to the optimal substructure utilized by our dynamic programming algorithm.
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∂P

x1 x2

x

Figure 3 Proof of Lemma 5.

▶ Lemma 6. C is a shortest relatively convex polygonal chain from s to sj that sees at least
some area A if and only if Csi

is a shortest relatively convex polygonal chain from s to si

that sees at least area A − |V (sisj) \ V (πP (s, si))|.

Proof. We write V (C) as the union of 2 disjoint sets V (Csi
) and V (sisj) \ V (Csi

). Notice
that

V (sisj) \ V (Csi) = V (sisj) \ (V (Csi) ∩ V (sisj)) = V (sisj) \ (V (πP (s, si)) ∩ V (sisj))
= V (sisj) \ V (πP (s, si)),

therefore |V (Csi)| ≥ A − |V (sisj) \ V (πP (s, si))|. As a result, Csi must be the shortest chain
to achieve a visibility area of A − |V (sisj) \ V (πP (s, si))|, since the existence of a shorter
chain contradicts the optimality of C, and vice versa. ◀

A subproblem in the dynamic program is determined by a candidate point sj and an
area quota A. Let π(sj , A) denote the length of a shortest relatively convex polygonal
chain from s to sj that can see area at least A; and let C(sj , A) denote the associated
optimal chain. Initialize π(s, |V (s)|) = 0. The Bellman recursion for each subproblem with
j = 1, 2, . . . , m and all values of A would be given as follows, for all i < j such that sj sees
si and C(si, A − |V (sisj) \ V (πP (s, si))|) ∪ sisj is relatively convex:

i = arg min
i

{
π(si, A − |V (sisj) \ V (πP (s, si))|) + |sisj |

}
,

π(sj , A) = π(si, A − |V (sisj) \ V (πP (s, si))|) + |sisj |,
C(sj , A) = C(si, A − |V (sisj) \ V (πP (s, si))|) ∪ sisj .

Finally, return C(sm, A). Correctness of the algorithm follows from the principle of optimality.
Note that there always exists an optimal solution i to the above recursion such that

C(si, A − |V (sisj) \ V (πP (s, si))|) ∪ sisj is relatively convex. Otherwise, we can shortcut
C(si, A − |V (sisj) \ V (πP (s, si))|) ∪ sisj by connecting sj to the closest reflex vertex (of
P ) or the point of tangency in C(si, A − |V (sisj) \ V (πP (s, si))|).

Since A can take values from a continuous set, it is impractical to tabulate all such values.
Instead, we bucket A into uniform intervals, and let the subproblems be defined by interval
endpoints. We round down the area of any visibility polygon to the nearest interval. Since
we sum up the area of at most 2(n − 3) + 2L

δ visibility polygons (each of the n − 3 diagonals
in the triangulation of P and L

δ horizontal/vertical grid lines potentially has at most 2
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s

si

sj

∂P

πP (s, si)

Figure 4 Solving subproblem (sj , A).

vertices of the tour returned by the dynamic programming algorithm since we enforce relative
convexity), if we denote by I the length of each interval, the area lost by rounding down is
at most I

(
2(n − 3) + 2L

δ

)
. We run the algorithm on the “rounded down” instance with area

quota A − I
(
2(n − 3) + 2L

δ

)
, and since the optimal solution of the original instance is a

feasible solution of the new instance, the algorithm returns a tour no longer than an optimal
tour γ′ (that sees at least area A).

It remains to compute an appropriate L such that an optimal tour γ is contained within
the bounding box of the grid. Denote by Cg(r) the geodesic disk of radius r centered at s

(the locus of points whose length of the geodesic path to s is no greater than r). Let r := rmin
where rmin is the smallest value of r such that |V (Cg(r))| = A; then, r is a lower bound on
|γ|, since a tour of length r has geodesic radius at most r/2 and thus cannot see an area of A.
We can compute r by the “visibility wave” methods in [1] by considering all O(n2) edges of
the visibility graph Gv of P (nodes are vertices of P and two nodes are adjacent if they are
visible to one another); we have a sequence of visibility edges hit by Cg(r) for the first time
in the process of increasing r, obtained by sorting the distance from every visibility edge to s

in O(n2 log n) time.
Moreover, |∂Cg(r)| + 2r is an upper bound on |γ|, since if the watchman goes from s

to ∂Cg(r) (s may not be on ∂Cg(r)), follows along ∂Cg(r) then goes back to s, he sees an
area of A. We argue that |∂Cg(r)| + 2r = O(nr) as follows: ∂Cg(r) consists of polygonal
chains that are portions of ∂P and circular arcs; the circular arcs have total length at most
2πr. For each segment in the polygonal part of ∂Cg(r), we can bound its length by the sum
of geodesic distances from its endpoints to s (triangle inequality), which is no more than
2r. There are at most n segments in the polygonal portions of ∂Cg(r), therefore their total
length is no longer than 2nr, implying |γ| ≤ |∂Cg(r)| + 2r = 2nr + 2πr + 2r ≤ 6nr.

We initialize L := r and run the dynamic program with the following δ and I:

δ = ε1L

16 + 8
√

2n
, I = ε1ε2A

2(n − 3)ε1 + (32 + 16
√

2)n
.

Then, set L := 2L, and repeat until L ≥ 6nr. At some point, we must have |γ| ≤ L ≤ 2|γ|,
which means the approximate tour γ′ returned by the dynamic program will be such that
V |γ′| ≥ (1 − ε2)|V (γ)| and |γ′| ≤ (1 + ε1)|γ|. We return the shortest tour out of all tours
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that achieve the visibility area quota as we increase r. Since r ≤ |γ| = O(nr), the number of
iterations of the doubling search is O(log n). The resulting theorem (proof details in the full
version):

▶ Theorem 7. Given a starting point s, a dual approximation γ′ to an optimal solution γ of the
QWRP, with area quota A, in a simple polygon with n vertices, satisfying |V (γ′)| ≥ (1 − ε2)A
and |γ′| ≤ (1 + ε1)|γ| for any ε1, ε2 > 0, can be computed in O

(
n5

ε5
1ε2

log n
)

time if s ∈ ∂P

or O
(

n9

ε9
1ε2

log n
)

time if s /∈ ∂P .

3 The BWRP in a Simple Polygon

▶ Theorem 8 (proof in the full version). The BWRP in a simple polygon is weakly NP-hard.

3.1 Approximation algorithm for anchored BWRP
For a given budget length B > 0, and any fixed ε > 0, we compute a route of length at most
(1 + ε)B that sees at least as much area as an area-maximizing route γ of length B.

▷ Claim 9. Without loss of generality, we can assume that B is less than the length of
an optimal watchman route for P ; otherwise, the solution is simply an optimal WRP tour.
Hence, an optimal budgeted watchman route γ is necessarily the shortest watchman route of
the subpolygon V (γ), and so γ is relatively convex (otherwise, we can shortcut γ and expand
the remaining length budget to see more area, contradicting the optimality of γ).

Since it suffices to consider only relatively convex routes for the BWRP, the observation
in Lemma 5 allows us to prove the structure of an optimal BWRP tour.

▶ Lemma 10. C is a relatively convex polygonal chain from s to sj of length at most B that
sees the largest area possible if and only if Csi

is a relatively convex polygonal chain from s

to si of length at most B − |sisj | that sees the largest area possible.

Proof. The proof is identical to that of Lemma 6 and hence omitted in this version. ◀

We decompose P by overlaying a triangulation and regular square grid of δ-sized pixels
within an axis-aligned square of size B-by-B, centered on s, then sort the set of candidates
Sδ,B according to the geodesic angular order defined for the QWRP. Similarly, there exists a
route γ′ of length at most |γ| + (8 + 4

√
2)δn with vertices in Sδ,B .

Let a(sj , B) be the optimal area that a relatively convex polygonal chain from s to sj

that is no longer than B can see; and let C(sj , B) be the associated optimal chain of the
subproblem (sj , B). Initialize a(s, 0) = |V (s)|. The Bellman recursion for each subproblem
with j = 1, 2, . . . , m and all values of B would be given as follows, for all i < j such that sj

sees si and C(si, B − |sisj |) ∪ sisj is relatively convex

i = arg max
i

{
a(si, B − |sisj |) + |V (sisj) \ V (πP (s, si))|

}
a(sj , B) = a(si, B − |sisj |) + |V (sisj) \ V (πP (s, si))|,
C(sj , B) = C(si, B − |sisj |) ∪ sisj .

Then, return γ′ := C(sm, B + (8 + 4
√

2)δn).
To bound the number of subproblems, we consider a partition of an interval of length

B + (8 + 4
√

2)δn into uniform intervals, and round up the length of any segment sisj to the
nearest interval endpoint. Let I be the length of each interval, we run the algorithm on a
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new instance with budget B + (8 + 4
√

2)δn +
(
2(n − 3) + 2B

δ

)
I and the subproblems defined

by intervals’ endpoints. The optimal solution of the original instance is a feasible solution of
the new instance; thus, we find a route seeing as much as the optimal route of the original
instance. The values of δ and I can be set as follows:

δ = εB

(16 + 8
√

2)n
, I = ε2B

4(n − 3)ε + (64 + 32
√

2)n
,

so that B + (8 + 4
√

2)δn +
(
2(n − 3) + 2B

δ

)
I ≤ (1 + ε)B. In the full paper we prove:

▶ Theorem 11. Given a starting point s, a route of length at most (1 + ε)B seeing at least
as much area as is seen by an optimal route of length B for the BWRP in a simple polygon
with n vertices can be computed in O

(
n5

ε6

)
time if s ∈ ∂P or O

(
n9

ε10

)
time if s /∈ ∂P .

3.2 From anchored BWRP to an FPTAS for anchored QWRP
We can adapt the algorithm for the anchored BWRP above to obtain an FPTAS for the
anchored QWRP. Let γ be an optimal QWRP tour, suppose we have some L such that
|γ| ≤ L ≤ 2|γ|. We divide L into L

⌈ 2
ε ⌉

uniform intervals, each of length no greater than ε|γ|.

The smallest interval endpoint L′ that is no smaller than |γ|, is a (1 + ε)-approximation
to |γ|. We can iterate through interval endpoints as the budget constraint and use the
approximation algorithm for the BWRP to compute a route of length at most (1 + ε)L′

that sees as much as an area-maximizing route of length L′ does, which sees more area than
does γ. The result is the following theorem, which, in contrast with the earlier Theorem 7, is
not a dual approximation (allowing for a relaxation of the quota constraint), but an FPTAS
for optimizing the length, subject to a hard constraint on the area seen. The running time of
the algorithm in the dual approximation of Theorem 7, however, is better than that of the
FPTAS, so it may be preferred in some settings.

▶ Theorem 12 (proof in the full version). Given a starting point s, an approximation γ′

to an optimal solution γ of the QWRP, with area quota A, in a simple polygon with n

vertices, satisfying |V (γ′)| ≥ A and |γ′| ≤ (1 + ε)|γ| for any ε > 0, can be computed in
O

(
n5

ε6 log n log 1
ε

)
if s ∈ ∂P or O

(
n9

ε10 log n log 1
ε

)
if s /∈ ∂P .

4 Floating QWRP and BWRP

When the starting point s of the tour is not specified (the so called “floating” case), the
WRP tends to be trickier: known algorithms for the floating WRP are O(n)-factor slower
than in the non-floating case [10, 5, 11, 30, 13, 26, 29]. If the optimal tour is not convex (but
only relatively convex), one can iterate through all reflex vertices of P as choices for s, and
thus reduce the floating version to the basic WRP; the same can be done for QWRP and
BWRP. Thus, the remaining challenge is to find the shortest (strictly, not just relatively)
convex tour.

Any convex polygon can be outer-approximated by a convex polygon with a constant
number of vertices: Dudley’s approximation [2, 14, 23] implies that for any length-L tour
γ, there is a length-(1 + ε)L tour γ′ with O

(
1√
ε

)
vertices that sees at least as much area

as γ does. To find γ′ (either for QWRP or BWRP), we use the techniques from [26]: For
each of the O(n4) cells of the visibility decomposition D (the visibility graph Gv of P as
defined Section 2.3, with maximally extended edges), points within the cell have visibility
polygons that are combinatorially equivalent, implying that the area seen by any point in
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Figure 5 What is seen from the interior of a segment does not change as the segment is moved
locally: whatever was hidden, but becomes seen from an interior point (red), was seen by a
neighboring point (black) before the move.

the cell is given by the same formula. Moreover, if each vertex of a tour sits within a fixed
cell of D and each edge of the tour passes through the same set of cells, the total area
seen from the tour is given by the same formula: the interiors of the edges do not add to
the area seen, so the total seen area is a function, f(v1, . . . , vk), of only the positions vi

of the tour’s k = O
(

1√
ε

)
vertices (Fig. 5). We further decompose the cells of D by lines

through all of D’s vertices. If the vertices of the tour are in the same cells of this refined
O(n8)-complex decomposition D′, then the edges of the tour pass through the same cells
of D. We iterate through all O(n8k) placements of vertices of the tour into cells of D′. For
each placement, finding v⃗ maximizing the seen area, f(v⃗), amounts to solving an O(k)-sized
system of polynomial equations having O(k) algebraic degree (the Lagrangian of the problem
will contain the constraint that the tour’s length is L, consisting of k terms and will have to
be squared O(k) times before becoming a polynomial). The solution can be found in kO(k)

time [4, Section 3.4]. We summarize in the following theorems:

▶ Theorem 13. Let γ be an optimal QWRP (no starting point) tour. In n
O

(
1√
ε

)
time, a

tour of length at most (1 + ε)|γ| can be found that sees at least as much area as does γ.

▶ Theorem 14. In n
O

(
1√
ε

)
time, a BWRP (no starting point) tour of length (1 + ε)L can

be found that sees at least as much area as does any tour of length L.

5 Domains that are a Union of Lines

We consider the QWRP and the BWRP in a domain P that is a connected union (arrangement)
of lines; it suffices to truncate the lines within a bounding box that encloses all vertices of the
line arrangement, so that P is bounded. Such domains, which are a special case of polygons
with holes, have been studied in the context of the Watchman Route Problem [15, 16].
In this setting, the QWRP seeks to minimize the length of a route contained within P that
visits at least a specified number of (truncated) lines, and the BWRP seeks to maximize the
number of lines visited by a route within P of length at most some budget. In this section
we do not assume a depot s is specified.

For a set of lines L, let A(L) denote the arrangement formed by L. We assume that not
all of the lines are parallel so that the union is connected. All of a line can be seen from
any point incident on it. Let G(L) denote the weighted planar graph with vertex V (A(L))
of intersections between lines. Two vertices in the graph are connected by an edge with
Euclidean weight if they share the same edge in L. Since the watchman is constrained to
travel within A(L) and the only time the route can have turning points not in V (A(L))
is when it traces out the same edge of G(L) consecutively in opposite directions, turning
somewhere interior to that edge. However, then we can shortcut that portion of the route
altogether while maintaining visibility coverage, it is easy to see that any optimal route for
BWRP or QWRP is polygonal and its vertices is a subset of V (A(L)).
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We first explain our results for the QWRP, then we use them to solve the BWRP. The
following observation is essential to our algorithm: a line intersects a tour γ if and only if
it intersects the convex hull of γ. We define the quota intersecting convex hull problem as
follows: compute a cyclic sequence (v1, v2, . . . , vh) of vertices vi ∈ V (A(L)) in convex position
such that the number of lines intersecting the convex polygon (v1, v2, . . . , vh) is at least some
specified Q > 0 and

∑h
i |π(vi, vi+1)| is minimized (vh+1 = v1), where π(s, t) = πG(s, t) is

the shortest path connecting s and t in G(L). We show the relationship between the quota
intersecting convex hull problem and the QWRP in an arrangement of lines.

▶ Lemma 15. An optimal solution to the quota intersecting convex hull problem yields an
optimal solution to the QWRP in an arrangement of lines.

Proof. Suppose (v1, v2, . . . , vh) is an optimal solution to the quota intersecting convex hull
problem of length L intersecting Q lines. We concatenate π(v1, v2), . . . , π(vh−1, vh) and
π(vh, v1) to form γ. Every line intersecting the convex polygon (v1, v2, . . . , vh) must intersect
γ as well. Thus, γ is a route of length

∑h
i |π(vi, vi+1)| = L seeing Q lines.

We claim that there is no solution γ′ to the QWRP intersecting Q lines that is strictly
shorter than γ. Suppose to the contrary, take the convex hull of γ′, which has vertices in
V (A(L)) since vertices of γ′ are in V (A(L)). The vertices of the convex hull of γ′ form a
cyclic sequence that is feasible for the quota intersecting convex hull problem, and the length
is exactly |γ′| (or γ′ could be shortened while still intersecting Q lines), which is strictly
smaller than L. Thus, γ′ yields a feasible cyclic sequence intersecting Q lines while the length
is shorter than γ, violating the assumption that (v1, v2, . . . , vh) is optimal. ◀

Note that there can be many optimal solutions to the quota intersecting convex hull problem
yielding the same tour (Figure 6).

. . . . . .

. . .

Figure 6 Multiple optimal solutions to the quota intersecting convex hull problem corresponding
to the same optimal solution of the QWRP.
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We give a dynamic programming algorithm to solve the quota intersecting convex hull
problem. Fix one vertex to be the lowest vertex, let that vertex be v1. We will examine
all possible choices of v1, and find the optimal cyclic sequence with each choice. Let
{v2, v3, . . . , vm−1} be the list of vertices above v1 sorted by increasing angle with the left
horizontal ray passing through v1, breaking ties by increasing distance to v1. Then, set
a new element vm := v1 and append it to the list. Thus, an optimal cyclic sequence
(v1, vi2 , vi3 , . . . , vm) has 1 < i2 < i3 < . . . < m. We can restrict ourselves to ordered pairs
(vi, vj) of consecutive vertices where 1 ≤ i < j ≤ m and either i ̸= 1 or j ̸= m in the sequence.

For 1 ≤ i < j ≤ m and either i ̸= 1 or j ̸= m, denote by Li,j the lines that intersect
the segment vivj (including at the endpoints vi, vj). Each vertex vj and a quota value
Q define a subproblem. Let π(vj , Q) be the shortest length of a sequence of vertices in
convex position from (v1, . . . , vj) intersecting at least Q lines. Starting from v1, we initialize
π(v1, |L1,1|) = 0 with the associated sequence (v1). For j = 2, . . . , m and Q = 1, 2, . . . , n, we
solve the subproblems (vj , Q) by the following Bellman recursion, for all i < j such that the
sequence associated with (vi, Q − |Li,j \ L1,i|) and vj are in convex position (Figure 7)

π(vj , Q) = min
i

{
π(vi, Q − |Li,j \ L1,i|) + |π(vi, vj)|

}
.

v1

vi

vj

v1

vi

vj

Figure 7 Solving subproblem (vj , Q). The sequence of vertices in convex position is drawn on
the left with a dashed red chain, and the corresponding part of γ is drawn with solid red segments
on the right.

Correctness of the algorithm follows from these two claims:
Given a sequence of vertices in convex position (v1, . . . , vi, vj), any line intersecting both
π(vi, vj) and the subsequence from v1 to vi, (v1, . . . , vi) must intersect the segment v1vi

and vice versa due to continuity and convexity. If a sequence (v1, . . . , vi, vj) is the shortest
among all sequences from v1 to vj intersecting at least Q lines, then the subsequence
from v1 to vi is the shortest sequence from v1 to vi intersecting Q − |Li,j \ L1,i|.
The sequence (v1, . . . , vi) associated with optimal solution i to the Bellman recursion is
such that (v1, . . . , vi) ∪ (vj) are in convex position.

▶ Theorem 16 (proof in the full version). The QWRP and the BWRP in an arrangement of
lines can be solved in O(n7) time.

▶ Remark 17. When Q = n, the algorithm solves the classic WRP in an arrangement of
lines, thus our result improves upon the O(n8) solution in [16].
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6 The QWRP and BWRP in a Polygon With Holes

6.1 Hardness of approximation
▶ Theorem 18 (proof in the full version). The QWRP in a polygon with holes cannot be
approximated, in polynomial time, within a factor of c log n for some constant c > 0, unless
P = NP.

▶ Theorem 19 (proof in the full version). The BWRP in a polygon with holes cannot be
approximated, in polynomial time, within a factor of (1 − ε) for arbitrary ε > 0, unless P =
NP.

6.2 Approximation algorithm for the BWRP in a polygon with holes
We decompose P into small convex cells and obtain the set of candidates Sδ,B as in the case
with the BWRP in a simple polygon.

▶ Theorem 20. There exists a route γ′ whose vertices are a subset of Sδ,B such that
V (γ) ⊆ V (γ′) and |γ′| ≤ (1 + ε)B.

Proof. Consider an edge e of γ whose endpoints lie in cells σi and σj . We append ∂σi and
∂σj to γ. If the endpoints of e are not vertices of σi and σj , we replace e with a set of
edges whose endpoints are candidate points. The procedure can be described with a physical
analog: we slide an elastic string between the two intersection points of e with σi and σj

towards the exterior of γ until the two endpoints coincide with vertices of σi and σj , the
string is pulled taut and never passes through a hole; see Figure 8. The result is a geodesic
path e′ between two vertices of σi and σj that is no longer than |e| + 2

√
2δ.

Repeating the process for every edge of γ, we obtain γ′. If a point x seen by γ is inside
of Pγ′ , the extended line of vision between x and γ must intersect with γ′ since there is
no hole between γ and γ′. If x is outside of Pγ′ , then the line of vision between x and γ

must intersect γ′ due to the Jordan Curve Theorem. Thus, γ′ sees everything that γ sees,
moreover γ′ passes through s, a vertex in the decomposition. Since γ has O(n2) vertices [25],
for an appropriate choice of δ = O

(
εB
n2

)
we have |γ′| ≤ (1 + ε)B. ◀

σi σj

e

Figure 8 Replacing each edge (red) with the perimeters of the two cells containing its endpoints
and a geodesic path of the same homotopy type (blue).

We apply a known result for the Submodular Orienteering problem [7]: Given a
weighted directed graph G, two nodes s and t (which need not be distinct), a budget B > 0,
and a monotone submodular reward function defined on the nodes, find an s-t walk that
maximizes the reward, under the constraint that the length of the walk is no greater than B.

Let G1 be the visibility graph on the candidates set with Euclidean edge weights. Let
G2 be the line graph of G1: nodes of G2 correspond to edges of G1, and two nodes in G2
are adjacent if their respective edges in G1 are incident. The weight of an edge of G2 is the
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sum of the weights of the two edges in G1 corresponding to its endpoints, divided by two,
thus a closed walk of length B in G1 corresponds to a closed walk of length B in G2 and
vice versa. We apply the approximation algorithm from [7] on G2 to compute a closed walk
from any node in G2 corresponding to an edge incident with s, with the area of visibility as
the reward function and budget (1 + ε)B. The reason for using the line graph G2 is that, in
the Submodular Orienteering problem, rewards are associated with nodes, while in the
context of the BWRP, rewards are accumulated when traversing edges of the visibility graph
G1. We obtain the following:

▶ Theorem 21 (proof in the full version). Given a polygon P with holes with n vertices, let
β ≥ 2 be any constant of choice and OPT be the maximum area that a route of length B can
see. The BWRP has a dual approximation algorithm that computes a tour of length at most
(1+ε)B that sees an area of at least Ω

(
OP T log β

log n

)
, with running time

(
n
ε log B

)O(β log n
ε / log β).

7 Optimal Visibility-based Search for a Randomly Distributed Target

Our results can be applied to solve two problems of searching a randomly distributed static
target in a simple polygon P : Given a prior distribution of the target’s location in P , (1)
compute a route that achieves a given detection probability within the minimum amount of
time, where the target is detected if the watchman can see it; and (2) (dual to (1)) for a
given time budget T , compute a search route maximizing the probability of detecting the
target by time T . Denote by µ(.) the probability measure on all subsets of P ; µ(P1) is the
probability measure of P1 ⊆ P , i.e the probability that the target is in P1, then

0 ≤ µ(.) ≤ 1, µ(∅) = 0, µ(P ) = 1,
µ(P1 ∪ P2) = µ(P1) + µ(P2) if P1 ∩ P2 = ∅.

We assume that we have access to µ(.) via an oracle: Given a triangular region in P , the
oracle returns its probability measure in O(1) time. Thus, for a point or a segment, the
probability measure of its visibility region can be computed in O(n) time. Furthermore, if
the watchman has constant speed, a time constraint/objective is equivalent to that of length.
An optimal search route for each problem can be computed using the algorithms given with
probability measure instead of area.
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Abstract
For an optimization problem Π on graphs whose solutions are vertex sets, a vertex v is called
c-essential for Π if all solutions of size at most c · opt contain v. Recent work showed that
polynomial-time algorithms to detect c-essential vertices can be used to reduce the search space
of fixed-parameter tractable algorithms solving such problems parameterized by the size k of the
solution. We provide several new upper- and lower bounds for detecting essential vertices. For
example, we give a polynomial-time algorithm for 3-Essential detection for Vertex Multicut,
which translates into an algorithm that finds a minimum multicut of an undirected n-vertex graph G

in time 2O(ℓ3) ·nO(1), where ℓ is the number of vertices in an optimal solution that are not 3-essential.
Our positive results are obtained by analyzing the integrality gaps of certain linear programs. Our
lower bounds show that for sufficiently small values of c, the detection task becomes NP-hard
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1 Introduction

Preprocessing is an important tool for dealing with NP-hard problems. The idea is that
before starting a time-consuming computation on an input, one first exhaustively applies
simple transformation steps that provably do not affect the desired output, but which make
the subsequently applied solver more efficient. Preprocessing is often highly effective in
practice [1, 34].

There have been several attempts to theoretically explain the speed-ups obtained by
preprocessing. The concept of kernelization [12, 14], phrased in the language of parame-
terized complexity theory [9, 10], is one such attempt. Recently, Bumpus, Jansen, and de
Kroon [4] proposed an alternative framework for developing and analyzing polynomial-time
preprocessing algorithms that reduce the search space of subsequently applied algorithms
for NP-hard graph problems. They presented the first positive and negative results in this
framework, which revolves around the notion of so-called c-essential vertices. In this paper,
we revisit this notion by providing new preprocessing results and new hardness proofs.
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28:2 Search-Space Reduction via Essential Vertices Revisited

To be able to discuss our results, we first introduce and motivate the concept of c-
essential vertices and the corresponding algorithmic preprocessing task. Our results apply
to optimization problems on graphs in which the goal is to find a minimum-size vertex set
that hits all obstacles of a certain kind. The (Undirected) Vertex Multicut problem
is a prime example. Given an undirected graph G, annotated by a collection T consisting
of pairs of terminal vertices, the goal is to find a minimum-size vertex set whose removal
disconnects all terminal pairs. The decision version of this problem is NP-complete, but
fixed-parameter tractable parameterized by the size of the solution: there is an algorithm by
Marx and Razgon [26] that, given an n-vertex instance together with an integer k, runs in
time 2O(k3) · nO(1) and outputs a solution of size at most k, if one exists. The running time
therefore scales exponentially in the size of the solution, but polynomially in the size of the
graph. This yields a great potential for preprocessing: if an efficient preprocessing phase
manages to identify some vertices S ⊆ V (G) that are guaranteed to be part of an optimal
solution, then finding a solution of size k in G reduces to finding a solution of size k − |S|
in G − S, thereby reducing the running time of the applied algorithm and its search space.
To be able to give guarantees on the amount of search-space reduction achieved, the question
becomes: under which conditions can a polynomial-time preprocessing algorithm identify
vertices that belong to an optimal solution?

Essential vertices. The approach that Bumpus et al. [4] take when answering this question
originates from the idea that it may be feasible to detect vertices as belonging to an optimal
solution when they are essential for making an optimal solution. This is formalized as follows.
For a real number c ≥ 1 and fixed optimization problem Π on graphs whose solutions are
vertex subsets, a vertex v of an input instance G is called c-essential if vertex v is contained
in all c-approximate solutions to the instance. Hence a c-essential vertex is not only contained
in all optimal solutions, but even in all solutions whose size is at most c · opt. To obtain
efficient preprocessing algorithms with performance guarantees, the goal then becomes to
develop polynomial-time algorithms to detect c-essential vertices in the input graph, when
they are present.

For some problems like Vertex Cover (in which the goal is to find a minimum-size
vertex set that intersects each edge), it is indeed possible to give a polynomial-time algorithm
that, given a graph G, outputs a set S of vertices that is part of an optimal vertex cover and
contains all 2-essential vertices. For optimization problems whose structure is more intricate,
like Odd Cycle Transversal, finding c-essential vertices from scratch still seems like a
difficult task. Bumpus et al. [4] therefore formulated a slightly easier algorithmic task related
to detecting essential vertices and proved that solving this simpler task is sufficient to be
able to achieve search-space reduction. For a vertex hitting set problem Π whose input is a
(potentially annotated) graph G and whose solutions are vertex sets hitting all (implicitly
defined) constraints, we denote by optΠ(G) the cardinality of an optimal solution to G. The
detection task is formally defined as follows, for each real c ≥ 1.

c-Essential detection for Π
Input: A (potentially annotated) graph G and integer k.
Task: Find a vertex set S ⊆ V (G) such that:
G1 if optΠ(G) ≤ k, then there is an optimal solution in G containing all of S, and
G2 if optΠ(G) = k, then S contains all c-essential vertices.

The definition above simplifies the detection task by supplying an integer k in addition
to the input graph, while only requiring the algorithm to work correctly for certain ranges
of k. The intuition is as follows: when k is correctly guessed as the size of an optimal
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solution, the preprocessing algorithm should find all c-essential vertices, and is allowed to
find additional vertices as long as they are part of an optimal solution. Bumpus et al. [4] give
a dove-tailing-like scheme that manages to use algorithms for c-Essential detection for
Π to give improved fixed-parameter tractable running times for solving Π from scratch. The
exponential dependence of the running time of the resulting algorithm is not on the total size
of the solution, but only on the number of vertices in the solution that are not c-essential.
Hence their results show that large optimal solutions can be found efficiently, as long as they
are composed primarily out of c-essential vertices. For example, they prove that a minimum
vertex set intersecting all odd cycles (a solution to Odd Cycle Transversal) can be
computed in time 2.3146ℓ · nO(1), where ℓ is the number of vertices in an optimal solution
that are not 2-essential and which are therefore avoided by at least one 2-approximation.
Apart from polynomial-time algorithms for c-Essential detection for Π for various
combinations of Π and c, they also prove several lower bounds. One of their main lower
bounds concerns the Perfect Deletion problem, whose goal is to obtain a perfect graph
by vertex deletions [18]. They rule out the existence of a polynomial-time algorithm for
c-Essential detection for Perfect Deletion for any c ≥ 1, assuming FPT ̸= W[1].
(They even rule out detection algorithms running in time f(k) · nO(1) for some function f .)

We continue exploring the framework of search-space reduction by detecting essential
vertices, from two directions. We provide both upper bounds (new algorithms for c-Essential
detection for Π) as well as lower bounds. We start by discussing the upper bounds.

Our results: Upper bounds. The Vertex Multicut problem is the subject of our first
results. The problem played a pivotal role in the development of the toolkit of parameterized
algorithms for graph separation problems and stood as a famous open problem for years, until
being independently resolved by two teams of researchers [3, 26]. The problem is not only
difficult to solve exactly, but also to approximate: Chawla et al. [7] proved that, assuming
Khot’s [21] Unique Games Conjecture (UGC), it is NP-hard to approximate the edge-deletion
version of the problem within any constant factor. A simple transformation shows that the
same holds for the vertex-deletion problem.

Our first result (Theorem 4.2) is a polynomial-time algorithm for 3-Essential detection
for Vertex Multicut, which is obtained by analyzing the integrality gap of a restricted
type of linear program associated with the problem. Using known results, this preprocessing
algorithm translates directly into search-space reduction for the current-best FPT algorithms
for solving Vertex Multicut. This results in an algorithm (Corollary 4.3) that computes
an optimal vertex multicut in an n-vertex graph in time 2O(ℓ3) · nO(1), where ℓ is the number
of vertices in an optimal solution that are not 3-essential.

Our approach for essential detection also applies for the variation of Vertex Multicut
on directed graphs. Since the directed setting is more difficult to deal with, vertices have
to be slightly more essential to be able to detect them, resulting in a polynomial-time
algorithm for 5-Essential detection for Directed Vertex Multicut (Theorem 4.5).
This detection algorithm does not directly translate into running-time guarantees for FPT
algorithms, though, as Directed Vertex Multicut is W[1]-hard parameterized by the
size of the solution [29]. (When the solution is forbidden from deleting terminals, the directed
problem is already W [1]-hard with four terminal pairs, although the case of three terminal
pairs is FPT [17].)

Our second positive result concerns the Cograph (Vertex) Deletion problem. Given
an undirected graph G, it asks to find a minimum-size vertex set S such that G−S is a cograph,
i.e., the graph G − S does not contain the 4-vertex path P4 as an induced subgraph. The
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problem is motivated by the fact that efficient algorithms for solving optimization problems
on cographs can often be extended to work on graphs which are close to being cographs,
as long as a deletion set is known [6, §6]. The decision version of Cograph Deletion is
NP-complete due to the generic results of Lewis and Yannakakis [24]. Parameterized by
the size k of the desired solution, Cograph Deletion is fixed-parameter tractable via
the method of bounded-depth search trees [5]: branching on vertices of a P4 results in a
running time of 4k · nO(1). Nastos and Gao [27] proposed a refined branching strategy by
exploiting the structure of P4-sparse graphs, improving the running time to 3.115k · nO(1),
following earlier improvements via the interpretation of Cograph Deletion as a 4-Hitting
Set problem [13, 16, 28]. The latter viewpoint also gives a simple polynomial-time 4-
approximation. Whether a (4 − ε)-approximation can be computed in polynomial time is
unknown; Drescher poses this [11, §8 Question 5] as an open problem for vertex-weighted
graphs.

Our second result (Lemma 4.6) is a polynomial-time algorithm for 3.5-Essential de-
tection for Cograph Deletion. It directly translates into an FPT algorithm (Corol-
lary 4.8) that, given a graph G, outputs a minimum set S for which G − S is a cograph
in time 3.115ℓ · nO(1); here ℓ is the number of vertices in an optimal solution that are not
3.5-essential. Similarly as for Vertex Multicut, our detection algorithm arises from a new
bound of 2.5 on the integrality gap of a restricted version of a natural linear-programming
relaxation associated to the deletion problem.

The fact that our algorithm detects 3.5-essential vertices is noteworthy. It is known [4,
§8] that for any c ≥ 1, an algorithm for c-Essential detection for Π follows from an
algorithm that computes a factor-c approximation for the problem of finding a minimum-size
solution avoiding a given vertex v. In this setting, a 4-approximation algorithm for Cograph
Deletion easily follows since the problem is a special case of d-Hitting Set. We consider
it interesting that we can obtain a detection algorithm whose detection constant c = 3.5 is
strictly better than the best-known approximation ratio 4 for the problem.

Since our positive results all arise from bounding the integrality gap of certain restricted
LP-formulations, we also study the integrality gap of a standard Cograph Deletion LP
and prove it to be 4 (Theorem 4.9) using the probabilistic method. This provides a sharp
contrast to the gap of 2.5 in our restricted setting.

Our results: Lower bounds. Our second set of results concerns lower bounds, showing
that for certain combinations of Π and c there are no efficient algorithms for c-Essential
detection for Π under common complexity-theoretic hypotheses. In their work, Bumpus
et al. [4] identified several problems Π such as Perfect Deletion for which the detection
problem is intractable for all choices of c. Their proofs are based on the hardness of FPT-
approximation for Dominating Set [30]. The setting for our lower bounds is different.
We analyze problems for which the detection task is polynomial-time solvable for some
essentiality threshold c, and investigate whether polynomial-time algorithms can exist for a
smaller threshold c′ < c.

Our most prominent lower bound concerns the Directed Feedback Vertex Set
problem (DFVS), which has attracted a lot of attention from the parameterized complexity
community [8, 25]. It asks for a minimum vertex set S of a directed graph G for which G − S

is acyclic. Svensson proved that under the UGC [32], the problem is NP-hard to approximate
to within any constant factor. Nevertheless, a polynomial-time algorithm for 2-Essential
detection for DFVS was given by Bumpus et al. [4, Lemma 3.3]. We prove (Theorem 5.2)
that the detection threshold 2 achieved by their algorithm is likely optimal: assuming the
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UGC, the detection problem for c′ = 2 − ε is NP-hard for any ε ∈ (0, 1]. To prove this, we
show that an algorithm with c′ = (2 − ε) would be able to distinguish instances with small
solutions from instances with large solutions, while the hardness of approximation result
cited above [32] show this task to be NP-hard under the UGC.

Apart from Directed Feedback Vertex Set, we provide two further lower bounds.
For the Vertex Cover (VC) problem, an algorithm to detect 2-essential vertices is known [4].
Assuming the UGC, we prove (Theorem 5.6) that (1.5 − ε)-Essential detection for VC
is NP-hard for all ε ∈ (0, 0.5]. A simple transformation then shows (1.5 − ε)-Detection
for Vertex Multicut is also NP-hard under the UGC. These bounds leave a gap with
respect to the thresholds of the current-best detection algorithms (2 and 3, respectively).
We leave it to future work to close the gap.

Organization. The remainder of the paper is organized as follows. In Section 2 we give
preliminaries on graphs and linear programming. Section 3 introduces our formalization for
hitting set problems on graphs and provides the connection between integrality gaps and
detection algorithms. Section 4 contains our positive results, followed by the negative results
in Section 5. We conclude with some open problems in Section 6. Due to space limitations,
the proofs of statements marked (⋆) are deferred to the full version of this paper [20].

2 Preliminaries

We consider finite simple graphs, some of which are directed. Directed graphs or objects
defined on directed graphs will always be explicitly indicated as such. We use standard
notation for graphs and parameterized algorithms. We re-iterate the most relevant terminology
and notation, but anything not defined here may be found in the textbook by Cygan et al. [9]
or in the previous work on essential vertices [4].

Graph notation. We let Pℓ denote the path graph on ℓ vertices. The weight of a path in
a vertex-weighted graph is the sum of the weights of the vertices on that path, including
the endpoints. Given two disjoint vertex sets S1 and S2 in a (directed) graph G, we call a
third vertex set X ⊆ V (G) a (directed) (S1, S2)-separator in G if it intersects every (directed)
(S1, S2)-path in G. Note that X may intersect S1 and S2. If S1 or S2 is a singleton set, we
may write the single element of the set instead to obtain a (v, S2)-separator for example.
Menger’s theorem relates the maximum number of pairwise vertex-disjoint paths between
two (sets of) vertices to the minimum size of a separator between those two (sets of) vertices.
We consider the following formulation of the theorem:

▶ Theorem 2.1 ([31, Corollary 9.1a]). Let G be a directed graph and let s, t ∈ V (G) be
non-adjacent. Then the maximum number of internally vertex-disjoint directed (s, t)-paths is
equal to the minimum size of a directed (s, t)-separator that does not include s or t.

A fractional (directed) (S1, S2)-separator is a weight function that assigns every vertex in
a graph a non-negative weight such that every (directed) (S1, S2)-path has a weight of at
least 1. The total weight of a fractional (directed) separator is the sum of all vertex weights.

Linear programming notation. We employ well-known concepts from linear programming
and refer to a textbook for additional background [31]. A solution to a linear program (LP)
where all variables are assigned an integral value is called an integral solution. As we only
consider LPs with a one-to-one correspondence between its variables and the vertices in a
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graph, integral solutions admit an alternative interpretation as vertex sets: the set of vertices
whose corresponding variables are assigned a positive value. We use the interpretations of
integral solutions as variable assignments or vertex sets interchangeably. We say that a
minimization LP has an integrality gap of at most c for some c ∈ R if the cost of an optimal
integral solution is at most c times the cost of an optimal fractional solution.

3 Essential vertices for Vertex Hitting Set problems

Our positive contributions all build upon the same result from Bumpus et al. [4, Theorem 4.1],
which relates integrality gaps of certain LPs to the existence of c-Essential detection
algorithms. A slightly generalized formulation of this can be found below as Theorem 3.1.
First, we introduce the required background and notation.

The result indicates a strategy towards constructing a polynomial-time algorithm for
c-Essential detection for Π for a vertex selection problem Π, by considering a specific
special variant of that problem, that we refer to as its v-Avoiding variant. It is defined almost
identically to the original problem Π, but the input additionally contains a distinguished
vertex v ∈ V (G) which is explicitly forbidden to be part of a solution.

The original theorem from Bumpus et al. [4] is specifically targeted at C-Deletion
problems for hereditary graph classes C. A graph class C is said to be hereditary when
it exhibits the property that all induced subgraphs of a graph in C are again in C. The
corresponding C-Deletion problem is that of finding a minimum size vertex set whose
removal turns the input graph into one contained in C. We remark however that the theorem
holds for a broader collection of problems, namely those that can be described as Vertex
Hitting Set problems. To define which problems qualify as a Vertex Hitting Set
problem, we first recall the definition of the well-known optimization problem Hitting Set,
on which our definition of Vertex Hitting Set problems is based.

Hitting Set
Input: A universe U and a collection S ⊆ 2U of subsets of U .
Feasible solution: A set X ⊆ U such that X ∩ S ̸= ∅ for all S ∈ S.
Objective: Find a feasible solution of minimum size.

We define Vertex Hitting Set problems as vertex selection problems that can be
described as a special case of Hitting Set where the universe U is the vertex set of the
input graph and the collection S is encoded implicitly by the graph.

This definition in particular contains all C-Deletion problems for hereditary graph
classes C. This is because every hereditary graph class can be characterized by a (possibly
infinite) set of forbidden induced subgraphs. A graph G is in C if and only if none of its
induced subgraphs are isomorphic to a forbidden induced subgraph. Therefore, a C-Deletion
instance G is equivalent to the Hitting Set instance (V (G), S), with S being the collection
of all the vertex subsets that induce a forbidden subgraph in G.

Now, as mentioned, the v-Avoiding variants of vertex selection problems are of particular
interest. A useful consequence of considering Vertex Hitting Set problems as special cases
of Hitting Set, is that this yields a well-defined canonical LP formulation for such problems
that can easily be modified to describe their v-Avoiding variant. This LP formulation
is based on the following standard LP for a Hitting Set instance (U, S), which uses
variables xu for every u ∈ U :
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minimize
∑
u∈U

xu

subject to:
∑
u∈S

xu ≥ 1 for every S ∈ S

0 ≤ xu ≤ 1 for every u ∈ U

To describe the v-Avoiding variant of a Vertex Hitting Set problem, this LP can simply
be modified by adding the constraint xv = 0. For a given Vertex Hitting Set problem Π,
a graph G and a vertex v ∈ V (G), we denote the resulting LP as LPΠ(G, v).

Although the original theorem from Bumpus et al. [4] makes a statement about C-
deletion problems only, it is not too hard to see that this statement also holds for any
other Vertex Hitting Set problem. We therefore present this result as the following slight
generalization.

▶ Theorem 3.1. Let Π be a Vertex Hitting Set problem and let c ∈ R≥1. Then there
exists a polynomial-time algorithm for (c + 1)-Essential detection for Π if the following
two conditions are met:
1. For all G and v ∈ V (G), there is a polynomial-time separation oracle for LPΠ(G, v).
2. For all G and v ∈ V (G) for which {v} solves Π on G, the integrality gap of LPΠ(G, v) is

at most c.

This statement admits a proof that is almost identical to the proof by Bumpus et al. [4,
Theorem 4.1]. At any point in that proof where the assumption is used that Π is a C-
Deletion problem for some hereditary C, this assumption may be replaced by the property
that any superset of a solution to Π is also a solution. This property is satisfied for every
Vertex Hitting Set problem. Otherwise, no changes to the proof are required. We
therefore refer the reader to this prior work for the details of the proof.

Many known results about the approximation of Hitting Set or about the integrality
gap of Hitting Set LPs consider the restriction to d-Hitting Set. This is the problem
obtained by requiring every S ∈ S in the input to be of size at most d for some positive
integer d. Both upper bounds and lower bounds are known for the integrality gaps of the
standard LP describing d-Hitting Set instances. The standard LP is the linear program
given above for the general Hitting Set problem.

It is well-known that this LP has an integrality gap of at most d and that there exist
instances for which this bound is tight. This result is for example mentioned as an exercise
in a book on approximation algorithms [33, Exercise 15.3], framed from the equivalent
perspective of the Set Cover problem.

4 Positive results

This section contains our positive results for essential vertex detection. For three different
problems Π and corresponding values of c, we provide polynomial-time algorithms for c-
Essential detection for Π. The first two of these, being strongly related, are presented in
Section 4.1. There, we provide c-Essential detection algorithms for Vertex Multicut
and Directed Vertex Multicut with c = 3 and c = 5 respectively. Afterward, we provide
a 3.5-Essential detection algorithm for the Cograph Deletion problem in Section 4.2.
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4.1 Vertex Multicut
Our first two positive results concern the well-studied Vertex Multicut problem and
its directed counterpart Directed Vertex Multicut. These are optimization problems
defined as follows.

(Directed) Vertex Multicut
Input: A (directed) graph G and a set of (ordered) vertex pairs T = {(s1, t1), . . . , (sr, tr)}

called the terminal pairs.
Task: Find a minimum size vertex set S ⊆ V (G) such that there is no (si, ti) ∈ T for which

G − S contains a (directed) (si, ti)-path.

We start by observing that both problems are Vertex Hitting Set problems: if we
let PT (G) be the collection of vertex subsets that form a (directed) (si, ti)-path in G, then
the (Directed) Vertex Multicut instance (G, T ) is equivalent to the Hitting Set
instance (V (G), PT (G)). This interpretation of the problems as special cases of Hitting Set
is also captured by the standard LP formulations of the problems, on which the v-Avoiding
LP below is based:

minimize
∑

u∈V (G)

xu

subject to:
∑

u∈V (P )

xu ≥ 1 for every (directed) path P from some si to ti

xv = 0
0 ≤ xu ≤ 1 for u ∈ V (G)

The set of constraints in this LP formulation not only depends on the structure of the
input graph G, but also on the set T of terminal pairs. Hence, we denote the LP above
as LPVM(G, T , v) for undirected G or as LPDVM(G, T , v) for directed G. The standard LP
formulations of Vertex Multicut and Directed Vertex Multicut are obtained by
simply removing the constraint xv = 0.

The undirected case. We start with the undirected version of the problem and show
in Lemma 4.1 that LPVM(G, T , v) has an integrality gap of at most 2 for all Vertex
Multicut instances (G, T ) where v ∈ V (G) is such that {v} is a solution. This bound
yields a polynomial-time algorithm for 3-Essential detection for Vertex Multicut
as presented in Theorem 4.2.

▶ Lemma 4.1. Let (G, T ) be a Vertex Multicut instance with some v ∈ V (G) such that
{v} is a solution for this instance. Then LPVM(G, T , v) has an integrality gap of at most 2.

Proof. Let x = (xu)u∈V (G) be an optimal solution to LPVM(G, T , v) and let z =
∑

u∈V (G) xu

be its value. If we interpret the values of xu, as given by x, as vertex weights, then by
definition of the LP, all (si, ti)-paths have weight at least 1 for all {si, ti} ∈ T . Moreover, all
such paths must pass through v because {v} is a solution, so we know for every {si, ti} ∈ T
that all (si, v)-paths or all (ti, v)-paths (or both) have weight at least 1

2 .
We proceed by stating a reformulation of this property. Let D ⊆ V (G) be the set of all

vertices u such that every (u, v)-path has weight at least 1
2 . Then, the above property can

also be described as follows: for every {si, ti} ∈ T , at least one of si and ti is in D.
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Using this alternate formulation, it follows that every (v, D)-separator X is also a valid
solution to the given Vertex Multicut instance. To see this, consider an arbitrary (si, ti)-
path P for some arbitrary {si, ti} ∈ T . Since {v} is a solution, P intersects v. If si ∈ D,
then the fact that X is a (v, D)-separator implies that X intersects the subpath of P between
v and si. The same holds for ti. Since at least one of si and ti is in D, it follows that X

must intersect P . Because P was an arbitrary (si, ti)-path for an arbitrary terminal pair
{si, ti}, X hits all such paths and therefore it is a vertex multicut.

Now to prove that LPVM(G, T , v) has an integrality gap of at most 2, it suffices to show
that there exists a (v, D)-separator X ⊆ V (G) of size at most 2z that does not contain v.
To see that this is indeed the case, we start by constructing a fractional (v, D)-separator
f : V (G) → R of weight at most 2z and with f(v) = 0. We obtain f by simply doubling
the values given by x, i.e.: f(u) := 2xu for all u ∈ V (G). This step is inspired by a proof
from Golovin, Nagarajan, and Singh that shows an upper bound on the integrality gap of a
Multicut variant in trees [15].

We observe that indeed f(v) = 2 · xv = 0, since x is a solution to LPVM(G, T , v), which
requires that xv = 0. Furthermore, D was constructed such that all paths from v to a vertex
in D have a weight of at least 1

2 under the vertex weights as given by x. Hence, under the
doubled weights of f , all such paths have a weight of at least 1, witnessing that f is in fact a
fractional (v, D)-separator.

The final step of the proof is now to show that the existence of this fractional (v, D)-
separator of weight 2z implies the existence of an integral (v, D)-separator of size at most
2z that does not contain v. To do so, we use Menger’s theorem on the auxiliary directed
graph G′ obtained from G by turning all undirected edges into bidirected edges, while adding
a sink node t with incoming edges from all vertices in D.

Consider a maximum collection P of internally vertex-disjoint directed (v, t)-paths in G′.
Let X ⊆ V (G′) \ {v, t} be a directed (v, t)-separator in G′ of size |P|, whose existence is
guaranteed by Theorem 2.1. The construction of G′ ensures that X is a (v, D)-separator in G

that does not contain v, and therefore corresponds to an integral solution to LPVM(G, T , v).
To bound the integrality gap by 2, it therefore suffices to prove that |P| = |X| ≤ 2z.

For each (v, t)-path P ∈ P in G′, the prefix obtained by omitting its endpoint t yields
a (v, D)-path in G. Since f is a fractional (v, D)-separator, it must assign every such prefix
of P ∈ P a weight of at least 1. Because f(v) = 0 and because the paths in P are internally
vertex-disjoint, we find that the total weight of f must be at least |P| = |X|. Since the
weight of f is at most 2z, we find that |P| = |X| ≤ 2z. This concludes the proof. ◀

We can even construct Vertex Multicut instances (G, T ) that are solved by some
{v} ⊆ V (G) for which the integrality gap of LPVM(G, T , v) is arbitrarily close to 2, showing
that the bound in Lemma 4.1 is tight. To construct such an instance, let G be a (large) star
graph, let v ∈ V (G) be its center and let T =

(
V (G)\{v}

2
)
. Clearly, {v} is a solution to the

Vertex Multicut instance (G, T ).
To determine the integrality gap of LPVM(G, T , v), we first note that any solution to the

Vertex Multicut instance that avoids v must, at least, include all but one of the leaves
from G. Any such set is indeed a solution, which shows that the smallest integral solution to
LPVM(G, T , v) has value |V (G)| − 2. A smaller fractional solution to the program may be
obtained by assigning every leaf of G a value of 1

2 , which would yield a solution with a total
value of 1

2 · (|V (G)| − 1). Observe that such a construction of G, T , and v can be used to get
an LP with an integrality gap arbitrarily close to 2 by having the star graph G be arbitrarily
large.
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Regardless of the bound on the integrality gap being tight, Lemma 4.1 and Theorem 3.1
combine to prove the following result.

▶ Theorem 4.2. (⋆) There exists a polynomial-time algorithm for 3-Essential detection
for Vertex Multicut.

The algorithm to detect 3-essential vertices leads in a black-box fashion to a search-space
reduction guarantee for the current-best algorithm for solving Vertex Multicut due to
Marx and Razgon [26]. This follows from a result of Bumpus et al. [4, Theorem 5.1] (cf. [20,
Theorem A.1]). While they originally stated their connection between essential detection
and search-space reduction for C-Deletion problems, it is easy to see that the same proof
applies for any Vertex Hitting Set problem: the only property of C-Deletion that is
used in their proof is that for any vertex set X ⊆ V (G), a vertex set Y ⊆ V (G − X) is a
solution to G − X if and only if X ∪ Y is a solution to G; this property holds for any Vertex
Hitting Set problem.

▶ Corollary 4.3. There is an algorithm that, given a Vertex Multicut instance (G, T )
on n vertices, outputs an optimal solution in time 2O(ℓ3) · nO(1), where ℓ is the number of
vertices in an optimal solution that are not 3-essential.

The directed case. Keeping in mind the techniques used to prove Lemma 4.1, we proceed
to the next problem: Directed Vertex Multicut. By similar arguments, we find the v-
Avoiding LP of this problem to have a bounded integrality gap as well. However, adaptations
to these arguments are required to take the directions of edges into consideration, yielding a
higher bound on the integrality gap of the directed version of the problem.

▶ Lemma 4.4. (⋆) Let (G, T ) be a Directed Vertex Multicut instance with some
v ∈ V (G) such that {v} is a solution for it. Then LPDVM(G, T , v) has an integrality gap of
at most 4.

Similar to the undirected setting, this upper bound on the integrality gap leads to the
following algorithmic result when combined with Theorem 3.1.

▶ Theorem 4.5. There exists a polynomial-time algorithm for 5-Essential detection
for Directed Vertex Multicut.

This statement admits a proof that is almost identical to the proof of Theorem 4.2, since the
shortest-path algorithm that provides the separation oracle of the Vertex Multicut LP
can also take directed graphs as input.

4.2 Cograph Deletion
Our next positive result concerns the Cograph Deletion problem. As this is a specific
case of C-Deletion, this is more in line with the original research direction for c-Essential
detection introduced by Bumpus et al. [4], where a framework was built around C-Deletion
problems. The Cograph Deletion problem is defined as follows.

Cograph Deletion
Input: An undirected graph G.
Task: Find a minimum size set S ⊆ V (G) such that G − S is a cograph (i.e.: G − S does

not contain a path on 4 vertices as an induced subgraph).
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We start by observing that the Cograph Deletion problem is a Vertex Hitting Set
problem: if we let P4(G) be the collection of vertex subsets that induce a P4 in G, then the
Cograph Deletion instance G is equivalent to the Hitting Set instance (V (G), P4(G)).
Again, motivated by Theorem 3.1, we study the v-Avoiding LP for this problem:

minimize
∑

u∈V (G)

xu

subject to:
∑

u∈V (H)

xu ≥ 1 for every induced subgraph H of G isomorphic to P4

xv = 0
0 ≤ xu ≤ 1 for u ∈ V (G)

For a given graph G and vertex v ∈ V (G), we denote the LP above as LPCD(G, v). Whenever
v is such that G − v is a cograph, the resulting LP admits a simple upper bound on the
integrality gap. This bound is derived from the observation that the v-Avoiding Cograph
Deletion problem is a special case of 3-Hitting Set: the vertex sets to be hit in the
problem are the triplets of vertices that, together with v, induce a P4 in G. As the natural
LP describing 3-Hitting Set has an integrality gap of at most 3, it follows that the natural
LP formulation of v-Avoiding Cograph Deletion, to which the above LP is equivalent,
also has an integrality gap of at most 3.

This section is dedicated to proving a stronger result than this trivial bound. We prove
that, whenever v is such that G−v is a cograph, LPCD(G, v) has an integrality gap of at most
2.5. To prove this, we use a method inspired by iterative rounding [19], where an approximate
integral solution can be obtained by solving the LP, picking all vertices that receive a large
enough value, updating the LP to no longer contain these vertices and repeating these steps
until a solution is found.

For our purposes, we consider values of at least 0.4 to be “large enough”. However, we will
see that an extension to the original method is required since LPCD(G, v) is not guaranteed
to always have an optimal solution that assigns at least one vertex a value of ≥ 0.4. This
issue is reflected in the inductive proof below by having the step case split into two subcases.
The first of these deals with the standard iterative rounding setup, while the second subcase
deals with the possibility of an optimal solution not assigning any vertex a large value.

▶ Lemma 4.6. Let G be a graph and let v ∈ V (G) be such that G − v is a cograph. Then
LPCD(G, v) has an integrality gap of at most 2.5.

Proof. We prove the statement by induction on the value of an optimal fractional solution
to the linear program.

First, consider as base case that LPCD(G, v) has an optimal fractional solution of value 0.
Then this solution is the all-zero solution. This is also an integral optimum solution to the
program, so the integrality gap of the program is 1 and the claim holds.

Next, let x = (xu)u∈V (G) be an optimal solution to LPCD(G, v), let z =
∑

u∈V (G) xu be
its value and let V≥0.4 ⊆ V (G) be the set of vertices that are assigned a value of at least 0.4
in this solution. We distinguish two cases.

Case 1. Suppose V≥0.4 ̸= ∅. Consider the pair (G − V≥0.4, v) and note that (G − V≥0.4) − v,
being an induced subgraph of G − v, is a cograph. Also note that the restriction of x
to G − V≥0.4 is a feasible solution to LPCD(G − V≥0.4, v). This solution has a value of
z −

∑
u∈V≥0.4

xu ≤ z − 0.4 · |V≥0.4|, which is strictly smaller than z by the assumption that
V≥0.4 ̸= ∅. If we let zres be the value of an optimal solution to LPCD(G − V≥0.4, v), then this
implies that zres ≤ z − 0.4|V≥0.4| < z as well.
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Then, by the induction hypothesis, an integral solution Vres to LPCD(G − V≥0.4, v) with
|Vres| ≤ 2.5zres exists. To prove that LPCD(G, v) has an integrality gap of at most 2.5, we
proceed by showing that Vres ∪ V≥0.4 is an integral solution to LPCD(G, v) with value at most
2.5z. We start by arguing that Vres ∪ V≥0.4 is a valid integral solution.

First note that neither Vres nor V≥0.4 contains v since both LPCD(G − V≥0.4, v) and
LPCD(G, v) require xv = 0. Therefore, the union of these two sets also does not contain v.
Secondly, note that Vres (by construction of LPCD(G−V≥0.4, v)) contains a vertex from every
induced P4 in G that does not already have a vertex in V≥0.4. As such, Vres ∪ V≥0.4 contains
a vertex from every induced P4 in G, which makes it a feasible solution to LPCD(G, v).

Knowing this, it remains to prove that Vres ∪ V≥0.4 has size at most 2.5z. Recall that we
derived zres ≤ z − 0.4 · |V≥0.4|. We can use this inequality to make the following derivation:

|Vres ∪ V≥0.4| ≤ |Vres| + |V≥0.4| ≤ 2.5zres + |V≥0.4| by definition of Vres

≤ 2.5 (z − 0.4 · |V≥0.4|) + |V≥0.4| by the above inequality
= 2.5z − |V≥0.4| + |V≥0.4| = 2.5z since 2.5 · 0.4 = 1

Case 2. Suppose V≥0.4 = ∅. Let V ∗ ⊆ V (G) \ {v} be the set of vertices other than v that
are part of at least one induced P4 in G. To prove that LPCD(G, v) has an integrality gap of
at most 2.5, we show that the smaller set of V ∗ ∩ NG(v) and V ∗ \ NG(v) is a solution to the
program with size at most 2.5z.

We start by proving that V ∗ ∩ NG(v) and V ∗ \ NG(v) are both feasible solutions to
LPCD(G, v). We do so using an observation about the structure of the graph P4. Observe
that this graph has the property that each vertex has at least one neighbor and at least one
non-neighbor. Since v is part of every induced P4 in G by assumption, this means that every
induced P4 in G contains both a neighbor and a non-neighbor of v.

The above observation implies that V ∗ ∩ NG(v) and V ∗ \ NG(v) both intersect all
induced subgraphs of G isomorphic to P4. Hence, both of these sets are feasible solutions to
LPCD(G, v). It remains to prove that the smaller of the two sets has a size of at most 2.5z.

Since V ∗ ∩NG(v) and V ∗ \NG(v) form a partition of V ∗ into two parts, the smaller of the
two will always be of size at most |V ∗|/2. Therefore, it suffices to show that |V ∗|/2 ≤ 2.5z.
To prove this, we start by showing that the assumption that V≥0.4 = ∅ implies that xw ≥ 0.2
for all vertices w ∈ V ∗.

We prove this property by contradiction, so suppose there is some vertex w ∈ V (G) \ {v}
that is part of an induced P4, but which has xw < 0.2. Let H be an induced subgraph of G

that is isomorphic to P4 and with w ∈ V (H). Because G − v is a cograph, v is contained in
every induced P4 and in particular v ∈ V (H). By definition of LPCD(G, v), we have xv = 0.
By the assumption that V≥0.4 = ∅, the two vertices in V (H) \ {w, v} have value at most 0.4,
so

∑
u∈V (H) xu < 1, which contradicts the validity of x.

Knowing that xw ≥ 0.2 for all w ∈ V ∗, it follows that z =
∑

u∈V (G) xu ≥ 0.2|V ∗|.
Rewriting this inequality, we obtain |V ∗|/2 ≤ 2.5z. ◀

At the moment, we are not aware of any examples of pairs (G, v) where G−v is a cograph
and for which LPCD(G, v) has an integrality gap of 2.5. Therefore, the bound above does
not have to be tight and the integrality gap of such programs may even be as small as 2.
However, there do exist pairs (G, v) where G − v is a cograph and for which LPCD(G, v) has
an integrality gap arbitrarily close to 2.

Such a pair (G, v) may be obtained by constructing G as the union of m disjoint edges
and adding the vertex v to it which is adjacent to exactly one endpoint of each of these m

edges. Then, any integral solution to LPCD(G, v) must include, at least, one endpoint from
all but one of the original m edges. Any such set of vertices is in fact a feasible integral
solution, so a smallest integral solution has size m − 1.
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An optimal fractional solution may be obtained by assigning all m neighbors of v a
value of 0.5, which yields a total value of m/2. Hence, the integrality gap of LPCD(G, v) is
m−1
m/2 = 2 · m−1

m , which can be arbitrarily close to 2 for arbitrarily large m.
Like earlier, the upper bound on the integrality gap shown in Lemma 4.6 leads to the

following algorithmic result.

▶ Theorem 4.7. (⋆) There exists a polynomial-time algorithm for 3.5-Essential detection
for Cograph Deletion.

The algorithm to detect 3.5-essential vertices leads to a search-space reduction guarantee
for the current-best parameterized algorithm for Cograph Deletion [27] via Theorem 5.1
by Bumpus et al. [4].

▶ Corollary 4.8. There is an algorithm that, given a Cograph Deletion instance G on n

vertices, outputs an optimal solution in time 3.115ℓ · nO(1), where ℓ is the number of vertices
in an optimal solution that are not 3.5-essential.

In the full version of this paper [20, Section 4.2.1] we contrast the integrality gap of 2.5
for the v-avoiding version of Cograph Deletion to the standard version for the problem,
for which we provide the following lower bound using the probabilistic method.

▶ Theorem 4.9. (⋆) For all ε > 0, the integrality gap of the standard Cograph Deletion
LP is larger than 4 − ε.

5 Hardness results

In this section, we show two main hardness results regarding essential detection algorithms.
The first of these concerns Directed Feedback Vertex Set (DFVS). The objective
in this problem is to find a smallest vertex set S in a directed input graph G such that
G − S is acyclic. We slightly abuse notation by using the acronym DFVS to denote both
a (not necessarily optimal) solution to a given input and the name of the problem itself.
Additionally, we let DFVS(G) denote the size of a smallest DFVS in G. The hardness result
obtained for DFVS can be extended to Directed Vertex Multicut. The second result
concerns Vertex Cover (VC) and it can be extended to other vertex hitting set problems
on undirected graphs, including Vertex Multicut.

Our results are based on the hardness assumption posed by the Unique Games Conjecture
(UGC) [21]. Although the conjecture has remained open since its introduction in 2002, many
conditional hardness results in the area of approximation algorithms follow from it. Before
stating our first new hardness result, we mention the known result it is derived from, which
itself is an implication of the UGC. By the nature of the UGC, many results derived from it
show the conditional hardness of distinguishing between two types of problem inputs: one
with a very small solution and one with a very large solution. Indeed, we derive our hardness
from one such result due to Svensson [32, Theorem 1.1] that implies the following.

▶ Lemma 5.1. (⋆) Assuming the UGC, the following problem is NP-hard for any integer
r ≥ 2 and sufficiently small constant δ > 0. Given a directed n-vertex graph G, distinguish
between the following two cases:

DFVS(G) ≤
( 1−δ

r + δ
)

n

DFVS(G) ≥ (1 − δ)n

We use this formulation to prove the following.

▶ Theorem 5.2. Assuming the UGC, (2 − ε)-Essential detection for DFVS is NP-hard
for any ε ∈ (0, 1].
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Proof. Let ε ∈ (0, 1] be given. We can assume w.l.o.g. that 2
ε is integral. If not, we could

consider some ε′ < ε such that 2
ε′ is integer and prove hardness for (2 −ε′)-essential detection.

As a (2 − ε)-essential detection algorithm is also a valid algorithm for (2 − ε′)-essential
detection, this would imply the hardness of (2 − ε)-essential detection as well.

Now, we use Lemma 5.1 as a starting point for hardness. To do so, let G be an arbitrary
directed graph on n vertices. To use Lemma 5.1, we show how to reduce G into a directed
graph G′, such that solving (2 − ε)-Essential detection for DFVS on G′ allows us
to distinguish between DFVS(G) ≤

( 1−δ
r + δ

)
n and DFVS(G) ≥ (1 − δ)n for some integer

r ≥ 2 and arbitrarily small δ > 0. We assume w.l.o.g. that n · ε/2 is integer. If not, we could
consider the graph obtained by having 2/ε independent copies of G instead, as the minimum
size of a DFVS relative to the total graph size would be the same. We proceed by explaining
the reduction, after which we prove its correctness.

Our reduction starts with the directed graph G and depends on the value of ε. The full
version of this paper contains a visual example [20, Figure 1]. We start the construction of G′

as a copy of G. To avoid confusion between vertices in G and G′, we denote the current vertex
set of G′ as P . Next, we expand the graph with two additional sets of vertices Qin and Qout.
These sets each consist of m := (1 − ε

2 )n vertices, which is integer by our assumptions on n

and ε. We denote the vertices of Qin as q1, . . . , qm and the vertices of Qout as q′
1, . . . , q′

m. We
define Q := Qin ∪ Qout.

We complete the construction of G′ by adding more arcs to it. For every i ∈ [m], we add
the arc (qi, q′

i). For every p ∈ P and qi ∈ Qin, we add the arc (p, qi). For every p ∈ P and
q′

i ∈ Qout, we add the arc (q′
i, p). This completes the construction of G′. Observe that it

ensures that (p, qi, q′
i) is a directed cycle for every p ∈ P and i ∈ [m].

To prove the correctness of this reduction, we show that the output of an algorithm for
(2 − ε)-Essential detection for DFVS on G′ can be used as subroutine to distinguish
between DFVS(G) ≤

( 1−δ
r + δ

)
n and DFVS(G) ≥ (1 − δ)n for some integer r ≥ 2 and

arbitrarily small δ > 0. In particular, we show that this is possible for r = 4
ε , which is integer

by the assumption that 2
ε is integer. From now on, we fix r = 4

ε and δ > 0 to be arbitrarily
small so that δ ≤ ε

4 in particular.
Now, suppose that an algorithm for (2 − ε)-Essential detection for DFVS exists

and let S ⊆ V (G′) be its output when run on G′ with k set to n. (Recall, k represents a
guess for (an upper bound) of the size of an optimal solution in G′. In this setting, that
would be a guess for the size of a minimum size DFVS in G′.) We show that the following
two implications hold:

▷ Claim 5.3. (⋆) If DFVS(G) ≤
( 1−δ

r + δ
)

n, then |S| < n.

▷ Claim 5.4. (⋆) If DFVS(G) ≥ (1 − δ)n, then |S| = n.

Then, simply checking the size of the output set S suffices to distinguish between DFVS(G) ≤( 1−δ
r + δ

)
n and DFVS(G) ≥ (1 − δ)n. From Lemma 5.1, we know that this distinction is

NP-hard to make under the UGC, meaning that (2 − ε)-Essential detection for DFVS
is also NP-hard when assuming the UGC. To prove Theorem 5.2, it therefore suffices to
prove Claim 5.3 and Claim 5.4. The full proofs can be found in the full version.

Proof sketch for Claim 5.3. Let X be a smallest DFVS in G. It follows from the construction
of G′ that the set X ∪ Qin is a DFVS in G′. Its size is strictly smaller than n, which follows
from our choice of r and by δ being arbitrarily small. Since we invoke the algorithm for
(2 − ε)-Essential detection for DFVS with k = n, by Property (G1) the set S must be
a subset of some smallest DFVS in G′. This implies that |S| < n, proving the claim. ◁
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Proof sketch for Claim 5.4. Suppose that DFVS(G) ≥ (1 − δ)n. By construction of G′, the
set P is a DFVS in G′ so that DFVS(G′) ≤ |P | = n. We aim to show that P is in fact the
unique smallest DFVS in G′, by showing that all vertices in P are (2 − ε)-essential in G′

and therefore cannot be avoided in any (2 − ε)-approximate solution, let alone in an optimal
solution. Assuming the (2 − ε)-essentiality of the vertices in P , it follows from Property (G2)
that the set S (the output of running a (2 − ε)-Essential detection for DFVS algorithm
on G′ with k set to n) must contain all of P , so |S| ≥ n. By Property (G1), no other vertices
can be in S, so |S| = n.

To establish the claim, it therefore suffices to prove that all vertices of P are (2 − ε)-
essential. By construction of G′, each vertex p ∈ P forms a directed cycle with each of the m

pairs (qi, q′
i) in Q. Any solution avoiding p therefore contains at least m vertices from Q, but

also contains at least DFVS(G) ≥ (1 − δ)n vertices from P to hit all cycles of G′[P ] = G.
Our choice of m and δ ensure m + (1 − δ)n ≥ (2 − ε)n ≥ (2 − ε)DFVS(G′). ◁

This concludes the proof of Theorem 5.2. ◀

The lower bound of Theorem 5.2 yields an analogous lower bound for Directed Vertex
Multicut, since the set of solutions for Directed Feedback Vertex Set on a graph G

equals the set of solutions to the Directed Vertex Multicut instance obtained from G

by introducing a terminal pair (u2, u1) for every arc (u1, u2) of G.

▶ Corollary 5.5. Assuming the UGC, (2−ε)-Essential detection for Directed Vertex
Multicut is NP-hard for any ε > 0.

By applying the proof technique above, but starting from a result about hardness of
approximation for d-Hitting Set [22], we prove the following lower bound for Vertex
Cover. It implies the same lower bound for Undirected Vertex Multicut.

▶ Theorem 5.6. (⋆) Assuming the UGC, (1.5 − ε)-Essential detection for VC is
NP-hard for any ε ∈ (0, 0.5].

▶ Corollary 5.7. (⋆) Assuming the UGC, (1.5 − ε)-Essential detection for Vertex
Multicut is NP-hard for any ε ∈ (0, 0.5].

6 Conclusion and discussion

We revisited the framework of search-space reduction via the detection of essential vertices.
The improved running-time guarantees for fixed-parameter tractable algorithms that result
from our detection algorithms give insight into which types of inputs of NP-hard vertex
hitting set problems can be solved efficiently and optimally: not only the inputs whose total
solution size is small, but also those in which all but a small number of vertices of an optimal
solution are essential. Our detection algorithms arise by analyzing the integrality gap for the
v-Avoiding version of the corresponding LP-relaxation, which only has to be analyzed for
inputs in which {v} is a singleton solution. Our results show that the integrality gaps in this
setting are much smaller than for the standard linear program of the hitting set formulation.

For Directed Feedback Vertex Set, our lower bound shows that the polynomial-time
algorithm that detects 2-essential vertices is best-possible under the UGC. For Vertex
Cover and Vertex Multicut, our lower bounds do not match the existing upper bounds.
It would be interesting to close these gaps.

Our positive results rely on standard linear programming formulations of the associated
hitting set problems. In several scenarios, algorithms based on the standard linear program
can be improved by considering stronger relaxations such as those derived from the Sherali-
Adams hierarchy or Lasserre-hierachy (cf. [23]). For example, Aprile, Drescher, Fiorini, and
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Huynh [2] proved that for the Cluster Vertex Deletion problem (which asks to hit
all the induced P3 subgraphs) the integrality gap of the standard LP-formulation is 3, but
decreases to 2.5 using the first round of the Sherali-Adams hierarchy. Applying (1/ε)O(1)

rounds further decreases the gap to 2 + ε. Can such hierarchies lead to better algorithms for
c-Essential detection?

So far, the notion of c-essentiality has been explored for vertex hitting set problems on
graphs. For other optimization problems whose solutions are subsets of objects (for example,
edge subsets, or subsets of tasks in a scheduling problem) one can define c-essential objects as
those contained in all c-approximate solutions. Does this notion have interesting applications
for problems that are not about graphs?
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Abstract
It is known that the weighted version of Edge Multiway Cut (also known as Multiterminal
Cut) is NP-complete on planar graphs of maximum degree 3. In contrast, for the unweighted
version, NP-completeness is only known for planar graphs of maximum degree 11. In fact, the
complexity of unweighted Edge Multiway Cut was open for graphs of maximum degree 3 for
over twenty years. We prove that the unweighted version is NP-complete even for planar graphs of
maximum degree 3. As weighted Edge Multiway Cut is polynomial-time solvable for graphs of
maximum degree at most 2, we have now closed the complexity gap. We also prove that (unweighted)
Node Multiway Cut (both with and without deletable terminals) is NP-complete for planar
graphs of maximum degree 3. By combining our results with known results, we can apply two
meta-classifications on graph containment from the literature. This yields full dichotomies for all
three problems on H-topological-minor-free graphs and, should H be finite, on H-subgraph-free
graphs as well. Previously, such dichotomies were only implied for H-minor-free graphs.
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1 Introduction

In this paper we consider the unweighted edge and node versions of the classic Multiway
Cut problem, which is one of the most central separation/clustering graph problems with
applications in, for example, computer vision [3, 6] and multi-processor scheduling [26].

To define these problems, let G = (V, E) be a graph. For a subset S of either vertices or
edges of G, let G − S denote the graph obtained from G after deleting all elements, either
vertices (and incident edges) or edges, of S. Now, let T ⊆ V be a set of specified vertices
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that are called the terminals of G. A set S ⊆ E is an edge multiway cut for (G, T ) if every
connected component of G − S contains at most one vertex of T . In order words, removing S

pairwise disconnects the terminals of T . We define the notion of a node multiway cut S ⊆ V

in the same way, but there are two versions depending on whether or not S can contain
vertices of T . This leads to the following three decision problems, where the second one is
also known as Unrestricted Node Multiway Cut and the third one as Restricted
Node Multiway Cut or Node Multiway Cut with Undeletable Terminals.

Edge Multiway Cut
Input: A graph G, a set of terminals T ⊆ V and an integer k.
Question: Does (G, T ) have an edge multiway cut S ⊆ E of size at most k?

Node Multiway Cut with Deletable Terminals
Input: A graph G, a set of terminals T ⊆ V and an integer k.
Question: Does (G, T ) have a node multiway cut S ⊆ V of size at most k?

Node Multiway Cut
Input: A graph G, a set of terminals T ⊆ V and an integer k.
Question: Does (G, T ) have a node multiway cut S ⊆ V \ T of size at most k?

In Weighted Edge Multiway Cut, we are given a function ω : E(G) → Q+. The goal is
to decide if (G, T ) admits an edge multiway cut of total weight at most k. If ω ≡ 1, then we
obtain Edge Multiway Cut. Similarly, we can define weighted variants of both versions of
Node Multiway Cut with respect to a node weight function ω : V (G) → Q+.

The above problems have been studied extensively; see, for example, [2, 8, 9, 10, 11, 12,
15, 16, 17, 19, 20, 22, 23]. The problems can be thought of as the natural dual problems of
the Steiner Tree problem. In their famous study of Edge Multiway Cut, Dahlhaus
et al. [13] showed that it is NP-complete even if the set of terminals has size |T | = 3. Garg
et al. [16] showed the same for Node Multiway Cut. We note that this is a tight result:
if |T | = 2, then both problems reduce to the Minimum Cut problem. The latter problem
can be modelled as a maximum flow problem, and hence is well known to be solvable in
polynomial time [14]. Note that Node Multiway Cut with Deletable Terminals is
trivially polynomial-time solvable for any fixed |T |.

Our Focus. A graph is subcubic if it has maximum degree at most 3. Our goal in this paper
is to answer the following question:

What is the computational complexity of Edge Multiway Cut and both versions of Node
Multiway Cut for planar subcubic graphs?

Motivation. Our first reason is due to a complexity gap that was left open in the literature
for over twenty years. That is, in addition to their NP-completeness result for |T | = 3,
Dahlhaus et al. [13] also proved that Weighted Edge Multiway Cut is NP-complete on
planar subcubic graphs using integral edge weights. Any edge of integer weight j can be
replaced by j parallel edges (and vice versa) without changing the problem. Hence, their
reduction implies that Edge Multiway Cut is NP-complete on planar graphs of maximum
degree at most 11 [13, Theorem 2b].

Dahlhaus et al. [13] write that “The degree bound of 11 is not the best possible. Using a
slight variant on the construction and considerably more complicated arguments, we believe
it can be reduced at least to 6”, but no further arguments were given. Even without the
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planarity condition and only focussing on the maximum degree bound, the hardness result of
Dahlhaus et al. [13] is still best known. Given that the problem is polynomial-time solvable
if the maximum degree is 2, this means that there is a significant complexity gap that has
yet to be addressed.

To the best of our knowledge, there is no explicit hardness result in the literature that
proves NP-completeness of either version of Node Multiway Cut on graphs of any fixed
degree or on planar graphs. However, known and straightforward reductions (see e.g. [16, 23])
immediately yield NP-hardness on planar subcubic graphs for Node Multiway Cut with
Deletable Terminals (see Theorem 1.2), but only on planar graphs of maximum degree 4
for Node Multiway Cut (see Proposition 3.1).

Our second reason is the central role planar subcubic graphs play in complexity dichotomies
of graph problems restricted to graphs that do not contain any graph from a set H as a
topological minor1 or subgraph; such graphs are said to be H-topological-minor-free or H-
subgraph-free, respectively. For both the topological minor containment relation [24] and the
subgraph relation (see [18]) meta-classifications exist. To apply these meta-classifications, a
problem must satisfy certain conditions, in particular being NP-complete for subcubic planar
graphs for the topological minor relation, and being NP-complete for subcubic graphs for the
subgraph relation. These two conditions are exactly what is left to prove for Edge Multiway
Cut and both versions of Node Multiway Cut. In contrast, the results of [1, 13, 24]
and the aforementioned reductions from [16, 23] imply that all three problems are fully
classified for H-minor-free graphs: the problems are polynomial-time solvable if H contains a
planar graph and NP-complete otherwise (see also [18]). Hence, determining the complexity
status of our three problems for planar subcubic graphs is a pressing issue for obtaining new
complexity classifications for H-topological-minor-free graphs and H-subgraph-free-graphs.

Our third reason is the rich tradition to investigate the NP-completeness of problems on
subcubic graphs and planar subcubic graphs (see e.g. the list given by Johnson et al. [18])
which continues till this day, as evidenced by recent NP-completeness results for subcubic
graphs (e.g. [4, 27]) and planar subcubic graphs (e.g. [5, 28]). We also note that Edge
Multicut, the standard generalization of Edge Multiway Cut where given pairs of
terminals must be disconnected by an edge cut’, is NP-complete even on subcubic trees [7].

For the above reasons, the fact that the complexity status of our three problems restricted
to (planar) subcubic graphs has remained open this long is unexpected.

1.1 Our Results
The following three results fully answer our research question.

▶ Theorem 1.1. Edge Multiway Cut is NP-complete for planar subcubic graphs.

▶ Theorem 1.2. Node Multiway Cut with Deletable Terminals is NP-complete for
planar subcubic graphs.

▶ Theorem 1.3. Node Multiway Cut is NP-complete for planar subcubic graphs.

We prove Theorem 1.1 in Section 2 and Theorems 1.2 and 1.3 in the Section 3.

1 A graph G contains a graph H as a topological minor if G can be modified into H by a sequence of edge
deletions, vertex deletions and vertex dissolutions, where a vertex dissolution is the contraction of an
edge incident to a vertex of degree 2 whose (two) neighbours are non-adjacent.
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In spirit, our construction for Edge Multiway Cut is similar to the one by Dahlhaus et
al. [13] for graphs of maximum degree 11. For non-terminal vertices of high degree, a local
replacement by a (sub)cubic graph is relatively easy. However, for terminal vertices of high
degree, a local replacement strategy seems impossible. Hence, the fact that terminals in the
construction of Dahlhaus et al. [13] can have degree up to 6 becomes a crucial bottleneck. To
ensure that our constructed graph has maximum degree 3, we therefore need to build different
gadgets. We then leverage several deep structural properties of the edge multiway cut in the
resulting instance, making for a significantly more involved and technical correctness proof.
Crucially, we first prove NP-completeness for a weighted version of the problem on graphs
of maximum degree 5, in which each terminal is incident with exactly one edge of weight 3.
Then we replace weighted edges and high-degree vertices with appropriate gadgets.

The NP-completeness for Node Multiway Cut for planar subcubic graphs follows from
the NP-hardness of Edge Multiway Cut by constructing the line graph of input graph.
The hardness for Node Multiway Cut with Deletable Terminals on planar subcubic
graphs follows from a straightforward reduction from Vertex Cover.

1.2 Consequences
As discussed above, we immediately have the following dichotomy.

▶ Corollary 1.4. For every ∆ ≥ 1, Edge Multiway Cut and both versions of Node
Multiway Cut on graphs of maximum degree ∆ are polynomial-time solvable if ∆ ≤ 2, and
NP-complete if ∆ ≥ 3.

From a result of Robertson and Seymour [24], it follows that any problem Π that is NP-hard
on subcubic planar graphs but polynomial-time solvable for graphs of bounded treewidth can
be fully classified on H-topological minor-free graphs. Namely, Π is polynomial-time solvable
if H contains a subcubic planar graph and NP-hard otherwise. It is known that Edge
Multiway Cut and both versions of Node Multiway Cut satisfy the second property [1].
As Theorems 1.1–1.3 show the first property, we obtain the following dichotomy.

▶ Corollary 1.5. For every set of graphs H, Edge Multiway Cut and both versions of
Node Multiway Cut on H-topological-minor-free graphs are polynomial-time solvable if H
contains a planar subcubic graph, and NP-complete otherwise.

Let the ℓ-subdivision of a graph G be the graph obtained from G after replacing each edge
uv by a path of ℓ + 1 edges with end-vertices u and v. A problem Π is NP-hard under edge
subdivision of subcubic graphs if for every integer j ≥ 1 there is an ℓ ≥ j such that: if Π is
NP-hard for the class G of subcubic graphs, then Π is NP-hard for the class Gℓ consisting
of the ℓ-subdivisions of the graphs in G. Now say that Π is polynomial-time solvable on
graphs of bounded treewidth and NP-hard for subcubic graphs and under edge subdivision
of subcubic graphs. The meta-classification from Johnson et al. [18] states that for every
finite set H, Π on H-subgraph-free graphs is polynomial-time solvable if H contains a graph
from S, and NP-hard otherwise. Here, S is the set consisting of all disjoint unions of zero or
more paths and subdivided claws (4-vertex stars in which edges may be subdivided). Results
from Arnborg, Lagergren and Seese [1] and Johnson et al. [18] show the first two properties.
Theorems 1.1–1.3 show the last property. Thus, we obtain:

▶ Corollary 1.6. For every finite set of graphs H, Edge Multiway Cut and both versions of
Node Multiway Cut on H-subgraph-free graphs are polynomial-time solvable if H contains
a graph from S, and NP-complete otherwise.
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2 The Proof of Theorem 1.1

In this section, we show that Edge Multiway Cut is NP-complete on subcubic graphs.
We reduce the problem from Planar 2P1N-3SAT, which is a restricted version of 3-SAT.
Given a CNF-formula Φ with the set of variables X and the set of clauses C, the incidence
graph of the formula is the graph GX,C which is a bipartite graph with one of the partitions
containing a vertex for each variable and the other partition containing a vertex for each
clause of Φ. There exists in GX,C an edge between a variable-vertex and a clause-vertex if
and only if the variable appears in the clause. We define Planar 2P1N-3SAT as follows.

Planar 2P1N-3SAT
Input: A set X = {x1, . . . , xn} of variables and a CNF formula Φ over X and clause set
C with each clause containing at most three literals and each variable occurring twice
positively and once negatively in Φ such that GX,C is planar.
Question: Is there an assignment A : X → {0, 1} that satisfies Φ?

The above problem was shown to be NP-complete by Dahlhaus et al. [13]. By their con-
struction, each variable occurs in at least two clauses having size 2. This property becomes
important later in our NP-completeness proof.

We need two further definitions. Recall that in Weighted Edge Multiway Cut, we are
given a function ω : E(G) → Q+ in addition to G, T, k. The goal is to decide if (G, T ) admits
an edge multiway cut of total weight at most k. If the image of ω is the set X, we denote
the corresponding Weighted Edge Multiway Cut problem as X-Edge Multiway Cut.
Also note that if an edge/node multiway cut S has smallest possible size (weight) among
all edge/node multiway cuts for the pair (G, T ), then S is a minimum(-weight) edge/node
multiway cut.

We show the reduction in two steps. In the first step, we reduce from Planar 2P1N-
3SAT to {1, 2, 3, 6}-Edge Multiway Cut restricted to planar graphs of maximum degree 5
where the terminals all have degree 3. In the second step, we show how to make the instance
unweighted while keeping it planar and making its maximum degree bounded above by 3.

▶ Theorem 1.1 (Restated). Edge Multiway Cut is NP-complete for planar subcubic
graphs.

Proof. Clearly, Edge Multiway Cut is in NP. We reduce Edge Multiway Cut from
Planar 2P1N-3SAT. Let Φ be a given CNF formula with at most three literals in each
clause and each variable occurring twice positively and once negatively.

We assume that each clause has size at least 2 and every variable occurs in at least two
clauses of size 2. Let X = {xi | 1 ≤ i ≤ n} be the set of variables in Φ and C = {cj | 1 ≤
j ≤ m} be the set of clauses. We assume that the incidence graph GX,C is planar. By the
reduction of Dahlhaus et al. [13], Planar 2P1N-3SAT is NP-complete for such instances.

We now describe the graph construction. For each vertex of GX,C corresponding to a
clause cj in C, we create a clause gadget (depending on the size of the clause), as in Figure 1.
For each vertex of GX,C corresponding to a variable xi ∈ X, we create a variable gadget, also
shown in Figure 1. The gadgets have two terminals each (marked as red squares in Figure 1),
a positive and a negative one. In a variable gadget, the positive terminal is attached to the
diamond and the negative one to the hat, by edges of weight 3; refer to Figure 1. In a clause
gadget, each literal corresponds to a triangle, with these triangles connected in sequence,
and the positive and negative terminal are attached to triangles at the start and end of the
sequence, again by edges of weight 3.
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Diamond Hat
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Figure 1 The gadgets for the variables (top) as well as those for the clauses (bottom). The bottom-
left gadget corresponds to a clause with three literals whereas the bottom-right one corresponds to a
clause with two literals. The terminals are depicted as red squares.

Each degree-2 vertex in a gadget (marked blue in Figure 1) acts as a connector. For a
variable xi, if xi ∈ cj and xi ∈ ck for clauses cj , ck, then we connect the degree-2 vertices of
the diamond of xi to some degree-2 vertex of the gadgets for cj and ck, each by an edge of
weight 6. If xi ∈ cl for clause cl, then we connect the degree-2 vertex of the hat of xi and
some degree-2 vertex on the gadget for cl, again by an edge of weight 6. These connecting
edges are called links. A link structure is depicted in Figure 2, while an example of such
variable and clause connections is depicted in Figure 4. By the assumptions on Φ, we can
create the links such that each degree-2 vertex in the variable gadget is incident on exactly
one link and corresponds to one occurrence of the variable. Similarly, each degree-2 vertex of
a clause gadget is incident on exactly one link.

The graph thus created is denoted by G. We can construct G in such a way that it is
planar, because GX,C is planar and has maximum degree 3. Note that G has maximum
degree 5. Let T be the set of terminals in the constructed graph G. Note that G has a total
of 2n + 2m terminals.

We observe that all edges in G have weight at most 6. Non-terminal vertices are incident
on edges of total weight at most 8. Crucially, terminals are incident on edges of total weight
at most 3.

We introduce some extra notions to describe the constructed graph G. The edges of the
two triangles adjacent to a link are called connector edges. The edge of such a triangle that
is not adjacent to the link is called the base of the triangle. The connector edges closest to
the terminals are called outer edges, as indicated in Figure 1. The structure formed by the
two pairs of connector edges and the link is called the link structure; see Figure 2. Since
each variable occurs twice positively and once negatively in Φ, the constructed graph G has
exactly 3n link structures.

We now continue the reduction to obtain an unweighted planar subcubic graph. We
replace all the edges in G of weight greater than 1 by as many parallel edges between their
end-vertices as the weight of the edge. Each of these parallel edges has weight 1. We refer
to this graph as G′. Next, for each vertex v in G′ of degree greater than 3, we replace v

by a large honeycomb (hexagonal grid), as depicted in Figure 3, of 1000 × 1000 cells (these
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xi xi

c+j c−j

6

1 1

1 1

Figure 2 The figure shows a link structure formed by the connector edges of a clause-triangle
and its corresponding variable-triangle. The two bases that complete the triangles are not drawn.

numbers are picked for convenience and not optimized). The neighbours of v, of which there
are at most eight by the construction of G, are now attached to distinct degree-2 vertices on
the boundary of the honeycomb such that the distance along the boundary between any pair
of them is 100 cells of the honeycomb. These degree-2 vertices on the boundary are called
the attachment points of the honeycomb. The edges not belonging to the honeycomb that
are incident on these attachment points are called attaching edges. In the construction, we
ensure that the attaching edges occur in the same cyclical order on the boundary as the
edges to the neighbors of v originally occured around v. Let the resultant graph be G̃.

Note that the degree of any vertex in G̃ is at most 3. For terminals, this was already the
case in G′. Note that, therefore, terminals were not replaced by honeycombs to obtain G̃. For
non-terminals, this is clear from the construction of G′ and G̃. Moreover, all the edge weights
of G̃ are equal to 1, and thus we can consider it unweighted. Also, all the replacements can be
done as to retain a planar embedding of G and hence, G̃ is planar. G̃ has size bounded by a
polynomial in n + m and can be constructed in polynomial time. Finally, we set k = 7n + 2m.

For the sake of simplicity, we shall first argue that Φ is a yes instance of Planar
2P1N-3SAT if and only if (G, T, k) is a yes instance of {1, 2, 3, 6}-Edge Multiway Cut.
Later, we show that the same holds for G̃ by proving that no edge of any of the honeycombs
is ever present in any minimum edge multiway cut in G̃.

Suppose that A is a truth assignment satisfying Φ. Then, we create a set of edges
S ⊆ E(G), as follows:

If a variable is set to “true” by A, then add to S all the three edges of the hat in the
corresponding gadget. If a variable is set to “false” by A, then add to S all the five edges
of the diamond.
For each clause, pick a true literal in it and add to S all the three edges of the clause-
triangle corresponding to this literal.
Finally, for each link structure with none of its edges in S yet, add the two connector
edges of its clause-triangle to S.

▷ Claim 2.1. S is an edge multiway cut of (G, T ) of weight at most 7n + 2m.

Proof. For each variable, either the positive literal is true, or the negative one. Hence, either
all the three edges of its hat are in S or all the five edges of the diamond. Therefore, all the
paths between terminal pairs of the form xi − xi, for all 1 ≤ i ≤ n, are disconnected in G − S.
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Figure 3 Construction of G̃ from G′ by replacing every edge of weight greater than 1 by as many
parallel edges as its weight and then replacing the vertices of degree greater than 3 by a honeycomb
of size 1000 × 1000.

Consider the link structure in Figure 2. By our choice of S, at least one endpoint of each link
in G−S is a vertex of degree 1, hence a dead end. Therefore, no path connecting any terminal
pair in G − S passes through any link. As all the paths in G between a variable-terminal
and a clause-terminal must pass through some link, we know that all terminal pairs of this
type are disconnected in G − S. Since A is a satisfying truth assignment of Φ, all the edges
of one triangle from every clause gadget are in S. Hence, all the paths between terminal
pairs of the form c+

j − c−
j , for all 1 ≤ j ≤ m, are disconnected in G − S. Hence, S is an edge

multiway cut.
It remains to show that the weight of S is at most 7n + 2m. Since A satisfies each

clause of Φ, there are exactly m triangle-bases of weight 2 from the clause gadgets in S.
Similarly, the variable gadgets contribute exactly n bases to S. Finally, for each of the 3n

link structures, by the definition of S and the fact that A is a satisfying assignment, either
the two connector edges of the variable-triangle are in S or the two connector edges of the
clause-triangle. Together, they contribute a weight of 6n to the total weight of S. Therefore,
S is an edge multiway cut in G of weight at most 7n + 2m. ◁

Conversely, assume that (G, T, k) is a yes instance of {1, 2, 3, 6}-Edge Multiway Cut.
Hence, there exists an edge multiway cut of (G, T ) of weight at most 7n + 2m. We shall
demonstrate an assignment that satisfies Φ. Before that, we shall discuss some structural
properties of a minimum-weight edge multiway cut. In the following arguments, we assume
that the clauses under consideration have size three, unless otherwise specified. While making
the same arguments for clauses of size 2 is easier, we prefer to argue about clauses of size
three for generality.

▷ Claim 2.2 (adapted from [13]). If e is an edge in G incident on a non-terminal vertex v

of degree > 2 such that e has weight greater than or equal to the sum of the other edges
incident on v, then there exists a minimum-weight edge multiway cut in G that does not
contain e.

The above claim implies that there exists a minimum-weight multiway cut containing no
such edge e. To see this, note that an iterative application of the local replacement used
in Claim 2.2 would cause a conflict in the event that the replacement is cyclical. Suppose
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Figure 4 Shown in the figure is the variable interface of xi. The positive literal xi occurs in the
clauses cj and cg, whereas xi occurs in ch. No terminal is reachable from the vertex closest to the
red dashed lines in the direction of the paths crossed by it.

that the edges are replaced in the sequence e → e1 → . . . → er → e. Then the weight of e1,
denoted by w(e1) must be strictly less than the weight of e. Similarly, w(ei) < w(ej) for
i < j. This would mean that w(e) < w(e), which is a contradiction.

▷ Claim 2.3 ([13]). If a minimum-weight edge multiway cut contains an edge of a cycle,
then it contains at least two edges from that cycle.

It follows from Claim 2.2 and the construction of G that there exists a minimum-weight
edge multiway cut for (G, T ) that neither contains the edges incident on the terminals nor
does it contain the links. Among the minimum-weight edge multiway cuts that satisfy
Claim 2.2, we shall select one that contains the maximum number of connector edges and
from the ones that satisfy both the aforementioned properties, we shall pick one that contains
the maximum number of triangle-bases from clause gadgets of size 2. Let S be a minimum
edge multiway cut that fulfills all these requirements.

We say a link e incident on a gadget reaches a terminal t if e is the first edge on a path
P from the gadget to t and no edge on P is contained in S. A terminal t is reachable by a
gadget if one of the links incident on the gadget reaches t. Note that, for any terminal t′ in
the gadget, if t is reached from some incident link by a path P , then P can be extended to a
t′-t path in G using only edges inside the gadget. However, among the edges used by such
an extension, at least one must belong to S, or else t = t′.

▷ Claim 2.4. S contains exactly one base of a triangle from each variable gadget.

Proof. Clearly, S must contain at least one base from each variable gadget, else by the fact
that S contains no edges incident on terminals, a path between the terminals in such a gadget
would remain in G − S.

Suppose that S contains two bases of some variable gadget, say that of xi. By Claim 2.3,
S must also contain at least three connector edges from this variable gadget: at least two
connector edges (of the two triangles) of the diamond and at least one connector edge of the
hat. We claim that, without loss of generality, at least all the outer connector edges must
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be in S. If for some triangle the outer connector edge next to terminal t is not in S, then
the link incident on this triangle does not reach any terminal t′ ̸= t; otherwise, a t-t′ path
would remain in G − S, a contradiction. Hence, we simultaneously replace all inner connector
edges for which the corresponding outer connector edge is not in S by their corresponding
outer connector edge. For the resulting set S′, the variable terminals of the gadget and their
neighbors in G form a connected component of G − S′. Since the link incident on a triangle
for which the outer connector edge (next to terminal t) was not in S does not reach any
terminal t′ ̸= t, S′ is feasible. Moreover, it has the same properties we demanded of S. Thus,
henceforth, we may assume that all the outer connector edges of the xi-gadget are in S.

We now distinguish six cases based on how many links of the gadget reach a terminal:

Case 1. No link of the xi gadget reaches a terminal.
We can remove one of the two bases from S without connecting any terminal pairs. This is
so because in order to disconnect xi from xi, it suffices for S to contain either the base of
the diamond along with the two outer connector edges or the base and outer connector edge
of the hat. No other terminal pairs are connected via the gadget by the assumption of this
case. Hence, we contradict the minimality of S.

Case 2. A link of the xi-gadget reaches at least two distinct terminals.
By the definition of reaches, this implies that there is a path in G − S between any two of
the reached terminals. This contradicts that S is an edge multiway cut for (G, T ).

Case 3. Exactly one link e of the xi-gadget reaches some terminal t.
We remove from S the base of a triangle that is not attached to e and add the remaining
connector edge of the triangle that is attached to e (if it is not already in S). Consequently,
although e reaches t, both connector edges incident on e are in S. Since no other link reached
any terminals and xi remains disconnected from xi in G − S, we can obtain an edge multiway
cut for (G, T ) satisfying Claim 2.2 that has the same or less weight as S, but has strictly
more connector edges than S. This is a contradiction to our choice of S.

Case 4. Exactly two links e, e′ of the xi-gadget reach two distinct terminals t and t′,
respectively.
Recall that all three outer connector edges are in S. Now at least one of the inner connector
edges of the gadget must be in S, or else t would be connected to t′ via this gadget. In
particular, both the connector edges of at least one of the two triangles attached to e, e′

must be in S. We can remove from S one of the two bases and add instead the remaining
connector edge of the other triangle (if it is not already in S). Consequently, although e

reaches t and e′ reaches t′, all connector edges incident on e and e′ are in S. Moreover, xi

and xi are not connected to each other in G − S, as one base and its corresponding outer
connector(s) are still in S. The transformation results in an edge multiway cut for (G, T )
satisfying Claim 2.2 that has the same or less weight than S, but has strictly more connector
edges than S. This is a contradiction to our choice of S.

Case 5. All the three links of the xi-gadget reach distinct terminals t, t′, t′′, respectively.
Recall that all three outer connected edges are in S. Now at most one (inner) connector edge
of the xi-gadget is not in S, or else at least one pair of terminals among {(t, t′), (t′, t′′), (t′′, t)}
would remain connected via the gadget. We replace one of the bases in S with this connector
edge (if it is not already in S). The resulting edge multiway cut is no heavier. To see that
it is also feasible, note that while t, t′, t′′ are still reached from the links of the gadget, all
the connector edges of this gadget are in the edge multiway cut. The terminals xi and xi
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are disconnected from each other in G − S′ because one triangle-base and its connectors are
still in the edge multiway cut. Hence, we obtain an edge multiway cut for (G, T ) satisfying
Claim 2.2 that has the same or less weight than S, but with strictly more connector edges
than S, a contradiction to our choice of S.

Case 6. At least two links of the xi-gadget reach exactly one terminal t outside the gadget.
Recall that every variable occurs in at least two clauses of size 2. Hence, t is reachable via
a link from the xi-gadget to at least one directly linked clause gadget of a clause of size 2.
Also recall that S is a minimum-weight edge multiway cut containing the maximum number
of bases from clauses of size 2.

Suppose that there exists a size-2 clause gadget c, directly linked to the xi-gadget, that
does not contain t and via which t is reachable from the xi-gadget. That is, some link
reaches t via a path P that contains edges of c, but t is not in c. Then S must contain two
base-connector pairs from c; else, some terminal of c would not be disconnected from t in
G − S. Now remove from S the base of one of the two triangles of c and add the remaining
two connector edges of c. This does not increase the weight, as the base of the clause-triangle
has weight 2 and the connectors have weight 1 each. The only terminal pair that could get
connected by the transformation is the pair of terminals on c itself. However, one of the
bases is still in the transformed cut. This new cut contradicts our choice of S, as it has
strictly more connector edges and satisfies the other conditions.

Suppose t is contained in one of the size-2 clause gadgets, c′, directly linked to the
xi-gadget. If the link between the xi-gadget and c′ is not one of the links meant in the
assumption of this case, then the situation of the previous paragraph holds and we obtain
a contradiction. Thus, t is reachable from the xi-gadget via both links of c′. Hence, a
base-connector pair of the triangle of c′ that t is not attached to must be in S. Consider the
link of the xi-gadget that is not attached to c′ but reaches t and let P be a corresponding
path, starting at this link and going to t. Note that P passes through a clause gadget c′′

directly linked to the xi-gadget. If c′′ is a size-2 clause gadget, then we obtain a contradiction
as before. Hence, c′′ corresponds to a size-3 clause (as in Figure 5). Since P must either
enter or leave c′′ through one of its outer triangles, a base-connector pair of at least one outer
triangle of c′′ must be in S, or the attached terminal would reach t in G − S, contradicting
that S is an edge multiway cut for (G, T ). Let Λ be such an outer triangle (see Figure 5).

We argue that, without loss of generality, S contains a base-connector pair of the other
outer triangle, ∆. Suppose not. Then, in particular, the base of ∆ is not in S. If P passes
through the link attached to ∆, then one of the endpoints of the base of ∆ must be on P .
Since the base of ∆ is not in S, the terminal t′′ next to ∆ remains connected to t in G − S,
a contradiction. Hence, P must either enter or exit c′′ via the link attached to its middle
triangle µ. Moreover, S must contain a base-connector pair of µ (see Figure 5), or t′′ would
still reach t in G − S. We now modify S to obtain a set S′. If both connector edges of ∆ are
in S, then replace the base of µ by the base of ∆ to obtain S′. Then all edges of ∆ are in S′.
Otherwise, no edge of ∆ is in S and thus no terminal is reachable via the link attached to ∆
(or it would be connected to t′′ in G − S). So, we replace the base-connector pair of µ by a
base-connector pair of ∆ to obtain S′. Then S′ is an edge multiway cut for (G, T ) of the
same weight at S that has the same properties as S. Hence, we may assume S = S′. Then S

contains a base-connector pair of ∆.
Now remove from S the base and connector edge of Λ. Then t and t′ become connected

to each other in G − S, but not to any other terminal, or that terminal would already be
connected to t in G − S. Now add the base and outer connector edge of the triangle in c′

that t is attached to. This restores that S is an edge multiway cut for (G, T ). The edge
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t

c′

c′′

xi xi

µ ∆t′ Λ t′′

Figure 5 A variable gadget for xi for which two of its bases are in S. There is a terminal t

reachable via (at least) two links of the xi-gadget. Moreover, t appears in a clause gadget c′

corresponding to a clause of size 2 that is directly linked to the xi-gadget.

multiway cut we obtain has the same weight as S and satisfies Claim 2.2. Moreover, it has
no less connectors than S but contains at least one more base of a clause gadget of size 2.
Hence, we obtain a contradiction to our choice of S. ◁

We now focus on the link structures.

▷ Claim 2.5 (proof omitted). There cannot exist a link structure in G that contributes less
than two edges to S and for which the clause-triangle of the link structure contributes no
connector edges to S.

▷ Claim 2.6. S contains at least two edges from each link structure.

Proof. Suppose that there exists a link structure ℓ that contributes less than two edges to S.
Suppose that ℓ connects the clause gadget c and the variable gadget xi. By Claim 2.5, we
know that the clause-triangle of ℓ must contribute an edge e to S. Therefore, none of the
connectors of the variable-triangle attached to ℓ are in S. As a result, the variable-terminal
of the xi-gadget attached to ℓ, say we call it t, is reachable from c via ℓ.

By Claim 2.3 and the fact that only e is in S, the base of the clause-triangle must also
be in S. We do the following replacement: remove from S the base-connector pair of the
clause-triangle and add the base and (possibly two) connectors of the variable-triangle of ℓ,
as follows. If the variable-triangle of ℓ is part of a diamond, then we add to S the base and
two outer connectors, thereby getting an edge multiway cut of equal weight but strictly more
connectors. If the variable-triangle is a hat, then we add to S the base and outer connector
of the hat, obtaining an edge multiway cut for (G, T ) of strictly smaller weight than S. If we
can show that the resultant edge multiway cut is feasible, we obtain a contradiction in either
scenario. We claim that such a replacement does not compromise the feasibility of S.

Let a, b be the endpoints of the base of the clause-triangle of ℓ, where a is the endpoint
on which e is incident (see Figure 6). Note that no terminal other than t should be reachable
in G − S from b; else, there would be a path from t to that terminal via ℓ. In particular, the
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ℓ

xi-gadget

c-gadget

ab

e

Figure 6 A link structure with the variable gadget of xi at the top and its clause gadget for c at
the bottom. The crossed-out edges are assumed to be in the minimum edge multiway cut S. The
dashed red lines depict that the terminals cannot be reached from the vertices a or b.

terminal of the clause gadget for c on the side of b can not be reached in G − S from the
vertex b. By removing the base-connector pair of the clause-triangle of ℓ, we may expose the
clause-terminal on the side of the vertex a (or another terminal outside c) to t. However, by
adding the base and (possibly two) connectors closest to t, we disconnect any path between
this terminal and t. Since we did not modify the cut in any other way, no new connections
would have been made. This shows the feasibility of the resultant edge multiway cut and
thus proves our claim. ◁

▷ Claim 2.7. If there exists an edge multiway cut of weight at most 7n + 2m for (G, T ),
then there exists a satisfying truth assignment for Φ.

Proof. Let S be the edge multiway cut defined before. The immediate consequence of
Claims 2.4 and 2.6 is that the weight of S is at least n + 2 · (3n) = 7n. S must also contain at
least one base per clause gadget lest the two terminals on a clause gadget remain connected.
Therefore, its weight is at least 7n + 2m. Since it is an edge multiway cut of weight at most
7n + 2m, it has exactly one base per clause gadget.

We also claim that for each link structure, if one of the triangles attached to it has its
base in S, then the other one cannot: note that if both the triangles had their bases in S,
then each of them would also have a connector edge in S by Claim 2.3. By Claim 2.6 and the
assumption that the weight of S is at most 7n + 2m, the other two connector edges of the
link structure are not in S. Since at most one base per variable/clause gadget can be in S,
there would be a path between one of the variable-terminals and one of the clause-terminals
in the linked gadgets through the link structure, a contradiction to S being an edge multiway
cut for (G, T ). Figure 7 shows one such case.

We now define the truth assignment A. For each variable-terminal, if the diamond has its
base in S, we make it “false”, otherwise if the hat has its base in S we make it “true”. Each
clause gadget has exactly one triangle contributing its base to S. From the above argument,
we know that the variable-triangle linked to this clause-triangle must not contribute its base
to S. Hence, every clause gadget is attached to one literal triangle such that its base is not
in S, and is therefore “true”. Hence, every clause is satisfied by the truth assignment A and
Φ is a yes instance of Planar 2P1N-3SAT. ◁

SWAT 2024



29:14 EMWC and NMWC Are Hard for Planar Subcubic Graphs

Figure 7 The figure shows a link structure with the variable gadget at the bottom and its
connected clause gadget at the top. The crossed-out red edges are the ones contained in the
minimum edge multiway cut S. The green curve shows the existence of a path between a variable-
terminal and a clause-terminal.

The above implies that {1, 2, 3, 6}-Edge Multiway Cut is NP-complete on planar
subcubic graphs. We now proceed to prove that (unweighted) Edge Multiway Cut is
NP-complete on planar subcubic graphs. The proof follows from the claim below, which
states that the honeycombs of G̃ (defined before) do not contribute any edge to any minimum
edge multiway cut for (G̃, T ).

▷ Claim 2.8 (proof omitted). Any minimum edge multiway cut for (G̃, T ) does not contain
any of the honeycomb edges.

By the construction of G̃ and Claims 2.1, 2.7, and 2.8, we conclude that Edge Multiway
Cut is NP-complete on planar subcubic graphs. ◀

3 Proofs of Theorems 1.2 and 1.3

We first prove Theorem 1.2.

▶ Theorem 1.2 (Restated). Node Multiway Cut with Deletable Terminals is
NP-complete for planar subcubic graphs.

Proof. It is readily seen that Node Multiway Cut with Deletable Terminals belongs
to NP. We now reduce from Vertex Cover on planar subcubic graphs, which is known to
be NP-complete [21]. Let G be the graph of an instance of this problem. We keep the same
graph, but set T = V (G). Since any two adjacent vertices are now adjacent terminals, any
vertex cover in G corresponds to a node multiway cut for (G, T ). The result follows. ◀

To prove Theorem 1.3, we first make the following observation (proof omitted).

▶ Proposition 3.1. Node Multiway Cut is NP-complete for planar graphs of maximum
degree 4.

We also need the following lemma from Johnson et al. [18].

▶ Lemma 3.2. If Edge Multiway Cut is NP-complete for a class H of graphs, then it is
also NP-complete for the class of graphs consisting of the 1-subdivisions of the graphs of H.
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We are now ready to prove Theorem 1.3.

▶ Theorem 1.3 (Restated). Node Multiway Cut is NP-complete for planar subcubic
graphs.

Proof. It is readily seen that Node Multiway Cut belongs to NP. In Theorem 1.1, we
showed that Edge Multiway Cut is NP-complete on the class of planar subcubic graphs.
We will now reduce Node Multiway Cut from Edge Multiway Cut restricted to the
class of planar subcubic graphs. Let G be a planar subcubic graph with a set of terminals T .

From G, we create an instance of Node Multiway Cut by the following operations;
here, the line graph of a graph G = (V, E) has E as vertex set and for every pair of edges e

and f in G, there is an edge between e and f in the line graph of G if and only if e and f

share an end-vertex.

We construct the 2-subdivision of G, which we denote by G′.
Next, we construct the line graph of G′, which we denote by L.
Finally, we create the terminal set of L as follows: for each terminal t in G′, consider
the edges incident on it. In the line graph L, these edges must form a clique, Ki for
i ∈ {1, 2, 3} : i = deg(t). In this clique, we pick one vertex and make it a terminal. We
denote the terminal set in L by TL.

Note that L is planar, as G′ is planar and every vertex in G′ has degree at most 3 [25]. Note
also that L is subcubic, as every edge in G′ has one end-vertex of degree 2 and the other
end-vertex of degree at most 3. Moreover, L and TL can be constructed in polynomial time.

▷ Claim 3.3 (proof omitted). There exists an edge multiway cut of (G, T ) of size at most k

if and only if there exists a node multiway cut of (L, TL) of size at most k.

By our construction and Claim 3.3, Node Multiway Cut is NP-complete on the class of
planar subcubic graphs. ◀

4 Conclusions

We proved that Edge Multiway Cut and both versions of Node Multiway Cut are
NP-complete for planar subcubic graphs. We also showed that these results filled complexity
gaps in the literature related to maximum degree, H-topological-minor-free graphs and
H-subgraph-free graphs. The last dichotomy result assumes that H is a finite set of graphs.
We therefore pose the following challenging question.

▶ Open Problem 1. Classify the complexity of Edge Multiway Cut and both versions of
Node Multiway Cut for H-subgraph-free graphs when H is infinite.

An answer to Open Probem 1 will require novel insights into the structure of H-subgraph-free
graphs.
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Abstract
This paper studies the computational complexity of a robust variant of a two-stage submodular
minimization problem that we call Robust Submodular Minimizer. In this problem, we are given
k submodular functions f1, . . . , fk over a set family 2V , which represent k possible scenarios in the
future when we will need to find an optimal solution for one of these scenarios, i.e., a minimizer for
one of the functions. The present task is to find a set X ⊆ V that is close to some optimal solution
for each fi in the sense that some minimizer of fi can be obtained from X by adding/removing
at most d elements for a given integer d ∈ N. The main contribution of this paper is to provide a
complete computational map of this problem with respect to parameters k and d, which reveals a
tight complexity threshold for both parameters:

Robust Submodular Minimizer can be solved in polynomial time when k ≤ 2, but is NP-hard
if k is a constant with k ≥ 3.
Robust Submodular Minimizer can be solved in polynomial time when d = 0, but is NP-hard
if d is a constant with d ≥ 1.
Robust Submodular Minimizer is fixed-parameter tractable when parameterized by (k, d).

We also show that if some submodular function fi has a polynomial number of minimizers, then
the problem becomes fixed-parameter tractable when parameterized by d. We remark that all our
hardness results hold even if each submodular function is given by a cut function of a directed graph.
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1 Introduction

This paper proposes a two-stage robust optimization problem under uncertainty. Suppose
that we want to find a minimum cut on a directed graph under uncertainty. The uncertainty
here is represented by k directed graphs G1, . . . , Gk on the same vertex set V ∪ {s, t}. That
is, we have k possible scenarios of graph realizations in the future. At the moment, we want

© Naonori Kakimura and Ildikó Schlotter;
licensed under Creative Commons License CC-BY 4.0

19th Scandinavian Symposium and Workshops on Algorithm Theory (SWAT 2024).
Editor: Hans L. Bodlaender; Article No. 30; pp. 30:1–30:17

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:kakimura@math.keio.ac.jp
https://orcid.org/0000-0002-3918-3479
mailto:schlotter.ildiko@krtk.hun-ren.hu
https://orcid.org/0000-0002-0114-8280
https://doi.org/10.4230/LIPIcs.SWAT.2024.30
https://arxiv.org/abs/2404.07516
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


30:2 Parameterized Complexity of Submodular Minimization Under Uncertainty

to choose an (s, t)-cut in advance, so that after the graph is revealed, we will be able to
obtain a minimum (s, t)-cut in the graph with small modification. Therefore, our aim is to
find an (s, t)-cut that is close to some minimum (s, t)-cut in each graph Gi for i = 1, . . . , k.

Let us formalize this problem. For a vertex set X in a directed graph G = (V ∪ {s, t}, E),
the cut function f : 2V → Z is the number of out-going edges from X. Let us denote the family
of minimum (s, t)-cuts in G by Cs,t(G), that is, Cs,t(G) = {Y ⊆ V : f(Y ) ≤ f(Y ′) ∀Y ′ ⊆ V }.
Given directed graphs G1, . . . , Gk over a common vertex set V ∪ {s, t}, we want to find a
subset X ⊆ V and sets Yi ∈ Cs,t(Gi) for each i ∈ [k] that minimizes maxi∈[k] |X △ Yi| where
△ stands for symmetric difference and [k] denotes {1, . . . , k} for any positive integer k.

We study a natural generalization of this problem where, instead of the cut functions of
directed graphs which are known to be submodular [28], we consider arbitrary submodular
set functions over some non-empty finite set V . Let f1, . . . , fk : 2V → R be k submodular
functions. Let arg min fi = {Y ⊆ V : fi(Y ) ≤ fi(Y ′) ∀Y ′ ⊆ V } refer to the set of minimizers
of fi. We want to find a subset X ⊆ V and sets Yi ∈ arg min fi for all i ∈ [k] that

minimize max
i∈[k]
|X △ Yi|.

We call the decision version of this problem Robust Submodular Minimizer.

Robust Submodular Minimizer:
Input: A finite set V , submodular functions f1, . . . , fk : 2V → R, and an integer d ∈ N.
Task: Find a set X ⊆ V such that for each i ∈ [k] there exists Yi ∈ arg min fi with

|X △ Yi| ≤ d, or detect if no such set exists.

We remark that the min-sum variant of the problem, that is, the problem obtained by
replacing the condition maxi∈[k] |X △ Yi| ≤ d with

∑
i∈[k] |X △ Yi| ≤ d, was introduced by

Kakimura et al. [16], who showed that it can be solved in polynomial time.

1.1 Our Contributions and Techniques
Our contribution is to reveal the complete computational complexity of Robust Submodu-
lar Minimizer with respect to the parameters k and d. We also provide an algorithm for
the case when one of the submodular functions has only polynomially many minimizers. Our
results are as follows:
1. Robust Submodular Minimizer can be solved in polynomial time when k ≤ 2

(Theorem 6), but is NP-hard if k is a constant with k ≥ 3 (Corollary 24).
2. Robust Submodular Minimizer can be solved in polynomial time when d = 0

(Observation 4), but is NP-hard if d is a constant with d ≥ 1 (Theorem 20).
3. Robust Submodular Minimizer is fixed-parameter tractable when parameterized

by (k, d).
4. Robust Submodular Minimizer is fixed-parameter tractable when parameterized by d,

if the size of arg min fi for some i ∈ [k] is polynomially bounded.

When k = 1, Robust Submodular Minimizer is equivalent to the efficiently solvable
submodular function minimization problem [20], in which we are given a single submodular
function f : 2V → R and want to find a set X ⊆ V in arg min f . It is not difficult to observe
that Robust Submodular Minimizer for d = 0 can also be solved in polynomial time by
computing a minimizer of the submodular function

∑k
i=1 fi; see Section 3.1.

The rest of our positive results are based on Birkhoff’s representation theorem on
distributive lattices [1] that allows us to maintain the family of minimizers of a submodular
function in a compact way. Specifically, even though the number of minimizers may be
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exponential in the input size, we can represent all minimizers as a family of cuts in a directed
acyclic graph with polynomial size. As we show in Section 3.1, we can use this representation
to solve an instance I of Robust Submodular Minimizer with k = 2 by constructing a
directed graph with two distinct vertices, s and t, in which a minimum (s, t)-cut yields a
solution for I. More generally, Birkhoff’s compact representation allows us to reduce Robust
Submodular Minimizer for arbitrary k to the so-called Multi-Budgeted Directed Cut
problem, solvable by an algorithm due to Kratsch et al. [18], leading to a fixed-parameter
tractable algorithm for the parameter (k, d). We note that a similar construction was used
to show that the min-sum variant of the problem is polynomial-time solvable [16].

In Section 3.3, we consider the case when one of the k submodular functions has only
polynomially many minimizers. As mentioned in [16], Robust Submodular Minimizer
is NP-hard even when each submodular function fi has a unique minimizer. In fact, the
problem is equivalent to the Closest String problem over a binary alphabet, shown to be
NP-hard under the name Minimum Radius by Frances and Litman [11]. For the case when
| arg min fi| is polynomially bounded for some i ∈ [k], we present a fixed-parameter tractable
algorithm parameterized only by d. Our algorithm guesses a set in arg min fi and uses it as
an “anchor,” then solves the problem recursively by the bounded search-tree technique.

Section 4 contains our NP-hardness results for the cases when either d is a constant at
least 1, or k is a constant at least 3. We present reductions from an intermediate problem
that may be of independent interest: in this problem, we are given k set families F1, . . . ,Fk

over a universe V containing two distinguished elements, s and t, with each Fi containing
pairwise disjoint subsets of V ; the task is to find a set X ⊆ V containing s but not t that
has a bounded distance from each family Fi for a specific distance measure.

The symbol ⋆ marks statements whose proofs we defer to the full version of our paper [17].

1.2 Related Work
Robust Submodular Minimizer is related to the robust recoverable combinatorial op-
timization problem, introduced by Liebchen et al. [22]. It is a framework of mathematical
optimization that allows recourse in decision-making to deal with uncertainty. In this frame-
work, we are given a problem instance with some scenarios and a recovery bound d, and the
task is to find a feasible solution X (the first-stage solution) to the instance that can be
transformed to a feasible solution Yi (the second-stage solutions) in each scenario i respecting
the recovery bound (e.g., |X△Yi| ≤ d for each i). The cost of the solution is usually evaluated
by the sum of the cost of X and the sum of the costs of Yi’s. Robust recoverable versions
have been studied for a variety of standard combinatorial optimization problems. Examples
include the shortest path problem [5], the assignment problem [10], the travelling salesman
problem [12], and others [14, 19, 21]. The setting was originally motivated from the situation
where the source of uncertainty was the cost function which changes in the second stage. We
consider another situation dealing with structural uncertainty, where some unknown set of
input elements can be interdicted [8, 15]. Recently, a variant of robust recoverable problems
has been studied where certain operations are allowed in the second stage [13].

Reoptimization is another concept related to Robust Submodular Minimizer. In
general reoptimization, we are given an instance I of a combinatorial optimization problem
and an optimal solution X for I. Then, for a slightly modified instance I ′ of the problem,
we need to make a small change to X so that the resulting solution X ′ is an optimal (or a
good approximate) solution to the modified instance I ′. Reoptimization has been studied for
several combinatorial optimization problems such as the minimum spanning tree problem [4],
the traveling salesman problem [23], and the Steiner tree problem [2].
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2 Preliminaries

Graphs and Cuts

Given a directed graph G = (V, E), we write uv for an edge pointing from u to v. For a
subset X ⊆ V of vertices in G, let δG(X) denote the set of edges leaving X. If G is an
undirected graph, then δG(X) for some set X of vertices denotes the set of edges with exactly
one endpoint in X. We may simply write δ(X) if the graph is clear from the context.

For two vertices s and t in a directed or undirected graph G = (V, E), an (s, t)-cut is a
set X of vertices such that s ∈ X but t /∈ X. A minimum (s, t)-cut in G is an (s, t)-cut X

that minimizes |δ(X)|. Given a cost function c : E → R+∪{+∞} on the edges of G where R+
is the set of all non-negative real numbers, the (weighted) cut function κG : 2V → R+∪{+∞}
is defined by

κG(X) =
∑

e∈δ(X)

c(e). (1)

A minimum-cost (s, t)-cut is an (s, t)-cut X that minimizes κG(X).

Distributive Lattices

In this paper, we will make use of properties of finite distributive lattices on a ground set V .
A distributive lattice is a set family L ⊆ 2V that is closed under union and intersection,

that is, X, Y ∈ L implies X ∪ Y ∈ L and X ∩ Y ∈ L. Then L is a partially ordered set with
respect to set inclusion ⊆, and has a unique minimal element and a unique maximal element.

Birkhoff’s representation theorem is a useful tool for studying distributive lattices.

▶ Theorem 1 (Birkhoff’s representation theorem [1]). Let L ⊆ 2V be a distributive lattice.
Then there exists a partition of V into U0, U1, . . . , Ub, U∞, where U0 and U∞ can possibly be
empty, such that the following hold:
(1) Every set in L contains U0.
(2) Every set in L is disjoint from U∞.
(3) For every set X ∈ L, there exists a set J ⊆ [b] of indices such that X = U0 ∪

⋃
j∈J Uj.

(4) There exists a directed acyclic graph G(L) that has the following properties.
(a) The vertex set is {U0, U1, . . . , Ub}.
(b) U0 is a unique sink1 of G(L).
(c) For a non-empty set Z of vertices in G(L), Z has no out-going edge if and only if⋃

Uj∈Z Uj ∈ L.

For a distributive lattice L ⊆ 2V , we call the directed acyclic graph G(L) above a compact
representation of L. Note that the size of G(L) is O(|V |2) while |L| can be as large as 2|V |.

Submodular Function Minimization

Let V be a non-empty finite set. A function f : 2V → R is submodular if f(X) + f(Y ) ≥
f(X ∪Y ) + f(X ∩Y ) for all X, Y ⊆ V . A typical example of submodular functions is the cut
function κG of a directed (or undirected) edge-weighted graph G as defined in (1). If the graph
G = (V ∪{s, t}, E) contains two distinct vertices, s and t, then we can restrict the cut function
to the domain of (s, t)-cuts in the following sense: each X ⊆ V corresponds to an (s, t)-cut
X ∪ {s} in G; then the function λG : 2V → R+ ∪ {+∞} defined by λG(X) = κG(X ∪ {s}) is
submodular.

1 A sink is a vertex of out-degree zero.
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When we discuss computations on a submodular function f : 2V → R, we assume that
we are given a value oracle of f . A value oracle takes X ⊆ V as an input, and returns the
value f(X). Assuming that we are given a value oracle, we can minimize a submodular
function in polynomial time. The currently fastest algorithm for submodular function
minimization was given by Lee et al. [20] and runs in Õ(n3EO + n4) time, where n = |V |
and EO is the query time of a value oracle.

Let f : 2V → R be a submodular function. A subset Y ⊆ V is a minimizer of the
function f if f(Y ) ≤ f(Y ′) for all Y ′ ⊆ V . The set of minimizers of f is denoted by arg min f .
The following is a well-known fact on submodular functions.

▶ Lemma 2 (See e.g., [28]). Let f : 2V → R be a submodular function. Then arg min f forms
a distributive lattice.

A compact representation of the distributive lattice arg min f can be constructed in
Õ(n5EO + n6) time via Orlin’s submodular function minimization algorithm [25]. See [24,
Notes 10.11–10.12]. We will assume that the submodular functions given in our problem
instances are given via their compact representation.

As a special case, consider minimum (s, t)-cuts in a directed graph G = (V ∪ {s, t}, E)
with a positive cost function c on its edges. By Lemma 2, the family of minimum (s, t)-cuts
forms a distributive lattice. A compact representation for this lattice can be constructed
from a maximum flow in the (s, t)-network in linear time [26]. Thus the running time is
dominated by the maximum flow computation, and this can be done in |E|1+o(1) time [6].

Parameterized Complexity

In parameterized complexity, each input instance I of a parameterized problem Q is associated
with a parameter k, usually an integer or a tuple of integers, and we consider the running
time of any algorithm solving Q as not only a function of the input length |I|, but also as a
function of the parameter k. An algorithm for Q is fixed-parameter tractable or FPT, if it
runs in time g(k)|I|O(1) for some computable function g. Such an algorithm can be efficient
in practice if the parameter is small. See the books [7, 9] for more background.

3 Algorithms for Robust Submodular Minimizer

In this section, we present algorithms for Robust Submodular Minimizer. We start with
a construction that we will use in most of our algorithms. Let IRSM = (V, f1, . . . , fk, d) be
our input instance.

For each i ∈ [k], let Li = arg min fi denote the set of minimizers. By Lemma 2, using
Birkhoff’s representation theorem we may assume that fi is given through a compact
representation G(Li) of Li, whose vertex set is {U i

0, U i
1, . . . , U i

bi
} with U i

∞ = V \
⋃bi

j=0 U i
j .

We then construct a directed graph Gi from G(Li) by expanding each vertex in G(Li) to
a complete graph. More precisely, Gi has vertex set V i ∪ {s, t} where V i = {vi : v ∈ V } is a
copy of V , and its edge set Ei is defined as follows.

uivi ∈ Ei if u, v ∈ U i
j for some j ∈ {0, 1, . . . , bi,∞}.

uivi ∈ Ei for any u ∈ U i
j and v ∈ U i

j′ if G(Li) has an edge from U i
j to U i

j′ .
uis ∈ Ei and sui ∈ Ei if u ∈ U i

0.
uit ∈ Ei and tui ∈ Ei if u ∈ U i

∞.

We define the function λi : 2V i → Z+ so that λi(X) = |δGi(X∪{s})| for a subset X ⊆ V i.
Then it is observed below that each subset X ⊆ V i with λi(X) = 0 corresponds to a
minimizer of fi.
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▶ Lemma 3 ([16, Lemma 3.2]). Let X be a subset in V , and Xi = {vi ∈ V i : v ∈ X} its
copy in Gi. Then λi(Xi) = 0 if and only if X ∈ Li.

The rest of the section is organized as follows. In Section 3.1 we present polynomial-time
algorithms for the cases d = 0 and k = 2. In Section 3.2 we give an FPT algorithm for the
combined parameter (k, d). Section 3.3 deals with the case when some function fi has only
polynomially many minimizers, allowing for an FPT algorithm with parameter d.

3.1 Polynomial-time algorithms

We start by observing that the case d = 0 is efficiently solvable by computing a minimizer
for the function

∑
i∈[k] fi which is also submodular.

▶ Observation 4 (⋆). Robust Submodular Minimizer can be solved in polynomial time
if d = 0.

Next, we show that the problem is polynomial-time solvable when k = 2. We will need
the following intuitive fact.

▶ Proposition 5 (⋆). Let Y1, Y2 be two subsets of a set V . Then |Y1 △ Y2| ≤ 2d if and only
if there exists a set X ⊆ V such that |X △ Yi| ≤ d for each i ∈ {1, 2}.

▶ Theorem 6. Robust Submodular Minimizer for k = 2 can be solved in polynomial
time via a maximum flow computation.

Proof. Let our instance be IRSM = (V, f1, f2, d). Using the method explained at the beginning
of Section 3, we construct the directed graphs G1 = (V 1∪{s, t}, E2) and G2 = (V 2∪{s, t}, E2)
for f1 and f2. We then construct a directed graph G̃ = (Ṽ , Ẽ) by identifying s, as well as t,
in G1 and G2, and then connecting the corresponding copies of each vertex with a bidirected
edge. That is, Ṽ = V 1 ∪ V 2 ∪ {s, t} and Ẽ = E1 ∪E2 ∪E′ where E′ =

{
v1v2, v2v1 : v ∈ V

}
.

We set c(e) = +∞ for all edges e ∈ E1 ∪ E2, and we set c(e) = 1 for all edges e ∈ E′.
We next compute a minimum-cost (s, t)-cut Z in the graph G̃ with cost function c using

standard flow techniques. Let κG̃ denote the cut function in this graph. We will show below
that κG̃(Z) ≤ 2d if and only if the answer is “yes”.

First suppose that κG̃(Z) ≤ 2d. Let Y1 = {v ∈ V : v1 ∈ Z} and Y2 = {v ∈ V : v2 ∈ Z}.
Since δG̃(Z) has no edges in E1 ∪E2, we see that λi({vi ∈ V i : v ∈ Yi}) = 0 for both i = 1, 2,
and therefore the set Yi is in Li by Lemma 3. Since |Y1△Y2| = κG̃(Z) ≤ 2d, we can compute
a set X such that |X △ Yi| ≤ d for both i = 1, 2 by Proposition 5.

Conversely, let X ⊆ V and Yi ∈ Li for each i = 1, 2 such that |X △ Yi| ≤ d. Define
Z = {s} ∪ {v1 ∈ V 1 : v ∈ Y1} ∪ {v2 ∈ V 2 : v ∈ Y2}. Due to Lemma 3 we know that
λi({vi ∈ V i : v ∈ Yi}) = 0 for both i = 1, 2. This implies κG̃(Z) = |Y1 △ Y2| ≤ 2d where the
inequality follows from Proposition 5. ◀

3.2 FPT algorithm for parameter (k, d)

We propose a fixed-parameter tractable algorithm for Robust Submodular Minimizer
parameterized by k and d; let IRSM = (V, f1, . . . , fk, d) denote our instance.

▶ Theorem 7. Robust Submodular Minimizer can be solved in FPT time when para-
meterized by (k, d).
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To this end, we reduce our problem to the Multi-Budgeted Directed Cut problem [18],
defined as follows. We are given a directed graph D = (V, E) with distinct vertices s and t,
together with pairwise disjoint edge sets A1, . . . , Ak, and positive integers d1, . . . , dk. The
task is to decide whether D has an (s, t)-cut X such that |δ(X) ∩Ai| ≤ di for each i ∈ [k].

▶ Proposition 8 (Kratsch et al. [18]). The Multi-Budgeted Directed Cut problem can
be solved in FPT time when the parameter is

∑k
i=1 di.

In fact, we will need to use forbidden edges, so let us define the Multi-Budgeted
Directed Cut with Forbidden Edges problem as follows. Given an instance IMBC
of Multi-Budgeted Directed Cut and a set F of forbidden edges, find a solution X

for IMBC such that δ(X) is disjoint from F . It is straightforward to solve this problem using
the results by Kratsch et al. [18], after replacing each forbidden edge with an appropriate
number of parallel edges. Hence, we get the following.

▶ Proposition 9 (⋆). The Multi-Budgeted Directed Cut with Forbidden Edges
problem can be solved in FPT time when the parameter is

∑k
i=1 di.

Reduction to Multi-Budgeted Directed Cut with Forbidden Edges

Compute the graph Gi for each i ∈ [k], as described at the beginning of Section 3. We
construct a large directed graph G̃ = (Ṽ , Ẽ) as follows. We identify all vertices s (and t,
respectively) in the graphs Gi into a single vertex s (and t, respectively). We further prepare
another copy of V , which is denoted by V ∗ = {v∗ : v ∈ V }. Thus the vertex set of G̃ is
defined by Ṽ =

⋃k
i=1 V i ∪ V ∗ ∪ {s, t}. The edge set of G̃ consists of Ei and bidirected edges

connecting v∗ and the copy vi of v in Gi, for each i ∈ [k]. That is,

Ẽ =
k⋃

i=1

(
Ei ∪Ai

)
where Ai =

{
v∗vi, viv∗ : v ∈ V

}
.

We also set di = d for each i ∈ [k]. Consider the instance IMBC = (G̃, s, t, {Ai}k
i=1, {di}k

i=1)
of multi-budgeted directed cut with F =

⋃k
i=1 Ei as forbidden edges; note that its

parameter is k · d. Theorem 7 immediately follows from Proposition 9 and Lemma 10 below.

▶ Lemma 10. There exists a solution for IRSM if and only if there exists a solution for the
instance (IMBC, F ) of Multi-Budgeted Directed Cut with Forbidden Edges.

Proof. Suppose that (IMBC, F ) admits a solution. That is, there exists a subset X of Ṽ

containing s but not t such that δG̃(X) is disjoint from F and satisfies |δG̃(X) ∩Ai| ≤ di for
each i ∈ [k]. Define Y i = X ∩ V i for i = 1, . . . , k. Observe that all edges within Gi leaving
Y i ∪ {s} also leave X in G̃, since s ∈ X but t /∈ X. Since all edges in Ei are forbidden edges,
we see that λi(Y i) = 0. Let Yi = {v ∈ V : vi ∈ Y i}, so that Y i contains the copy of each
vertex of Yi in Gi. Then Yi is in Li by Lemma 3.

Define the subset X∗ = {v : v∗ ∈ X} of V . Observe that

δG̃(X) ∩Ai = {v∗vi : v ∈ X∗, v /∈ Yi} ∪ {viv∗ : v /∈ X∗, v ∈ Yi}.

Therefore, we get that |X∗△ Yi| = |δG̃(X) ∩Ai| ≤ di = d for each i ∈ [k] as required, so X∗

is a solution to our instance IRSM of Robust Submodular Minimizer.
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Conversely, let X ⊆ V and Yi ∈ Li for each i ∈ [k] such that |X △ Yi| ≤ d. Define
X∗ = {v∗ ∈ V ∗ : v ∈ X} and Y i = {vi ∈ V i : v ∈ Yi}. Then the set X̃ = {s}∪X∗ ∪

⋃k
i=1 Y i

is an (s, t)-cut of G̃ such that

δG̃(X̃) ∩Ai = {v∗vi : v∗ ∈ X∗, v ̸∈ Y i} ∪ {viv∗ : v∗ ̸∈ X∗, vi ∈ Y i}
= {v∗vi : v ∈ X, v ̸∈ Yi} ∪ {viv∗ : v ̸∈ X, v ∈ Yi} = X △ Yi.

Hence we obtain |δG̃(X̃) ∩ Ai| = |X △ Yi| ≤ d = di for each i ∈ [k]. Since Yi is in Li,
by Lemma 3 we know λi(Y i) = 0 for each i ∈ [k]. Thus δG̃(X̃) is disjoint from the
set F of forbidden edges, and therefore X̃ is indeed a solution to our instance (IMBC, F ) of
Multi-Budgeted Directed Cut with Forbidden Edges. ◀

3.3 Polynomially many minimizers: FPT algorithm parameterized by d

In this section, we present a fixed-parameter tractable algorithm for the case when our
threshold d is small, assuming that |L1| can bounded by a polynomial of the input size. Note
that even with a much stronger assumption, Robust Submodular Minimizer remains
intractable (see also [16]):

▶ Observation 11. Robust Submodular Minimizer is NP-hard even if |Li| = 1 for each
i ∈ [k].

Proof. If |Li| = 1 for each i ∈ [k], then there is a unique minimizer Yi ⊆ V for each fi, and
the problem is equivalent with finding a set X ⊆ V whose symmetric difference is at most d

from each of the sets Yi, i ∈ [k]. This is the Closest String problem over a binary alphabet,
shown to be NP-hard under the name Minimum Radius by Frances and Litman [11]. ◀

▶ Theorem 12. Robust Submodular Minimizer can be solved in |L1|g(d)nc time where
c is a constant and g is a computable function.

Let us consider a slightly more general version of Robust Submodular Minimizer
which we call Anchored Submodular Minimizer. In this problem, in addition to an
instance IRSM = (V, f1, . . . , fk, d) of Robust Submodular Minimizer, we are given a
set Y0 ⊆ V and integer d0 ≤ d, and we aim to find a subset X such that

|X △ Y0| ≤ d0 and (2)
|X △ Yi| ≤ d for some Yi ∈ Li, for each i ∈ [k]. (3)

Observe that we can solve our instance IRSM = (V, f1, . . . , fk, d) by solving the instance
(V, f2, . . . , fk, d, Y0, d0) of Anchored Submodular Minimizer for each Y0 ∈ L1 and d0 = d.
Hence, Theorem 12 follows from Theorem 13 below.

▶ Theorem 13. Anchored Submodular Minimizer can be solved in FPT time when
parameterized by d.

To prove Theorem 13, we will use the technique of bounded search-trees. Given an
instance I = (V, f1, . . . , fk, d, Y0, d0), after checking whether Y0 itself is a solution, we search
for a minimizer Yi ∈ Li for which d < |Y0△ Yi| ≤ d + d0. It is not hard to see the following.

▶ Observation 14. If X is a solution for an instance I = (V, f1, . . . , fk, d, Y0, d0) of An-
chored Submodular Minimizer, and Yi ∈ Li fulfills |X△Yi| ≤ d, then for all T ⊆ Y0△Yi

with |T | > d it holds that there exists some v ∈ T with v ∈ X △ Y0.
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Proof. Indeed, assuming that the claim does not hold, we have that T ∩ (Y0 \ Yi) ⊆ X and
that (T ∩ (Yi \Y0))∩X = ∅. From the former, T ∩ (Y0 \Yi) ⊆ X \Yi follows, while the latter
implies T ∩ (Yi \ Y0) ⊆ Yi \X. Thus,

X △ Yi = (X \ Yi) ∪ (Yi \X) ⊇ (T ∩ (Y0 \ Yi)) ∪ (T ∩ (Yi \ Y0)) = T ∩ (Y0 △ Yi) = T.

Hence, |X △ Yi| ≥ |T | > d, contradicting our assumption that X is a solution for I. ◀

Our algorithm will compute in O∗(2d) time2 a set T ⊆ Y0 \ Yi of size d < |T | ≤ d + d0 that
contains some element v fulfilling the above conditions. Then, by setting Y0 ← Y0 △ {v}
and reducing the value of d0 by one, we obtain an equivalent instance I ′ of Anchored
Submodular Minimizer which we solve by applying recursion.

Description of our algorithm

Our algorithm will make “guesses”; nevertheless, it is a deterministic one, where guessing
a value from a given set U is interpreted as branching into |U | branches. We continue the
computations in each branch, and whenever a branch returns a solution for the given instance,
we return it; if all branches reject the instance (by outputting “No”), we also reject it. See
Algorithm ASM for a pseudo-code description.

We start by checking whether Y0 is a solution for our instance I = (V, f1, . . . , fk, d, Y0, d0),
that is, whether it satisfies (3). This can be done in polynomial time, since the set function
γi(Z) = min{|Z △ Yi| : Yi ∈ Li} is known to be submodular and can be computed via a
maximum flow computation [16]. If Y0 satisfies (3), i.e., γi(Y0) ≤ d for each i ∈ [k], then we
output Y0; note that (2) is obviously satisfied by Y0, so Y0 is a solution for I.

Otherwise, if d0 = 0, then we output “No” as in this case the only possible solution could
be Y0. We proceed by fixing an index i ∈ [k] such that γi(Y0) > d, that is, |Y0 △ Y | > d for
all minimizers Y ∈ Li.

▶ Observation 15. If X is a solution for I that satisfies |X △ Yi| ≤ d for some Yi ∈ Li,
then |Yi △ Y0| ≤ d + d0.

Proof. Since X is a solution for I, we have |X △ Y0| ≤ d0, and thus the triangle inequality
implies |Yi △ Y0| ≤ |X △ Yi|+ |X △ Y0| ≤ d + d0. ◀

By our choice of i and Observation 15, we know that d < |Y0△Yi| ≤ d + d0. We are going
to compute a set T ⊆ Y0△ Yi with the same bounds on its cardinality, i.e., d < |T | ≤ d + d0.

To this end, we compute a compact representation G(Li) of the distributive lattice Li;
let P = {U0, U1, . . . , Ub, U∞} be the partition of V in this representation.

Next, we proceed with an iterative procedure which also involves a set of guesses. We
start by setting Y = Y0 and T = ∅. We will maintain a family of fixed sets from P for which
we already know whether they are in Yi or not (according to our guesses); initially, no set
from P is fixed.

After this initialization, we start an iteration where at each step we check whether Y ∈ Li

or |T | > d. If yes, then we stop the iteration. If not, then it can be shown that one of the
following conditions holds:
Condition 1: there exists a set S ∈ P such that S ∩ Y ̸= ∅ and S \ Y ̸= ∅;
Condition 2: there exists an edge (S, S′) in G(Li) for which S ⊆ Y but S′ ∩ Y = ∅.

2 The O∗() notation hides polynomial factors.
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If Condition 1 holds for some set S ∈ P, then we guess whether S is contained in Yi. If
S ⊆ Yi according to our guesses, then we add S \ Y to T ; otherwise, we add S ∩ Y to T . In
either case, we declare S as fixed, and proceed with the next iteration.

By contrast, if Condition 1 fails, but Condition 2 holds for some edge (S, S′) in G(Li)
with endpoints S, S′ ∈ P, then we proceed as follows. If both S and S′ are fixed, then we
stop and reject the current set of guesses. If S is fixed but S′ is not, then we add all elements
of S′ to T . If S′ is fixed but S is not, then we add S to T . If neither S nor S′ is fixed, then
we guess whether S is contained in Yi or not, and in the former case we add S′ to T , while in
the latter case we add S to T . In all cases except for the last one, we declare both S and S′

as fixed; in the last case declare only S as fixed.
Next, we modify Y to reflect the current value of T by updating Y to Y0△T . If |T | > d+d0,

then we reject the current branch. If d < |T | ≤ d + d0, then we finish the iteration; otherwise,
we proceed with the next iteration.

Finally, when the iteration stops, we guess a vertex v ∈ T , define Y ′
0,v = Y0 △ {v} and

call the algorithm recursively on the instance I ′
v := (V, f1, . . . , fk, d, Y ′

0,v, d0 − 1).

Algorithm ASM Solving Anchored Submodular Minimizer on I = (V, f1, . . . , fk, d, Y0, d0).

1: for all j ∈ [k] do compute the value γj = min{|Y0 △ Y | : Y ∈ arg min fj}.
2: if γj ≤ d for each j ∈ [k] then return Y0.
3: if d0 = 0 then return “No”.
4: Fix an index i ∈ [k] such that γi > d.
5: Compute the graph G(Li), and let P be its vertex set.
6: Set T := ∅ and Y := Y0, and fixed(S) := false for each S ∈ P .
7: while Y /∈ Li and |T | ≤ d do
8: if ∃S ∈ P : S ∩ Y0 ̸= ∅, S \ Y0 ̸= ∅ then
9: Guess contained(S) from {false, true}.

10: if contained(S) = true then set T := T ∪ (S \ Y ).
11: else set T := T ∪ (S ∩ Y ).
12: Set fixed(S) := true.
13: else Find an edge (S, S′) ∈ G(Li) such that S ⊆ Y and S′ ∩ Y = ∅.
14: if fixed(S) = true then
15: if fixed(S′) = true then return “No”.
16: else set T := T ∪ S′ and fixed(S′) := true.
17: else ▷ fixed(S) = false.
18: if fixed(S′) = true then set T := T ∪ S and fixed(S) := true.
19: else guess contained(S) from {false, true}.
20: if contained(S) = true then set T := T ∪S′, fixed(S) := fixed(S′) := true.
21: else set T := T ∪ S and fixed(S) := true.
22: Set Y := Y0 △ T .
23: if |T | > d + d0 then return “No”.
24: Guess a vertex v from T .
25: Set Y ′

0,v = Y0 △ {v} and I ′
v = (V, f1, . . . , fk, d, Y ′

0,v, d0 − 1).
26: return ASM(I ′

v).

Proof of Theorem 13. We first prove the correctness of the algorithm. Clearly, for d0 = 0,
the algorithm either correctly outputs the solution Y0, or rejects the instance. Hence, we can
apply induction on d0, and assume that the algorithm works correctly when called for an
instance with a smaller value for d0.
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We show that any set X returned by the algorithm is a solution for I. First, this is clear if
X = Y0, as the algorithm explicitly checks whether γi(Y0) ≤ d holds for each i ∈ [k]; second,
if X was returned by a recursive call on some instance I ′

v, then by our induction hypothesis
we know that X is a solution for I ′

v = (V, f1, . . . , fk, d, Y ′
0,v, d0 − 1). Hence, X satisfies (3);

moreover, by |X △ Y ′
0,v| ≤ d0 − 1, it also satisfies |X △ Y0| ≤ d0, because |Y0 △ Y ′

0,v| = 1.
Let us now prove that if I admits a solution X, then the algorithm correctly returns a

solution for I. Let Yi ∈ Li be a minimizer such that |X △ Yi| ≤ d where i is the index fixed
for which γi(Y0) > d.

▷ Claim 16 (⋆). Assuming that all guesses made by the algorithm are correct, in the iterative
process of modifying T and Y it will always hold that
(i) T ⊆ Yi △ Y0, and
(ii) for each S ∈ P :

(a) if S is fixed, then S ⊆ Y ⇐⇒ S ⊆ Yi, and S ∩ Y = ∅ ⇐⇒ S ∩ Yi = ∅, and
(b) if v ∈ S and S is not fixed, then v ∈ Y ⇐⇒ v ∈ Y0.
Next, we show that in each run of the iteration, Condition 1 or Condition 2 holds. Indeed,

if neither holds, then (1) Y =
⋃

U∈P′ U for some P ′ ⊆ P , and (2) no edge leaves P ′ in G(Li).
Hence, Y ∈ Li by Birkhoff’s representation theorem. However, since |T | ≤ d holds at the
beginning of each iteration, |Y △ Y0| = |T | ≤ d follows, contradicting our choice of i.

Therefore, in each run of the iteration, at least one element of V is put into T . Thus, the
iteration stops after at most d + 1 runs, at which point the obtained set T has size greater
than d. Using now statement (i) of Claim 16, Observation 14 yields that T contains at least
one vertex from X △ Y0. Assuming that the algorithm guesses such a vertex v correctly,
it is clear that our solution X for I will also be a solution for the instance I ′

v. Using our
inductive hypothesis, we obtain that the recursive call returns a correct solution for I ′

v which,
as discussed already, will be a solution for I as well. Hence, our algorithm is correct.

Finally, let us bound the running time. Consider the search tree T where each node
corresponds to a call of Algorithm ASM. Note that the value of d0 decreases by one in each
recursive call, and the algorithm stops when d0 = 0. Hence T has depth at most d0. Consider
the guesses made during the execution of a single call of the algorithm (without taking into
account the guesses in the recursive calls): we make at most one guess in each iteration on
line 9 or on line 19, leading to at most 2d+1 possibilities. Then the algorithm further guesses
a vertex from T , leading to a total of at most 2d+1|T | ≤ 2d+1(d + d0) = 2O(d) possibilities;
recall that d0 ≤ d. We get that the number of nodes in our search tree is 2d0O(d). Since all
computations for a fixed series of guesses take polynomial time, we obtain that the running
time is indeed fixed-parameter tractable with parameter d. ◀

4 Hardness Results

We first introduce a separation problem that we will use as an intermediary problem in our
hardness proofs. Given a subset X ⊆ V of some universe V that contains two distinguished
elements, s and t, and a family Π of pairwise disjoint subsets of V , we define the distance of
the set X from Π as

∑
S∈Π dists,t(X, S) where

dists,t(X, S) =


min{|S \X|, |S ∩X|} if s /∈ S, t /∈ S;
|S \X| if s ∈ S, t /∈ S;
|S ∩X| if s /∈ S, t ∈ S;
+∞ if s ∈ S, t ∈ S.
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Given a collection of set families Π1, . . . , Πk, the goal is to find a set X ⊆ V that separates s

from t in the sense that s ∈ X but t /∈ X, and subject to this constraint, minimizes the
maximum distance of X from the given set families. Formally, the problem is:

Robust Separation:
Input: A finite set V with two elements s, t ∈ V , set families Π1, . . . , Πk where each Πi

is a collection of pairwise disjoint subsets of V , and an integer d ∈ N.
Task: Find a set X ⊆ V containing s but not t such that for each i ∈ [k]∑

S∈Πi

dists,t(X, S) ≤ d, (4)

or output “No” if no such set X exists.

Given an instance (V, s, t, Π1 . . . , Πk, d) of Robust Separation, the reduction proving
Lemma 17 below constructs a graph Gi over V for each i ∈ [k] in which each set in Πi forms
a clique, and defines a submodular function fi based on the cut function of Gi.

▶ Lemma 17 (⋆). Robust Separation can be reduced to Robust Submodular Minimizer
in polynomial time via a reduction that preserves the values of both k and d.

4.1 NP-hardness for a constant d ≥ 1
In this section, we prove that Robust Submodular Minimizer is NP-hard for each
constant d ≥ 1. To this end, we first prove the NP-hardness of Robust Separation in the
case d = 1, and then extend this result to hold for any constant d ≥ 1.

For the case d = 1, we present a reduction from the 1-in-3 SAT problem. In this problem,
we are given a set V of variables and a set C of clauses, with each clause C ∈ C containing
exactly three distinct literals; here, a literal is either a variable v ∈ V or its negation v.
Given a truth assignment ϕ : V → {true, false}, we automatically extend it to the set
V = {v : v ∈ V } of negative literals by setting ϕ(v) = true if and only if ϕ(v) = false. We
say that a truth assignment is valid, if it maps exactly one literal in each clause to true. The
task in the 1-in-3 SAT problem is to decide whether a valid truth assignment exists. This
problem is NP-complete [27].

▶ Theorem 18 (⋆). Robust Separation is NP-hard even when d = 1.

Proof. Suppose that we are given an instance of the 1-in-3 SAT problem with variable set V

and clause set C = {C1 . . . , Cm}. We construct an instance IRS of Robust Separation
as follows. In addition to the set V of variables and the set V = {v : v ∈ V } of negative
literals, we introduce our two distinguished elements, s and t. We further introduce a set
Rj = {rj,1, rj,2, rj,3} together with an extra element zj for each clause Cj ∈ C to form our
universe U . We let R = R1 ∪ · · · ∪Rm and Z = {z1, . . . , zm}, so that

U = V ∪ V ∪ {s, t} ∪
⋃

j∈[m]

(Rj ∪ {zj}) = V ∪ V ∪ {s, t} ∪R ∪ Z.

Next, for each variable, we introduce two set families, Πv and Πv, where

Πv = {{s, v, v} ∪R} and Πv = {{v, v, t}}.

For simplicity, we write Π(V ) = ⟨Πv, Πv : v ∈ V ⟩ to denote the 2|V |-tuple formed by these
set families. For each clause Cj ∈ C, we fix an arbitrary ordering of its literals, and we denote
the first, second, and third literals in Cj as ℓj,1, ℓj,2 and ℓj,3. We define three set families:
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ΠCj
= {Sj} where Sj = Cj ∪ {t} = {ℓj,1, ℓj,2, ℓj,3, t},

Πα
Cj

= {Sα,1
j , Sα,2

j } where Sα,1
j = {ℓj,1, zj},

Sα,2
j = {ℓj,2, rj,2};

Πβ
Cj

= {Sβ,1
j , Sβ,2

j } where Sβ,1
j = {rj,1, zj},

Sβ,2
j = {ℓj,3, rj,3}.

We also write Π(C) = ⟨ΠC , Πα
C , Πβ

C : C ∈ C⟩ to denote the 3|C|-tuple formed by these set
families in an arbitrarily fixed ordering. We set our threshold as d = 1. Thus, our instance
of Robust Separation is IRS = (U, s, t, Π(V ), Π(C), 1).

We will show that the constructed instance IRS has a solution if and only if our in-
stance (V, C) of the 1-in-3 SAT problem is solvable.

First suppose that there is a valid truth assignment ϕ for (V, C). Consider the set

X = {s} ∪R ∪ {ℓ : ℓ ∈ V ∪ V , ϕ(ℓ) = true} ∪ {zj : zj ∈ Z, ϕ(ℓj,3) = false}.

Note that X contains s, but not t; we are going to show that it is a solution for IRS. Since ϕ

maps exactly one literal in {v, v} to true for each v ∈ V , by R ∪ {s} ⊆ X we get that∑
S∈Πv

dists,t(X, S) = |({s, v, v} ∪R) \X| = |{v, v} \X| = 1 and

∑
S∈Πv

dists,t(X, S) = |({v, v, t}) ∩X| = |{v, v} ∩X| = 1.

For the distance of X from the set families associated with some clause Cj ∈ C, by the
validity of ϕ we obtain∑

S∈ΠCj

dists,t(X, S) = |(Cj ∪ {t}) ∩X| = 1;

∑
S∈Πα

Cj

dists,t(X, S) = min{|Sα,1
j \X|, |Sα,1

j ∩X|}+ min{|Sα,2
j \X|, |Sα,2

j ∩X|}

= min{|{ℓj,1, zj} \X|, |{ℓj,1, zj} ∩X|}
+ min{|{ℓj,2, rj,2} \X|, |{ℓj,2, rj,2} ∩X|}

=


min{0, 2}+ min{1, 1} = 1 if ϕ(ℓj,1) = true
min{1, 1}+ min{0, 2} = 1 if ϕ(ℓj,2) = true
min{2, 0}+ min{1, 1} = 1 if ϕ(ℓj,3) = true

 = 1;

∑
S∈Πβ

Cj

dists,t(X, S) = min{|Sβ,1
j \X|, |Sβ,1

j ∩X|}+ min{|Sβ,2
j \X|, |Sβ,2

j ∩X|}

= min{|{rj,1, zj} \X|, |{rj,1, zj} ∩X|}
+ min{|{ℓj,3, rj,3} \X|, |{ℓj,3, rj,3} ∩X|}

=


min{0, 2}+ min{1, 1} = 1 if ϕ(ℓj,1) = true
min{0, 2}+ min{1, 1} = 1 if ϕ(ℓj,2) = true
min{1, 1}+ min{0, 2} = 1 if ϕ(ℓj,3) = true

 = 1.

Hence, X satisfies constraint (4) for each set family, and thus is a solution for IRS.
We prove the other direction of the claim in the full version of our paper [17]. ◀
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Using Theorem 18, it is not hard to show that Robust Separation remains NP-hard
for any constant d ≥ 1.

▶ Lemma 19 (⋆). Robust Separation is NP-hard for each constant d ≥ 1.

▶ Corollary 20. Robust Submodular Minimizer is NP-hard for each constant d ≥ 1.

4.2 NP-hardness for a constant k ≥ 3
In this section we prove that Robust Separation, and hence, Robust Submodular
Minimizer is NP-hard even for k = 3. To this end, we are going to define another intermediary
problem. First consider the Most Balanced Minimum Cut problem, proved to be NP-
complete by Bonsma [3]. The input of this problem is an undirected graph G = (V, E) with
two distinguished vertices, s and t, and a parameter ℓ. The task is to decide whether there
exists a minimum (s, t)-cut X ⊆ V in G such that min{|X|, |V \X|} ≥ ℓ; recall that a set of
vertices X ⊆ V is a minimum (s, t)-cut in the undirected graph G if s ∈ X, t /∈ X and subject
to this, the value |δ(X)|, i.e., the number of edges between X and V \X, is minimized.

Instead of the Most Balanced Minimum Cut problem, it will be more convenient to
use a variant that we call Perfectly Balanced Minimum Cut where we seek a minimum
(s, t)-cut that contains exactly half of the vertices. Formally, its input is an undirected
graph G = (V, E) with two distinguished vertices, s and t, and its task is to find a minimum
(s, t)-cut X with |X| = |V |/2. Since Most Balanced Minimum Cut can be reduced to
Perfectly Balanced Minimum Cut by simply adding a sufficient number of isolated
vertices, we obtain the following.

▶ Lemma 21 (⋆). Perfectly Balanced Minimum Cut is NP-complete.

▶ Theorem 22 (⋆). Robust Separation is NP-hard even when k = 3.

Proof. We present a reduction from the Perfectly Balanced Minimum Cut problem.
Let I = (G, s, t) be our input instance where G = (V, E). Clearly, we may assume that |V |
is even, as otherwise I is trivially a “no”-instance. First we compute the number of edges
in a minimum (s, t)-cut using standard flow techniques; let δ∗ denote this value, that is,
δ∗ = minY :s∈Y ⊆V \{t} |δ(Y )|.

Second, we modify G in order to ensure that there are at least 2δ∗ + 2 vertices in
the graph; if this holds already for G, then we set G′ = G. Otherwise, we construct a
new graph G′ = (V ′, E′) by adding two sets of vertices, As and At, to the graph with
|As| = |At| = ⌈(2δ∗ + 2 − |V |)/2⌉, and connecting each vertex in As to s, as well as each
vertex in At to t, with an edge. Observe that all minimum (s, t)-cuts in G′ contain As and
are disjoint from At. Moreover, any minimum (s, t)-cut X in G corresponds to a minimum
(s, t)-cut X ∪ AS in G′ and vice versa. Thus, I ′ = (G′, s, t) is an instance of Perfectly
Balanced Minimum Cut equivalent with I. Let 2n + 2 denote the number of vertices
in G′, so that Ṽ := V ′ \ {s, t} has 2n vertices. By our choice of |As| = |At|, we know that
the number of vertices in G′ is |V ′| = 2n + 2 ≥ |V |+ (2δ∗ + 2− |V |) = 2δ∗ + 2, as promised.

Let us construct an instance J of Robust Separation. We define our universe U

as follows. For each v ∈ V ′ we introduce a set P (v) = {v̂} ∪ {vu : uv ∈ E}, and we
additionally define a copy V ∗ = {v∗ : v ∈ V } of V , a set R of size |R| = n − δ∗, and a
copy R′ = {r′ : r ∈ R} of R. Thus, we have

U =
⋃

v∈V ′

P (v) ∪ V ∗ ∪R ∪R′.
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We set s∗ and t∗, both in V ∗, as our two distinguished vertices.
We define our three families for J as follows:

Π1 = {S1} where S1 = V ∗ \ {t∗} ∪R ∪ P (s);
Π2 = {S2} ∪ {Sv

2 : v ∈ Ṽ } where S2 = V ∗ \ {s∗} ∪R′ ∪ P (t),
Sv

2 = P (v) ∀v ∈ Ṽ ;
Π3 = {Sv

3 : v ∈ Ṽ } ∪ {Se
3 : e ∈ E′} ∪ {Sr

3 : r ∈ R} where Sv
3 = {v̂, v∗} ∀v ∈ Ṽ ,

Se
3 = {uv, vu} ∀e = uv ∈ E′,

Sr
3 = {r, r′} ∀r ∈ R.

Thus, Π1 contains only a single set, Π2 contains |Ṽ |+1 pairwise disjoint sets, and Π3 contains
|Ṽ |+ |E′|+ |R| pairwise disjoint sets. We finish the definition of our instance J by setting
d = n as our threshold, so that J = (U, s∗, t∗, Π1, Π2, Π3, n).

We claim that G′ admits a minimum (s, t)-cut containing exactly n + 1 vertices if and
only if J is a “yes”-instance of Robust Separation. The proof of this claim can be found
in the full version of our paper [17]. ◀

Clearly, we can increase the value of parameter k without changing the solution set of our
instance of Robust Separation by repeatedly adding a copy of, say, the first set family Π1.
Using also Lemma 17, we have the following easy consequences of Theorem 22:

▶ Corollary 23. Robust Separation is NP-hard for each constant k ≥ 3.

▶ Corollary 24. Robust Submodular Minimizer is NP-hard for each constant k ≥ 3.

5 Conclusion

In this paper, we studied the computational complexity of Robust Submodular Minimizer,
and provided a complete computational map of the problem with respect to the parameters k

and d, offering dichotomies for the case when one of these parameters is a constant, and
giving an FPT algorithm for the combined parameter (k, d). Regarding the case when one
of the functions fi has only polynomially bounded minimizers, there are a few questions
left open: First, what is the computational complexity of this variant when parameterized
by k? Second, is there an algorithm for this case with running time 2O(d)|I|O(1) on some
instance I instead of the running time 2O(d2)|I|O(1) we obtained based on the algorithm for
Theorem 13?

We remark that our algorithmic results can be adapted in a straightforward way to a
slightly generalized problem: given k submodular functions f1, . . . , fk with non-negative
integers d1, . . . , dk, we aim to find a set X such that, for each i ∈ [k], there exists some
set Yi ∈ arg min fi with |X △ Yi| ≤ di for each i ∈ [k]. As mentioned in Section 1.2, Robust
Submodular Minimizer is related to recoverable robustness. We can consider the robust
recoverable variant of submodular minimization: given submodular functions f0, f1, . . . , fk,
we aim to find a set X that minimizes

f0(X) + max
i∈[k]

min
Yi:|Yi△X|≤d

fi(Xi).

The optimal value is lower-bounded by f0(Y0)+maxi∈[k] fi(Yi) where Yi ∈ arg min fi for each
i ∈ {0, 1, . . . , k}. Our results imply that we can decide efficiently whether the optimal value
attains this lower bound or not, when d and k are parameters, or when f0 has polynomially
many minimizers.
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Abstract
The sliding cubes model is a well-established theoretical framework that supports the analysis of
reconfiguration algorithms for modular robots consisting of face-connected cubes. As is common
in the literature, we focus on reconfiguration via an intermediate canonical shape. Specifically, we
present an in-place algorithm that reconfigures any n-cube configuration into a compact canonical
shape using a number of moves proportional to the sum of coordinates of the input cubes. This
result is asymptotically optimal and strictly improves on all prior work. Furthermore, our algorithm
directly extends to dimensions higher than three.
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1 Introduction

Modular robots consist of a large number of comparatively simple robotic units. These
units can attach and detach to and from each other, move relative to each other, and in
this way form different shapes or configurations. This shape-shifting ability allows modular
robots to robustly adapt to previously unknown environments and tasks. One of the major
questions regarding modular robots is universal reconfiguration: is there a sequence of moves
which transforms any two given configurations into each other, and if so, how many moves
are necessary? There are a variety of real-world mechatronics or theoretical computational
models for modular robots and the answer to the universal reconfiguration question differs
substantially between systems [3].

In this paper, we study the sliding cube model, which is a well-established theoretical
framework that supports the analysis of reconfiguration algorithms for modular robots
consisting of face-connected cubes. In this model, a module (cube) can perform two types of
moves: straight-line moves called slides and moves around a corner called convex transitions
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31:2 Optimal In-Place Compaction of Sliding Cubes

(a) (b)

Figure 1 Moves in the sliding cube model: slide (a) and convex transition (b). Solid cubes are
part of the configuration.

(see Figure 1). Maintaining connectivity during a sequence of moves is the main challenge
when developing algorithms in the sliding cube model. During a move, the configuration
(excluding the moving cube) must stay connected. Furthermore, there have to be sufficient
empty cells to perform the move. This connectivity is crucial for most actual modular robotic
systems since it allows them to retain their structure, communicate, and share other resources
such as energy.

Almost 20 years ago, Dumitrescu and Pach [8] showed that the sliding cube model in
2D (or sliding square model) is universally reconfigurable. More precisely, they presented
an algorithm that transforms any two given configurations with n squares into each other
in O(n2) moves. This algorithm transforms any given configuration into a canonical shape
(a horizontal line) and then reverts the procedure to reach the final configuration. It was
afterwards adapted to be in-place using flooded bounding boxes as canonical intermediate
configurations [15]. Recently, Akitaya et al. [4] presented Gather&Compact: an input-
sensitive in-place algorithm which uses O(Pn) moves, where P is the maximum among the
perimeters of the bounding boxes of the initial and final configurations. The authors also
show that minimizing the number of moves required to reconfigure is NP-hard.

These algorithms in 2D do not directly transfer to 3D: they fundamentally rely on the
fact that a connected cycle of squares encloses a well-defined part of the configuration.
One could ask whether the fact that enclosing space in 3D is more difficult has positive
or negative impact on universal reconfiguration in 3D. Miltzow et al. [14] showed that
there exist 3D configurations in which no module on the external boundary is able to move
without disconnecting the configuration. Hence, simple reconfiguration strategies [11, 13]
can generally not guarantee reconfiguration for all instances.

Until very recently, the most efficient algorithm for the reconfiguration problem in 3D
was the algorithm by Abel and Kominers [1], which uses O(n3) moves to transform any
n-cube configuration into any other n-cube configuration. As is common in the literature,
this algorithm reconfigures the input into an intermediate canonical shape. Stock et al. [17]
just announced a worst-case bound of O(n2) moves for the Abel and Kominers algorithm.
Furthermore, their paper presents an in-place reconfiguration algorithm, which runs in
time proportional to a measure of the size of the bounding box times the number of cubes.
Specifically, their algorithm requires O(n(wd + h)) moves in the worst-case, where w, d, and
h are the width, depth, and height of the bounding box, respectively.

Results. In this paper we present an in-place algorithm that reconfigures any n-cube
configuration into a compact canonical shape using a number of moves proportional to the
sum of coordinates of the input cubes. This result is asymptotically optimal and strictly
stronger than the bounds obtained by Stock et al. [17]. Furthermore, our algorithm directly
extends to hypercube reconfiguration in dimensions higher than three. Last but not least, the
restriction of our algorithm to two dimensions improves upon the best bound for compacting
sliding squares [4].
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Additional related work. For more restricted sliding models, for example, only allowing
one of the two moves in the sliding cube model, reconfiguration is not always possible.
Michail et al. [13] explore universal reconfiguration using helpers or seeds (dedicated cubes
that help other cubes move). They show that the problem of deciding how many seeds are
needed is in PSPACE.

Another popular model for modular robots is the pivoting cube model, in which the
modules move by rotating around an edge shared with a neighboring module. In this model
the extra free-space requirements for the moves that come from pivoting instead of sliding
mean that there are configurations in which no move is possible. Akitaya et al. [3] show
that the reconfiguration problem in this setting is PSPACE-complete. In contrast, adding
five additional modules to the outer boundary guarantees universal reconfigurability in 2D
using O(n2) moves [2]. Other algorithms for pivoting modules require the absence of narrow
corridors in both the initial and final configurations [10, 18]. A more powerful move is to
allow the modules to tunnel through the configuration. With it, O(n) parallel steps suffice
to reconfigure 2D and 3D cubes [5, 6, 12]. However, for most real-world prototype systems,
tunnelling requires the use of metamodules [16] which are sets of modules which act as a
single unit with enhanced capabilities, increasing the granularity of the configurations.

We require that the configuration stays connected at all times. In a slightly different
model that relaxes the connectivity requirement (referred to as the backbone property), Fekete
et al. [9] show that scaled configurations of labeled squares can be efficiently reconfigured
using parallel coordinated moves with a schedule that is a constant factor away from optimal.

2 Preliminaries

In this paper, we study cubical modules moving in the 3-dimensional grid Z3. The handedness
of the coordinate system does not have any impact on the correctness of our algorithm.

A configuration C is a subset of coordinates in the grid. The elements of C are called
cubes. We call two cubes adjacent if they lie at unit distance. For a configuration C, denote
by GC the graph with vertex set C, whose edges connect all adjacent cubes. We say a cell is
a vertex of GZ3 which is not occupied by a cube in C. We always require a configuration
to remain connected, that is, GC must be connected. For ease of exposition we assume C
consists of at least two cubes. Let BC be the bounding box of a configuration C. W.l.o.g. we
assume that the vertex in BC with minimum x-, y-, and z-coordinate is the origin of GZ3 .

In the sliding cubes model, a configuration can rearrange itself by letting cubes perform
moves. A move replaces a single cube c ∈ C by another cube c′ /∈ C. Moves come in two
types: slides and convex transitions (see Figure 1). In both cases, we consider a 4-cycle γ

in GZ3 . For slides, exactly three cubes of γ are in C; c′ is the cell of γ not in C, and c is
adjacent to c′. For convex transitions, γ has exactly two adjacent cubes in C; c is one of
these two cubes, and c′ is the vertex of γ not adjacent to c. The slide or convex transition is
a move if and only if C \ {c} is connected.
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Call a cube c = (x, y, z) finished if the cuboid spanned by the origin and c is completely
in C, that is, if {0, . . . , x}×{0, . . . , y}×{0, . . . , z} ⊆ C. We call C finished if all cubes in C are
finished. The compaction problem starts with an arbitrary connected configuration C with
bounding box BC and is solved when all cubes are finished. An algorithm for this problem is
in-place if at most a single cube simultaneously moves through cells face-adjacent to BC .

Most of the algorithm works on vertical contiguous strips of cubes in C called subpillars.
More precisely, a subpillar of C is a subset of C of the form {x} × {y} × {zb, . . . , zt}. In the
remainder of this paper, we denote this subpillar by ⟨x, y, zb .. zt⟩. The cube (x, y, zt) is called
the head, and the remainder ⟨x, y, zb .. zt − 1⟩ is called the support of the subpillar. A pillar
is a maximal subpillar, that is, a subpillar that is not contained in any other subpillar. Note
that there can be multiple pillars above each other with the same x- and y-coordinates, as
long as there is a gap between them. Two sets S and S′ of cubes are adjacent if S contains a
cube adjacent to a cube in S′. The pillar graph PS of a set S of cubes is the graph whose
vertices are the pillars of S and whose edges connect adjacent pillars.

3 Algorithm

For a set of cubes S ⊆ C, let its coordinate vector sum be (XS , YS , ZS) =
∑

(x,y,z)∈S(x, y, z).
Let C>0 be the subset of cubes (x, y, z) ∈ C for which z > 0, and C0 be the subset of cubes for
which z = 0. Let the potential of a cube c = (cx, cy, cz) be Πc = wc(cx + 2cy + 4cz), where
the weight wc depends on the coordinates of c in the following way. If cz > 1, then wc = 5;
if cz = 1, then wc = 4. If cz = 0, then wc depends on cy. If cy > 1, then wc = 3; if cy = 1,
then wc = 2 and lastly, if cz = cy = 0, then wc = 1. We aim to minimize the potential
function ΠC =

∑
c∈C Πc. From now on, let C be an unfinished configuration. We call a

sequence of m moves applied to C safe if the result is a configuration C′, such that ΠC′ < ΠC
and m = O(ΠC − ΠC′). This means that the sequeence of moves reduces the potential by at
least some constant fraction of m by going from C to C′. We show that if C is unfinished, it
always admits a safe move sequence.

The main idea is as follows. For a configuration C, whenever possible, we try to reduce
ZC by some sequence of moves. If that is not possible, then the configuration must admit
another sequence of moves, where a complete pillar is moved to a different x- or y-coordinate.
In this way, by reducing either the z-coordinate of cubes, or the x- or y-coordinate, we
guarantee that eventually every cube becomes finished.

In this paper, we describe the algorithm in three dimensions. However, it naturally
extends to higher dimensions, and also works for squares in two dimensions. In fact, we will
use the algorithm in two dimensions as a subroutine for the three-dimensional case.

Local z reduction. Let P = ⟨x, y, zb .. zt⟩ be a subpillar of C. We refer to the four
coordinates {(x − 1, y), (x + 1, y), (x, y − 1), (x, y + 1)} as the sides of P . On each side, P

has zero or more adjacent pillars. We order these by their z-coordinates; as such, we may
refer to the top- or bottommost adjacent pillar on a side of P . We say that a set of cubes
S ⊆ C is non-cut if GC\S is connected or empty. A pillar of C is non-cut if and only if it is a
non-cut vertex of the pillar graph PC .

Let P = ⟨x, y, zb .. zt⟩ be a non-cut subpillar, and let P ′ = ⟨x′, y′, z′
b .. z′

t⟩ be a pillar
adjacent to P . We define a set of operations of at most three moves within P which locally
reduce ZC (see Figure 2). Because P is non-cut, C \ P is connected. Therefore, if cubes of P

move in such a way that each component (of cubes originally in P ) remains adjacent to a
cube of C \ P , then the result of that operation is a valid configuration.
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Figure 2 Examples of operations (a–d); hatched cubes are non-cut and dashed outlines indicate
cells that must be empty. Each case admits a move sequence that reduces ZC .

(a) If P ′ is a topmost adjacent pillar of P and z′
t ≤ zt − 2, then the topmost cube of P

admits a convex transition that decreases ZC .
(b) If z′

b > zb and (x, y, z′
b −1) is a non-cut cube, then there is a move sequence that decreases

ZC : first slide (x, y, z′
b − 1) to (x′, y′, z′

b − 1) and then slide (x, y, z′
b) to (x, y, z′

b − 1).
There is one special case. We say that P is locked if the head of P has no adjacent
cubes except for P ’s support. If P is locked and z′

b = zt − 1, then the second slide would
disconnect P ’s head from the rest of the configuration. To avoid this, before performing
the second slide, we unlock P by sliding the head of P from (x, y, zt) to (x′, y′, zt), as
shown in the right part of Figure 2b.

(c) If (x, y, zb − 1) /∈ C and z′
b < zb, then (after unlocking P , if necessary) (x, y, zb) admits a

slide to (x, y, zb − 1) that decreases ZC .
(d) If (x, y, zb − 1) /∈ C, P ′ is a bottommost adjacent pillar of P , and zb = z′

b > 0, then (after
unlocking P , if necessary) (x, y, zb) admits a convex transition to (x′, y′, z′

b − 1) that
decreases ZC .

▶ Lemma 1. Let P = ⟨x, y, zb .. zt⟩ be a non-cut pillar. Assume P does not admit any
operation of type (a–d). Then, on each side, P has at most one adjacent pillar P ′ =
⟨x′, y′, z′

b .. z′
t⟩. For these pillars P ′, we have zt ≤ z′

t + 1, and either zb < z′
b or zb = z′

b = 0.

Proof. Consider one side s of P . Because (a) does not apply to P , for any adjacent
pillar P ′ = ⟨x′, y′, z′

b .. z′
t⟩, we know that zt ≤ z′

t + 1. Consider the case that (x, y, z′
b − 1)

is a non-cut cube. Because (b) does not apply, zb ≥ z′
b, and because (c) does not apply

either, zb = z′
b, and finally because (d) does not apply, we have zb = z′

b = 0. Now consider
the case that (x, y, z′

b − 1) is a cut cube. Then because (c) does not apply, we have zb ≤ z′
b,

and finally because (d) does not apply, we have zb < z′
b or zb = z′

b = 0. If zb = z′
b = 0 for

each adjacent pillar P ′, then each side of P can have at most one pillar. If zb < z′
b, then,

because (b) does not apply, (x, y, z′
b − 1) is a cut cube. Therefore, also in this case, there can

be no cube adjacent to the subpillar ⟨x, y, zb .. z′
b − 2⟩, and therefore also in this case there

can be at most one adjacent pillar on each side. ◀

Pillar shoves. Next, we consider longer move sequences that still involve a single subpillar. A
central operation of our algorithm is a pillar shove, which takes as parameters a subpillar P =
⟨x, y, zb .. zt⟩ and a side (x′, y′) of P . The result of the pillar shove is the set of cubes

shove(C, P, (x′, y′)) := (C \ P ) ∪ ⟨x′, y′, zb .. zt − 1⟩ ∪ {(x, y, zb)},

in which the support is effectively shifted to the side (x′, y′), and the head is effectively
moved from (x, y, zt) to (x, y, zb). Although shove(C, ⟨x, y, zb .. zt⟩, (x′, y′)) is well-defined, it
is not necessarily a connected configuration, let alone safely reachable from C.
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(e)

P
→ →

→ →3 2

3

(|P | − 9 times)

11

2

→

P ′

(e′)

P

P ′

→ →

Figure 3 Examples of pillar shoves for a long pillar (e) and a short pillar (e′). The zipper
operation on the left is executed |P | − 9 times.

Let P = ⟨x, y, zb .. zt⟩ be a non-cut subpillar, and assume that on at least two sides (x′, y′)
and (x′′, y′′) of P , no cube except possibly the head (x, y, zt) has an adjacent cube. Moreover,
assume that (x′, y′, zt) ∈ C. We define two types of pillar shoves, each of which transforms C
into shove(C, ⟨x, y, zb .. zt⟩, (x′, y′)): a long pillar shove (for |P | ≥ 9; see Figure 3(e)) and a
short pillar shove (for |P | < 9; see Figure 3(e’)). Note that the short pillar shove could be
applied to the |P | ≥ 9 case as well. However, a short pillar shove takes a number of moves
quadratic in |P | and hence would not be safe. A long pillar shove, on the other hand, takes
a number of moves linear in |P | as for each cube, we take a constant number of moves to
move it to its new location (the “zipper” operation shown in the framed part of Figure 3(e)).
As such, both pillar shoves reduce ZC by zt − zb and take O(zt − zb) moves, so they are safe.

(e) Assume that no operations of type (a–d) are possible. Then, by Lemma 1, P =
⟨x, y, zb .. zt⟩ has at most one adjacent pillar on each side, and there exists an adjacent
pillar P ′ = ⟨x′, y′, z′

b .. z′
t⟩ with z′

b > zb (assume that P ′ is such a pillar with the lowest
z′

b), and there is a side (x′′, y′′) ̸= (x′, y′) of P such that (x′′, y′′, zb) /∈ C. Together, this
implies that both sides (x′′, y′′) and (x′, y′) are empty up to at least z′

b − 1 (otherwise
P ′ would not be the pillar with lowest z′

b > zb). Then the subpillar ⟨x, y, zb .. z′
b⟩ (after

unlocking P , if necessary) admits a pillar shove.

▶ Lemma 2. Let P = ⟨x, y, zb .. zt⟩ be a non-cut subpillar. Assume P does not admit any
operation of type (a–e). Then P has no adjacent pillar ⟨x′, y′, z′

b .. z′
t⟩ with z′

b > zb.

Proof. Assume that P has at least two adjacent pillars, say P ′ = ⟨x′, y′, z′
b .. z′

t⟩ and P ′′ =
⟨x′′, y′′, z′′

b .. z′′
t ⟩, such that zb < z′

b and zb < z′′
b ; let P ′ denote the lowest one, such that

zb < z′
b ≤ z′′

b . Then (x′′, y′′, zb) /∈ C, which contradicts that (e) does not apply. Therefore,
there can be at most one such pillar. However, this, together with Lemma 1, implies that
on all other sides (x′′, y′′) ̸= (x′, y′), (x′′, y′′, zb) ∈ C. This means that (x, y, z′

b − 1) is a
non-cut cube, contradicting that (b) does not apply. Therefore, there can be no such adjacent
pillars. ◀
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H1
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L2
L3

L4

H2

Figure 4 An example configuration C and its low-high graph LHC . This configuration does still
admit operations of type (a–g).

In summary, if (a–e) do not apply to any non-cut subpillar, then for any non-cut pillar P =
⟨x, y, zb .. zt⟩ and any adjacent pillar ⟨x′, y′, z′

b .. z′
t⟩, we have z′

b = zb = 0.

Local potential reduction. Let C>0 be the subconfiguration consisting of cubes with z > 0.
We may greedily reduce the potential by moving individual cubes in C>0.

(f) Perform any move of C that moves a cube c of C>0, reduces the potential, and keeps c

inside the bounding box BC of C.

▶ Lemma 3. If an unfinished configuration C does not admit any operation of type (a–f),
and some maximal connected component of C>0 consists of a single pillar P = ⟨x, y, zb .. zt⟩,
then P = {(0, 0, 1)} and (0, 0, 0) ∈ C.

Proof. Because C>0 does not contain cubes with z = 0, we have zb = 1 or zb > 1. If zb > 1,
then ⟨x, y, zb .. zt⟩ would be disconnected from the rest of C, so this cannot be the case.
Likewise, if zb = 1 then (x, y, 0) /∈ C would mean that ⟨x, y, zb .. zt⟩ is disconnected from C,
so this cannot be the case either. Therefore zb = 1 and (x, y, 0) ∈ C. If zt > 1, then the
topmost cube of P can do a convex transition to (x + 1, y, zt − 1), reducing the potential.
Therefore zt = 1 and P = {(x, y, 1)}. If x > 0 or y > 0, then we can move the single cube
of P : using the cube at (x, y, 0), the cube of P can slide or convex transition closer to the
origin (0, 0, 0). Therefore, zb = zt = 1 and x = y = 0. ◀

▶ Corollary 4. If a configuration C does not admit any operation of type (a–f) then of the
connected components of C>0, at most one consists of a single pillar.

Low and high components. Let LHC be the bipartite graph obtained from GC by contracting
the components of GC0 and GC>0 to a single vertex (see Figure 4). We call LHC the low-high
graph of C, and we call the vertices of LHC that correspond to components of GC0 and GC>0

low and high components, respectively. For brevity, we may refer to a low or high component
by its corresponding vertex in LHC and vice versa.

We will use the following lemma several times.

▶ Lemma 5. Let H be a high component and P be a pillar of H. For every component H ′

of H \ P , there exists a non-cut pillar of H ′ that is also a non-cut pillar of H.

Proof. Any component with at least two pillars contains at least two non-cut pillars and
every component contains at least one non-cut pillar, so let P ′ be an arbitrary non-cut pillar
of H ′. H \P ′ has at most two components, namely H ′ \P ′ and H \H ′. If P ′ is a non-cut pillar
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of H , the lemma holds. Else, if P ′ is a cut pillar of H , then it has exactly these components,
so H ′ \ P ′ is nonempty and P is adjacent to P ′. Therefore, H ′ consists of multiple pillars and
hence contains at least two non-cut pillars. Let P ′′ ̸= P ′ be a second non-cut pillar of H ′.
We claim that P ′′ is also a non-cut pillar of H. Indeed, because P and P ′ are adjacent, the
sets H ′ \ P ′′ ⊇ P ′ and H \ H ′ ⊇ P are adjacent. Hence, H \ P ′′ = (H ′ \ P ′′) ∪ (H \ H ′) has
a single component, so P ′′ is a non-cut pillar of H. ◀

▶ Lemma 6. Assume C does not admit any operation of type (a–f). Suppose that H is a high
component such that C \ H is connected. Then any pillar of H is a non-cut subpillar of C.

Proof. Suppose for a contradiction that a pillar P of H is a cut subpillar of C. Then C \ P

contains at least one component H ′ that does not intersect C \ H. Therefore, H ′ is also a
component of H \ P , so by Lemma 5, there exists a non-cut pillar P ′ = ⟨x′, y′, z′

b .. z′
t⟩ of H ′

that is also a non-cut pillar of H. If z′
b > 1 or (x′, y′, 0) /∈ C, then P ′ would be a non-cut

pillar of C. If C does not admit any operation of type (a–f), all non-cut pillars of C start
at z = 0, which contradicts z′

b > 1 or (x′, y′, 0) /∈ C. Therefore, z′
b = 1 and (x′, y′, 0) ∈ C,

but then H ′ would not be a component of C \ P , as H ′ is adjacent to (x′, y′, 0) ∈ C \ P .
Hence, H ′ cannot exist, completing the proof. ◀

▶ Corollary 7. If H is a high component such that C \ H is connected, then every pillar of H

is part of a pillar of C starting at z = 0.

▶ Lemma 8. Assume C does not admit any operation of type (a–f). If H is a high component
such that C \ H is connected, then H consists entirely of finished cubes.

Proof. Assume for contradiction that H contains an unfinished cube. Because of Corollary 7,
every pillar of H is part of a pillar of C starting at z = 0. Therefore, H contains an unfinished
cube (x, y, z) with x > 0 or y > 0. Let c be such a cube that lexicographically maximizes
(z, −y, −x). If x > 0 and (x − 1, y, z) /∈ H (and thus (x − 1, y, z) /∈ C), then we can move
c to either (x − 1, y, z) or (x − 1, y, z − 1), reducing the potential while keeping all cubes
within the bounding box BC , so (f) would apply. If y > 0 and (x, y − 1, z) /∈ H , then we can
similarly move c to either (x, y −1, z) or (x, y −1, z −1). On the other hand, if both (1) x = 0
or (x − 1, y, z) ∈ H and (2) y = 0 or (x − 1, y, z) ∈ H, then because c is the unfinished cube
of H that maximizes (z, −y, −x), the cubes (x − 1, y, z) (if x > 0) and (x, y − 1, z) (if y > 0)
are finished, but then (x, y, z) would also be finished. Contradiction. ◀

▶ Corollary 9. There is at most one high component that contains a finished cube, as any
high component that contains a finished cube also contains (0, 0, 1).

Handling low components. We pick a vertex R of LHC that we call the root of LHC .
If (0, 0, 0) ∈ C, pick R to be the low component that contains (0, 0, 0). Otherwise, pick R to
be an arbitrary low component. Let d be the maximum distance in the graph LHC from R

to any vertex. Let U be the set of vertices of LHC that are locally furthest away (in LHC)
from R. That is, all neighbors v of a vertex u ∈ U lie closer to R. All vertices of U are
non-cut subsets of C. Therefore, if U contains a high component H, then H consists entirely
of finished cubes (and H is adjacent to R), so U contains at most one high component.

If d = 0, then C consists of a single low component. If d = 1, then C consists of one high
and one low component. Set U contains exactly one high component, and it consists entirely
of finished cubes. If d ≥ 2, then C consists of at least two low components and U consists of
at least one low component, and at most one high component. We now give operations that
can be executed when d ≥ 2, such that we end up with a configuration where d = 0 or d = 1.
We will show how to handle the case where d = 0 or d = 1 afterwards.
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We call a low component L clear if C \ L is connected, L ≠ R, and L is connected to a
non-cut pillar P in C \ L. We call such a pillar P a clearing pillar. We show in Lemma 10
that if d ≥ 2, there is at least one clear low component. For this, consider a low component
that is furthest from R (that is, at distance d), and let H be an adjacent high component.
Let LH be the set of low components in U that are adjacent to H (and hence also lie at
distance d from R).

▶ Lemma 10. At least one low component L ∈ LH is connected to H via a non-cut pillar
of C \ L.

Proof. Let C′ = C \
⋃

L∈LH
L. Let HLH

be the set of cubes of H that are adjacent to a low
component in LH . Fix an arbitrary cube cs of R, and in the graph GC′ , consider a cube
c of HLH

that is farthest from cs. Let P be the pillar of H that contains c. We will show
that P is a non-cut pillar of C′. Suppose for a contradiction that P is a cut pillar, then C′ \ P

contains at least two components, at most one of which contains R. Let H ′ be a component
of C′ \ P not containing R. If H ′ contains a cube not in H, then that cube lies in a low or
high component of C′ that lies closer to R, which therefore remains connected to R after
removing P . Therefore, H ′ is a subset of H.

All cubes (x, y, z) ∈ H ′ with z = 1 lie farther from cs than c, and therefore H ′ does not
contain any cubes of HLH

, so H ′ is not adjacent to any cubes of LH . Therefore, H ′ is not
adjacent to any cubes of (C \ P ) \ H ′. By Lemma 5, H ′ contains at least one non-cut pillar
P ′ that is also a non-cut pillar of H. P ′ is also a non-cut pillar of C, but all non-cut pillars
of C start at z = 0 (Corollary 7), which is a contradiction. ◀

We will now present an algorithm that repeatedly selects a (non-root) clear low compo-
nent L, and performs the following operation on it:

(g) Perform any move of C that moves a cube c of L, reduces the potential, and keeps c

inside the bounding box BC of C.

Note that (g) is essentially the same as (f), but now executed on a low rather than a high
component. When operations of type (g) are executed, one of three special events can occur:
(1) L connects to a different low component, merging them.
(2) L connects to the root, and becomes part of the root.
(3) L reaches the origin (at which point it becomes the root).

When none of the operations (a–g) are available for a clear low component L with
clearing pillar ⟨px, py, zb .. zt⟩, there are two cases. Either L contains enough cubes to reach
the origin (|L| ≥ x + y), or L does not contain enough cubes to reach the origin (|L| < x + y).
We call these low components big and small respectively and we handle them differently. For
small low components, we would like to shove the clearing pillar. However, this might not
be valid and might disconnect the configuration in the process. Therefore, we will devise a
special operation that is only safe on small low components.

Small low components. If a clear low component is too small to reach the origin, we want
to move the clearing pillar and do a pillar shove. However, it could be that moving the
clearing pillar would disconnect the low component, or that there are cubes around the
clearing pillar obstructing the shove. For both of these situations, we devise a new operation.
Let NP be the set of cells c with z = 1 in BC neighboring P .
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▶ Lemma 11. Let C be a configuration that does not admit operations of type (a–g). Let L

be a clear component and P = ⟨x, y, zb .. zt⟩ be its clearing pillar. Assume zt ≥ 2. The cubes
in NP need to be either all present, or all absent from C.

Proof. Assume for a contradiction that at least one, but at most three of the cubes neighboring
P with z = 1 are present. Denote these cubes by c1, c2, and c3; not all need to be present.
Since P is a clearing pillar, (C\L)\P is connected. If the cube (x, y, 2) is completely surrounded
by cubes, then it can do a potential reducing operation of type (b). Otherwise, the cube
(x, y, 2) can do a potential reducing operation of type (f). Both lead to a contradiction. ◀

Depending on if the cubes in NP are present, we perform the following operations on L.

(h) Let L be a clear component and P = ⟨x, y, zb .. zt⟩ be its clearing pillar. Assume at least
one of the cubes in NP is present. By definition, L ̸= R. Therefore, there exists an
empty cell e, with coordinates (ex, ey, 0), with ex < x or ey < y. Let e be such an empty
cell with highest y, and from those, the one with highest x. We now want to take the
cube c = (x, y, 0) and move it on a shortest path via z = −1 towards e, reducing its
potential. This however, could disconnect parts of L if c is a cut cube of L and if zt = 1.
(If zt ≥ 2, then by Lemma 11, all cubes in NP are present and c is not a cut cube of
the configuration.) In this case, we first gather cubes from L to fill the 3 × 3 horizontal
square centered around c, making c a non-cut cube, before moving c towards e. Now the
configuration stays connected when moving c to e. If we gathered cubes because zt = 1,
the head of P at (x, y, 1) is not a cut cube, and can subsequently move down.

If (a–h) do not apply, then all cubes from NP are not in C.
(i) Let L be a clear component and P = ⟨x, y, zb .. zt⟩ be its clearing pillar. All cubes in NP

are absent from C. Gather cubes from L towards P according to Figure 5 and do a pillar
shove on P . Then, move the extra cubes back to their original location.

The only reason that (e) is not possible, is that P is a cut pillar, since it is the only
pillar connecting L to the other components. Therefore, gathering cubes from L to P makes
the operations (h) and (i) viable. This is done in the following way. Let the clearing pillar
of L be P = ⟨x, y, zb .. zt⟩. Let zt be the highest z such that only (x, y, zt) has a horizontal
neighboring cube (x′, y′, zt). Let c = (x, y, 0) ∈ L be the cube below P . Assume that P has at
least size 5. Then, repeatedly select the non-cut cube c ∈ L that lexicographically maximizes
(z, y, x) and move it towards P to fill the 3 × 3 square (for (h)), or create the configuration
shown in Figure 5a (for (i)). The cubes that were gathered keep the configuration connected
during the operation. For (i), if P has fewer than 5 cubes, we gather cubes towards P in a
different way. Because P is too small to gather enough cubes for a pillar shove, we simply
fill the cells that P would want to go towards, see Figure 5b. Then, the original P can be
deconstructed. Again, using a constant number of moves, we can decrease the potential
vector, while maintaining connectivity.

▶ Lemma 12. Operations of type (h) and (i) are safe.

Proof. For an operation of type (h) or (i), let c = (cx, cy, cz) be the head of P . We will show
that any operation of type (i) strictly decreases PC by O(cz +cy +cx) and uses O(cz +cy +cx)
moves to do so. First we analyze the operations of type (h) or (i) with a pillar of size larger
than one: the head c = (cx, cy, cz) of the pillar involved moves down from cz to z = 1, so PC
reduces by 4(cz − 1). The cubes beneath c from z = 1 up to cz might increase their x- or
y-coordinate by 1. Therefore, the potential also increases by 2(cz − 1) at most. The cubes
that are gathered and then returned do not move positions and therefore do not affect the
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(a) (b)

(x′, y′)
(x′, y′)

Figure 5 The start configuration for a pillar shove for a clearing pillar. The white pillar is the
clearing pillar. The red cube is part of L. The blue cubes are required and need to be gathered. (a)
Clearing pillar of height at least 5. (b) The configuration for a pillar shove of height at most 4.

potential. Moreover, wc becomes one lower, because cz decreases from cz > 1 to cz = 1. In
total, the potential PC decreases by 2(cz − 1) + cx + cy. For operations of this type with a
pillar of size one, the potential decreases by cz + cy + cx, since the head moves from z = 1 to
z = 0.

Now we will show that executing one of these operations, which reduces ΠC by O(cz +
cy + cx), takes O(cz + cy + cx) moves and is therefore safe. Moving via a shortest path over
a component with x cubes takes O(x) moves. Gathering the seven cubes from L to the
clearing pillar and moving them back takes at most O(cx + cy) moves, since L is a small
low component and has therefore size at most O(cx + cy). Then, the normal pillar shove
takes O(cz) moves. Hence, the total operation takes O(cz + cy + cx) moves and is safe. ◀

Big low components. If a low component L is big, that is, if it contains enough cubes to
reach the origin from its clearing pillar, we want L to actually contain the origin. Performing
operations of types (g) is not sufficient to achieve this, and operations (h) and (i) are only
safe on small low components. To make L contain the origin, note that all of our operations
not only work in 3D, but also in 2D when instead of prioritizing reducing the z-coordinate,
we prioritize reducing the y-coordinate. We run the algorithm on L in 2D, with an additional
constraint. We fix an arbitrary clearing pillar of L, and call the cube p of L below that
clearing pillar its pinned cube. When executing the algorithm in 2D, we never move p. With
minor changes, all of the lemmas above still hold in the presence of at most one pinned cube.

We abstract from L being a clear low component, and instead consider a component C in
which we disallow a single cube p ∈ C from moving. We again call this cube p the pinned cube.
We adapt our algorithm for configurations without pinned cubes to one for configurations
with pinned cubes as follows. Whenever we are looking for the next operation to perform,
simply disregard any operation that would move the pinned cube. We cannot guarantee
that this adapted algorithm results in a finished configuration, but for our purposes, it is
sufficient to prove that it reaches the origin if it is big enough.

Recall that R is a vertex of LHC chosen as follows. If C contains a low component that
contains the origin, then let R be that low component. Otherwise, we choose R to be an
arbitrary low component. If C already contains the origin, the lemma trivially holds, so we
would choose R to be an arbitrary low component. However, since there exists a pinned
cube p, we need to be more careful with our choice and instead pick R as follows. If there
exists a low component that either contains p or that neighbors a pillar containing p, let R

be that low component. We are now ready to prove the following lemma.
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▶ Lemma 13. Let C be a configuration with a single pinned cube p = (px, py, pz) and assume
C has at least px + py + pz cubes. If C does not admit operations of type (a–i) that do not
move p, then C contains the origin.

Proof. Assume there are at least two low components. Let L1 and L2 be the low components
such that the distance between them in LHC is maximized. Hence, if there would be no pinned
cube p, we could pick any of them and the other would be clear (Lemma 10). Because C only
contains a single pinned cube, we pick R to be either L1 or L2 such that the other one is
clear. Therefore, there is always a clear low component. While a clear low component exists,
we can execute operations (g–i) if it is small, or perform operations one dimension lower if it
is big and does not contain the origin. This is a contradiction and therefore there can be at
most one low component L.

Because no operations of type (h) or (i) are possible on L, its clearing pillar must contain p.
Furthermore, no operations are possible on L in one dimension lower, so L must contain
its own origin by recursion. Because there are no possible operations of type (g) on L and
because it is big enough, this means that L also contains the global origin. ◀

If none of the operations (a–g) are possible, every clear low component either contains
the origin, or is too small to do so.

The algorithm terminates when no clear low component (and hence only the root low
component) remains. Recall that d is the maximum distance from the root R of LHC over
all vertices. We are left with two cases. Either no high component remains (d = 0), or there
is at most one high component (d = 1), which consists of entirely finished cubes.

As stated before, all operations (a–i) not only work in 3 dimensions, they also work in 2
dimensions when instead of prioritizing reducing the z-coordinate, we prioritize reducing the
y-coordinate. Moreover, these operations never move the origin. Therefore, we can now run
the exact same operations on the bottom layer in 2D, until the root component is finished. If
there is still a high component, it stays connected via the origin. We end up with a finished
configuration.

Running time. Recall that the potential of a cube c = (cx, cy, cz) is Πc = wc(cx + 2cy + 4cz),
where the weight wc depends on the coordinates of c in the following way. If cz > 1, then
wc = 5, if cz = 1, then wc = 4. If cz = 0, then wc depends on cy. If cy > 1, then wc = 3,
if cy = 1, then wc = 2 and lastly, if both cz = cy = 0, then wc = 1. The potential of the
complete configuration is the sum of potential of the individual cubes. Moreover, a sequence
of m moves is safe if the result is a configuration C′ inside BC , such that ΠC′ < ΠC and
m = O(ΠC − ΠC′). Each operation of type (a–i) strictly reduces the potential function.
Moreover, each of the operations (a–g) is trivially safe. We have shown that operations (h)
and (i) are also safe (see Lemma 12).

Because all operations are safe and reduce the potential, the algorithm performs at most
O(ΠC) = O(XC + YC + ZC) moves. For the problem of reconfiguring the cubes into a finished
configuration, this is worst-case optimal. An example achieving this bound is a configuration
consisting of a path of cubes in a bounding box of equal side lengths w tracing from the
origin to the opposite corner of the bounding box. To see that, note that any finished cube
at position (x, y, z) requires there to exist n ≥ x · y · z cubes, so at least one of x, y, and z

is at most n1/3 for any candidate finished position. There are Ω(n) cubes (x′, y′, z′) that
are initially Ω(w − n1/3) = Θ(n) = Θ(x′ + y′ + z′) away from any such potential finished
position.
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4 Conclusion

We presented an in-place algorithm that reconfigures any configuration of cubes into a compact
canonical shape using a number of moves proportional to the sum of coordinates of the
input cubes. This result is asymptotically optimal. However, just as many other algorithms
in the literature, our bounds are amortized in the sense that we make use of a number of
dedicated cubes which help other cubes move by establishing the necessary connectivity in
their neighborhood. This is in particular the case with our pillar shoves, that need some
additional cubes to gather at the pillar, to then move up and down the pillar to facilitate
moves. These extra moves are charged to one cube in the pillar reducing its coordinates. In
the literature such cubes are referred to as helpers, seeds, or even musketeers [2, 7, 13, 17].

Such helping cubes are in many ways in conflict with the spirit of modular robot
reconfiguration: ideally each module should be able to run the same program more or less
independently, without some central control system sending helpers to those places where
they are needed. The input-sensitive Gather&Compact algorithm in 2D by Akitaya et al. [4]
does not require amortized analysis and gives a bound on the number of moves for each
square in terms of the perimeters of the input and output configurations. The question
hence arises whether it is possible to arrive at sum-of-coordinates bounds either in 2D or 3D
without amortization? For example, is there a compaction algorithm in which each cube in
the configuration that starts at position (x, y, z) performs at most O(x + y + z + a) moves,
where a is the average L1-distance that cubes lie from the origin?
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Abstract
In this paper, we show that computing canonical labelings of graphs of bounded rank-width is in
TC2. Our approach builds on the framework of Köbler & Verbitsky (CSR 2008), who established
the analogous result for graphs of bounded treewidth. Here, we use the framework of Grohe &
Neuen (ACM Trans. Comput. Log., 2023) to enumerate separators via split-pairs and flip functions.
In order to control the depth of our circuit, we leverage the fact that any graph of rank-width k

admits a rank decomposition of width ≤ 2k and height O(log n) (Courcelle & Kanté, WG 2007).
This allows us to utilize an idea from Wagner (CSR 2011) of tracking the depth of the recursion in
our computation.

Furthermore, after splitting the graph into connected components, it is necessary to decide
isomorphism of said components in TC1. To this end, we extend the work of Grohe & Neuen (ibid.)
to show that the (6k + 3)-dimensional Weisfeiler–Leman (WL) algorithm can identify graphs of
rank-width k using only O(log n) rounds. As a consequence, we obtain that graphs of bounded
rank-width are identified by FO + C formulas with 6k + 4 variables and quantifier depth O(log n).
Prior to this paper, isomorphism testing for graphs of bounded rank-width was not known to be
in NC.
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1 Introduction

The Graph Isomorphism problem (GI) takes as input two graphs G and H, and asks if
there exists an isomorphism φ : V (G) → V (H). GI is in particular conjectured to be NP-
intermediate; that is, belonging to NP but neither in P nor NP-complete [36]. Algorithmically,
the best known upper-bound is nΘ(log2 n), due to Babai [3]. It remains open as to whether
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GI belongs to P. There is considerable evidence suggesting that GI is not NP-complete
[42, 6, 30, 3, 33, 1, 39]. In a precise sense, GI sits between linear and multilinear algebra. For
any field F, GI belongs to F-Tensor Isomorphism (TIF). When F is finite, TIF ⊆ NP ∩ coAM
[16, 17]. In contrast, the best known lower-bound for GI is DET [44], which contains NL and
is a subclass of TC1. It is thus natural to inquire as to families of graphs where isomorphism
is decidable in sub-classes of DET.

There has been considerable work on efficient algorithms for special families of graphs.
Sparse graphs, in particular, have received considerable attention from the perspective of
polynomial-time computation, though less is known for dense graphs– see [24] for discussion.
The story is similar in the setting of NC isomorphism tests, with considerable work on planar
graphs (see the references in [12]) and graphs of bounded treewidth [25, 46, 11], culminating
in L-completeness results for both families (see [12, 43] for planar graphs, and and [15] for
graphs of bounded treewidth). Isomorphism testing for graphs of bounded genus is also
L-complete [14]. We now turn to dense graphs. An NC isomorphism test is known for graphs
of bounded eigenvalue multiplicity [2]. The isomorphism problems for interval graphs [32]
and Helly ciruclar-arc graphs [35] are both L-complete.

The k-dimensional Weisfeiler–Leman algorithm (k-WL) serves as a key combinatorial
tool in GI. It works by iteratively coloring k-tuples of vertices in an isomorphism-invariant
manner. On its own, Weisfeiler–Leman serves as an efficient polynomial-time isomorphism
test for several families of graphs, including planar graphs [31, 21], graphs of bounded
genus [18, 20], and graphs for which a specified minor H is forbidden [19]. WL even serves as
an NC isomorphism test for graphs of bounded treewidth [25] and planar graphs [25, 45, 21].
Despite the success of WL, it is insufficient to place GI into P [7, 40]. Nonetheless, WL
remains an active area of research. For instance, Babai’s quasipolynomial-time algorithm [3]
combines O(log n)-WL with group-theoretic techniques.

Graphs of bounded rank-width have only recently received attention from the perspective
of isomorphism testing. Grohe & Schweitzer [24] gave the first polynomial-time isomorphism
test for graphs of bounded rank-width. In particular, their isomorphism test ran in time
nf(k), where f(k) was a non-elementary function of the rank-width k. Subsequently, Grohe
& Neuen [22] showed that graphs of rank-width k have Weisfeiler–Leman dimension ≤ 3k+ 5,
which yields an O(n3k+6 log n)-time isomorphism test and also the first polynomial-time
canonical labeling procedure for this family. In particular, it is open as to whether graphs of
bounded rank-width admit NC or FPT isomorphism tests. This is in contrast to graphs of
bounded treewidth, where NC [25, 34, 46, 11, 15] and FPT [38, 23] isomorphism tests are
well-known.

Closely related to Graph Isomorphism is Graph Canonization, which for a class
C of graphs, asks for a function F : C → C such that for all X,Y ∈ C, X ∼= F (X) and
X ∼= Y ⇐⇒ F (X) = F (Y ). Graph Isomorphism reduces to Graph Canonization, and
the converse remains open. Nonetheless, efficient canonization procedures have often followed
efficient isomorphism tests, usually with non-trivial work– see e.g., [29, 22, 34, 46, 15, 4].

Main Results. In this paper, we investigate the parallel and descriptive complexities
of identifying and canonizing graphs of bounded rank-width, using the Weisfeiler–Leman
algorithm.

▶ Theorem 1. Let G be a graph on n vertices, of rank-width k. We can compute a canonical
labeling for G using a TC circuit of depth O(log2 n) and size nO(16k).

Our approach in proving Thm. 1 was inspired by the previous work of Köbler & Verbitsky [34],
who established the analogous result for graphs of bounded treewidth. Köbler & Verbitsky
crucially utilized the fact that graphs of treewidth k admit balanced separators of size k + 1,
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where removing such a separator leaves connected components each of size ≤ n/2. This
ensures that the height of their recursion tree is O(log n). For graphs of bounded rank-width,
we are unable to identify such separators. Instead, we leverage the framework of Grohe &
Neuen to descend along a rank decomposition, producing a canonical labeling along the way.
To ensure that our choices are canonical, we utilize the Weisfeiler–Leman algorithm. As a
first step, we will establish the following:

▶ Theorem 2. The (6k + 3)-dimensional Weisfeiler–Leman algorithm identifies graphs of
rank-width k in O(log n) rounds.

Combining Thm. 2 with the parallel WL implementation of Grohe & Verbitsky [25], we
obtain the first NC bound for isomorphism testing of graphs of bounded rank-width. This is
a crucial ingredient in obtaining the TC2 bound for Thm. 1.

▶ Corollary 3. Let G be a graph of rank-width O(1), and let H be arbitrary. We can decide
isomorphism between G and H in TC1.

Furthermore, in light of the close connections between Weisfeiler–Leman and FO + C
[29, 7], we obtain the following corollary. Let Cm,r denote the m-variable fragment of FO + C
where the formulas have quantifier depth at most r (see Sec. 2.3).

▶ Corollary 4. For every graph G of rank-width at most k, there is a sentence φG ∈
C6k+4,O(logn) that characterizes G up to isomorphism. That is, whenever H ̸∼= G, we have
that G |= φG and H ̸|= φG.

We will discuss shortly the proof technique for Thm. 2. We first discuss how we will utilize
Thm. 2 to establish Thm. 1. As (6k+3)-WL identifies all graphs of rank-width ≤ k in O(log n)
rounds, (10k+3)-WL identifies the orbits of sequences of vertices of length ≤ 4k (see Lem. 21).
By applying (10k + 3)-WL for O(log n) rounds at each recursive call to our canonization
procedure, we give canonical labelings to the various parallel choices considered by the
algorithm. While there exists a suitable rank decomposition of height O(log n) [8], it is open
whether such a decomposition can be computed in NC [10]. Instead of explicitly constructing
a rank decomposition, we instead track the depth of our recursion tree. By leveraging the
framework of Grohe & Neuen [22], we show that one of our parallel computations witnesses
the balanced rank decomposition of Courcelle & Kanté [8].

We will now outline the proof strategy for Thm. 2. Our work follows closely the strategy
of Grohe & Neuen [22]. We again combine the balanced rank decomposition from [8] with a
careful analysis of the pebbling strategy of Grohe & Neuen [22]. In parts of their argument,
Grohe & Neuen utilize (an analysis of) the stable coloring of 1-WL. For a graph G, Grohe
& Neuen [22, Sec. 3] construct an auxiliary graph that they call the flipped graph, whose
construction depends on a specified set of vertices called a split pair and a coloring of the
vertices. While the flipped graph is compatible with any vertex coloring, Grohe & Neuen [22,
Lem. 3.6] crucially utilize the stable coloring of 1-WL to show that WL can detect which
edges are present in the flipped graph. Even though we allow for higher-dimensional WL,
the restriction of O(log n) rounds creates a technical difficulty in adapting [22, Lem. 3.6].

To resolve this issue, we consider a different notion of flipped graph– namely, a vertex
colored variant introduced in [22, Sec. 5]. In this second definition, edges of the flipped
graph depend only on the split pair and not the coloring. Grohe & Neuen established [22,
Lem. 5.6], which is analogous to their Lem. 3.6. The proof of their Lem. 5.6 depends only on
the structure of the graph and not the vertex colorings. In particular, Weisfeiler–Leman can
take advantage of [22, Lem. 5.6] within O(log n) iterations.
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The second such place where Grohe & Neuen rely on the stable coloring of 1-WL to detect
the connected components of the flipped graph. We will show that 2-WL can in fact identify
these components in O(log n) rounds. We further reduce the round complexity via a simple
observation. In the pebble game characterization, if Duplicator fails to respect connected
components of the flipped graph, Spoiler can win in O(log n) rounds without descending
down the rank decomposition. Otherwise, Spoiler only needs a constant number of rounds to
descend to a child node in the rank decomposition. In either case, we only need O(log n)
rounds total, which yields a TC1 isomorphism test.

In the process of our work, we came across a result of Bodlaender [5], who showed that
any graph of treewidth k admits a binary tree decomposition of width ≤ 3k + 2 and height
O(log n). Using Bodlaender’s result, we were able to modestly improve the descriptive
complexity for graphs of bounded treewidth.

▶ Theorem 5. The (3k + 6)-dimensional Weisfeiler–Leman algorithm identifies graphs of
treewidth k in O(log n) rounds.

In light of the above theorem, we obtain the following improvement in the descriptive
complexity for graphs of bounded treewidth.

▶ Corollary 6. Let G be a graph of treewidth k. Then there exists a formula φG ∈ C3k+7,O(logn)
that identifies G up to isomorphism. That is, for any H ̸∼= G, G |= φG and H ̸|= φG.

2 Preliminaries

2.1 Weisfeiler–Leman
We begin by recalling the Weisfeiler–Leman algorithm for graphs, which computes an
isomorphism-invariant coloring. Let G be a graph on n vertices, let χ : V (G) → [n] be a
coloring of the vertices, and let k ≥ 2 be an integer. The k-dimensional Weisfeiler–Leman,
or k-WL, algorithm begins by constructing an initial coloring χ0 : V (G)k → K, where K is
our set of colors, by assigning each k-tuple a color based on its isomorphism type under the
coloring χ.2 Two k-tuples (v1, . . . , vk) ∈ V (G)k and (u1, . . . , uk) ∈ V (G)k receive the same
color under χ0 if and only if the following conditions all hold

For all i, j, vi = vj ⇔ ui = uj .
The map vi 7→ ui (for all i ∈ [k]) is an isomorphism of the induced subgraphs
G[{v1, . . . , vk}] and G[{u1, . . . , uk}]
χ(ui) = χ(vi) for all i ∈ [k].

For r ≥ 0, the coloring computed at the rth iteration of Weisfeiler–Leman is refined as
follows. For a k-tuple v = (v1, . . . , vk) and a vertex x ∈ V (G), define

v(vi/x) = (v1, . . . , vi−1, x, vi+1, . . . , vk).

The coloring computed at the (r + 1)st iteration, denoted χr+1, stores the color of the given
k-tuple v at the rth iteration, as well as the colors under χr of the k-tuples obtained by
substituting a single vertex in v for another vertex x. We examine this multiset of colors
over all such vertices x. This is formalized as follows:

χr+1(v) =(χr(v), {{(χr(v(v1/x)), . . . , χr(v(vk/x))
∣∣x ∈ V (G)}}),

2 Note that for k-WL applied to two graphs G and H, each of order n, there are at most 2nk color classes.
So without loss of generality, we may take K = [2nk].
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where {{·}} denotes a multiset. Note that the coloring χr computed at iteration r induces
a partition of V (G)k into color classes. The Weisfeiler–Leman algorithm terminates when
this partition is not refined, that is, when the partition induced by χr+1 is identical to that
induced by χr. The final coloring is referred to as the stable coloring, which we denote
χ∞ := χr.

The 1-dimensional Weisfeiler–Leman algorithm, sometimes referred to as Color Refinement,
works nearly identically. The initial coloring is that provided by the vertex coloring for the
input graph. For the refinement step, we have that: χr+1(u) = (χr(u), {{χr(v) : v ∈ N(u)}}).
We have that 1-WL terminates when the partition on the vertices is not refined.

As we are interested in both the Weisfeiler–Leman dimension and the number of rounds,
we will use the following notation.

▶ Definition 7. Let k ≥ 1 and r ≥ 1 be integers. The (k, r)-WL algorithm is obtained by
running k-WL for r rounds. Here, the initial coloring counts as the first round.

Let S be a sequence of vertices. The individualize-and-refine paradigm works first by
assigning each vertex in S a unique color. We then run (k, r)-WL starting from this choice
of initial coloring. We denote the coloring computed by (k, r)-WL after individualizing S as
χSk,r. When there is ambiguity about the graph G in question, we will for clarity write χS,Gk,r .

For two graphs G and H, we say that (k, r)-WL distinguishes G and H if there is
some color c such that: |{v ∈ V (G)k : χG,k,r(v) = c}| ̸= |{w ∈ V (H)k : χH,k,r(w) = c}|.
Additionally, (k, r)-WL identifies a graph G if (k, r)-WL distinguishes G from every graph
H such that G ̸∼= H.

▶ Remark 8. Grohe & Verbitsky [25] previously showed that for fixed k, the classical k-
dimensional Weisfeiler–Leman algorithm for graphs can be effectively parallelized. Precisely,
each iteration (including the initial coloring) can be implemented using a logspace uniform
TC0 circuit.

2.2 Pebbling Game
We recall the bijective pebble game introduced by [26, 27] for WL on graphs. This game is
often used to show that two graphs X and Y cannot be distinguished by k-WL. The game is
an Ehrenfeucht–Fraïssé game (c.f., [13, 37]), with two players: Spoiler and Duplicator. We
begin with k + 1 pairs of pebbles. Prior to the start of the game, each pebble pair (pi, p′

i)
is initially placed either beside the graphs or on a given pair of vertices vi 7→ v′

i (where
vi ∈ V (X), v′

i ∈ V (Y )). We refer to this initial configuration for X as v, and this initial
configuration for Y as v′. Each round r proceeds as follows.
1. Spoiler picks up a pair of pebbles (pi, p′

i).
2. Duplicator chooses a bijection fr : V (X) → V (Y ) (we emphasize that the bijection chosen

depends on the round and, implicitly, the pebbling configuration at the start of said
round).

3. Spoiler places pi on some vertex v ∈ V (X). Then p′
i is placed on f(v).

Let v1, . . . , vm be the vertices of X pebbled at the end of round r of the game, and let
v′

1, . . . , v
′
m be the corresponding pebbled vertices of Y . Spoiler wins precisely if the map

vℓ 7→ v′
ℓ is not an isomorphism of the induced subgraphs X[{v1, . . . , vm}] and Y [{v′

1, . . . , v
′
m}].

Duplicator wins otherwise. Spoiler wins, by definition, at round 0 if X and Y do not have the
same number of vertices. We note that v and v′ are not distinguished by the first r rounds of
k-WL if and only if Duplicator wins the first r rounds of the (k + 1)-pebble game [26, 27, 7].
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We establish a helper lemma, which effectively states that Duplicator must respect
connected components of pebbled vertices.

▶ Lemma 9. Let G,H be graphs on n vertices. Suppose that (u, v) 7→ (u′, v′) have been
pebbled. Furthermore, suppose that u, v belong to the same connected component of G, while
u′, v′ belong to different connected components of H. Then Spoiler can win using 1 additional
pebble and O(log n) rounds.

2.3 Logics
We recall key notions of first-order logic. We have a countable set of variables {x1, x2, . . .}.
Formulas are defined inductively. For the basis, we have that xi = xj is a formula for all pairs
of variables. Now if φ1, φ2 are formulas, then so are the following: φ1∧φ2, φ1∨φ2,¬φ1, ∃xi φ1,

and ∀xi φ1. In order to define logics on graphs, we add a relation E(x, y), where E(x, y) = 1
if and only if {x, y} is an edge of our graph, and 0 otherwise. In keeping with the conventions
of [7], we refer to the first-order logic with relation E as L and its k-variable fragment as Lk.
We refer to the logic C as the logic obtained by adding counting quantifiers ∃≥nxφ (there
exist at least n elements x that satisfy φ) and ∃!nxφ (there exist exactly n elements x that
satisfy φ) and its k-variable fragment as Ck.

The quantifier depth of a formula φ (belonging to either L or C) is the depth of its
quantifier nesting. We denote the quantifier depth of φ as qd(φ) This is defined inductively
as follows.

If φ is atomic, then qd(φ) = 0.
qd(¬φ) = qd(φ).
qd(φ1 ∨ φ2) = qd(φ1 ∧ φ2) = max{qd(φ1), qd(φ2)}.
qd(Qxφ) = qd(φ) + 1, where Q is a quantifier in the logic.

We denote the fragment of Lk (respectively, Ck) where the formulas have quantifier depth
at most r as Lk,r (respectively, Ck,r). Let v ∈ V (X)k, v′ ∈ V (Y )k. We note that v, v′

are distinguished by (k, r)-WL if and only if there exists a formula φ ∈ Ck+1,r such that
(X, v) |= φ and (Y, v′) ̸|= φ [29, 7].

2.4 Rank-Width
Oum & Seymour [28] introduced the rank-width parameter to measure the width of a certain
hierarchical decomposition of graphs. The goal is to intuitively split the vertices of a graph
along cuts of low complexity in a hierarchical fashion. Here, the complexity is the F2-rank of
the matrix capturing the adjacencies crossing the cut.

Precisely, let G be a graph, and let X,Y ⊆ V (G). Define M(X,Y ) ∈ FX×Y
2 to be the

matrix where (M(X,Y ))uv = 1 if and only if uv ∈ E(G). That is, M(X,Y ) is the submatrix
of the adjacency matrix whose rows are indexed by X and whose columns are indexed by Y .
Denote ρ(X) := rkF2(M(X,X)).

A rank decomposition of G is a tuple (T, γ), where T is a rooted binary tree and
γ : V (T ) → 2V (G) satisfying the following:

For the root r of T , γ(r) = V (G),
For an internal node t ∈ V (T ), denote the children of t as s1, s2. For every internal node
t, we have that γ(t) = γ(s1) ∪ γ(s2), and γ(s1) ∩ γ(s2) = ∅.
For any leaf t ∈ V (T ), |γ(t)| = 1.
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▶ Remark 10. Let L(T ) be the set of leaves of T . Instead of providing γ, we can equivalently
define a bijection f : V (G) → L(T ). By the second condition of a rank decomposition, f
completely determines γ.

The width of a rank decomposition (T, γ) is: wd(T, γ) := max{ρG(γ(t)) : t ∈ V (T )}. The
rank-width of a graph G is: rw(G) := min{wd(T, γ) : (T, γ) is a rank decomposition of G}.

The parameter rank-width is closely related to the parameter clique width, introduced by
Courcelle & Olariu [9]. Oum & Seymour [28] showed that: rw(G) ≤ cw(G) ≤ 2rw(G)+1 − 1.
Denote tw(G) to be the treewidth of G. Oum [41] showed that rw(G) ≤ tw(G) + 1. Note
that tw(G) cannot be bounded in terms of rw(G); for instance, the complete graph Kn has
rw(Kn) = 1 but tw(Kn) = n− 1.

3 Weisfeiler–Leman for Graphs of Bounded Rank-Width

3.1 Split Pairs and Flip Functions
In designing a pebbling strategy for graphs of bounded rank-width, Grohe & Neuen [22]
sought to pebble a set of vertices X ⊆ V (G) such that ρ(X) ≤ k and pebbling X partitions
the remaining vertices into sets C1, . . . , Cℓ that can be treated independently. Furthermore,
we want for each i ∈ [ℓ] that either Ci ⊆ X or Ci ⊆ X. As there can be many edges between
X and X, this is hard to accomplish in general. To this end, Grohe & Neuen [22] utilized
split pairs and flip functions. We will now recall their framework.

Let G(V,E, χ) be a colored graph on n vertices, and suppose the rank-width of G is at
most k. Let X ⊆ V (G). For v ∈ X, define vecX(v) = (av,w)w∈X ∈ FX2 , where av,w = 1 if
and only if vw ∈ E(G). For S ⊆ X, define vecX(S) = {vecX(v) : v ∈ S}. A split pair for X
is a pair (A,B) such that:
(a) A ⊆ X, and B ⊆ X,
(b) vecX(A) forms a linear basis for ⟨vecX(X)⟩, and
(c) vecX(B) forms a linear basis for ⟨vecX(X)⟩.

An ordered split pair for X is a pair ((a1, . . . , aq), (b1, . . . , bp)) such that ({a1, . . . , aq},
{b1, . . . , bp}) is a split pair for X.

Let G(V,E, χ) be a colored graph on n vertices, and suppose the rank-width of G is at
most k. An ordered split pair, (a, b), of order at most 2k is a pair (a, b), where a, b ∈ V (G)≤2k.
For v, w ∈ V (G), we say that v ≈(a,b) w if N(v) ∩ (a, b) = N(w) ∩ (a, b) (here, we consider
N(v)∩(a, b) as a set). Observe that ≈(a,b) forms an equivalence relation. For (a, b) ∈ V (G)≤2k,
let 2a∪b be the set of all subsets of a ∪ b ⊆ V (G), where we abuse notation by considering
a, b as subsets of V (G). A flip extension of an ordered split pair (a, b) is a tuple:

s :=
(
a, b, f :

(
2a∪b

)2
→ [n] ∪ {⊥}

)
,

such that for all M,N ∈ 2a∪b with M ̸= N , either f(M,N) =⊥ or f(N,M) =⊥. There is
no restriction on f(M,N) if M = N . For v, w ∈ V (G), we say that v ≈s w if v ≈(a,b) w.
Denote [v]≈s to be the equivalence class of v with respect to ≈s. Define the flipped graph
Gs = (V,Es, χ, a, b), where V (Gs) = V (G),

Es := {vw ∈ E(G) : f(N(v) ∩ (a, b), N(w) ∩ (a, b)) = d ∈ [n] ∧ |N(v) ∩ [w]≈s| < d}
∪ {vw ̸∈ E(G) : f(N(v) ∩ (a, b), N(w) ∩ (a, b)) = d ∈ [n] ∧ |N(v) ∩ [w]≈s| ≥ d},
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and χ is the same coloring as in G. Denote Comp(G, s) ⊆ 2V (G) be the set of vertex sets
of the connected components of Gs. Observe that Comp(G, s) forms a partition of V (G).
Grohe & Neuen [22] established that for any choice (a, b) of split pair, there exists a suitable
flip function; and thus, a suitable flip extension.

▶ Lemma 11 ([22, Lem. 5.6]). Let G be a (colored) graph, and let X ⊆ V (G). Furthermore,
let (a, b) be an ordered split pair for X. Then there exists a flip extension s := (a, b, f) such
that C ⊆ X or C ⊆ X for every C ∈ Comp(G, s).

Grohe & Neuen [22, Sec. 5] considered uncolored flipped graphs. As the conditions for
determining the edges of the flipped graph do not depend on the vertex colors, [22, Lem. 5.6]
holds in our setting.

We now turn to showing that the flip extensions preserve both isomorphism and the
effects of Weisfeiler–Leman. To do so, we consider vertex colorings χ that refine the coloring
χ1,3 computed by (1, 3)-WL. The advantage of incorporating such a coloring on the vertices,
is that it encodes some data about how the vertices of G interact with the specified split pair.
Furthermore, the colorings computed by Weisfeiler–Leman are invariant under isomorphism.
We take advantage of this to establish that the flipped graph preserves both the isomorphism
problem (Lem. 12) and the effects of Weisfeiler–Leman (Lem. 13). For a graph G of rank-
width k, we will be running (6k+3, O(log n)), and so we may assume without loss of generality
that the vertices of G have been colored according to (1, 3)-WL.

▶ Lemma 12. Let G,H be graphs, and let s = (a, b, f), s′ = (a′, b′, f) be flip extensions for
G,H, respectively (we stress that the function f appearing in s is the same as that appearing
in s′). Let k ≥ 1, r ≥ 3. Consider the colorings χ(a,b),G

k,r , χ
(a′,b′),H
k,r obtained by individualizing

(a, b) 7→ (a′, b′) and applying (k, r)-WL.
Let φ : V (G) → V (H) be a bijection. We have that φ is an isomorphism of the colored

graphs (G,χ(a,b),G
k,r ) ∼= (H,χ(a′,b′),H

k,r ) if and only if φ is an isomorphism of Gs ∼= Hs′ .

▶ Lemma 13 (cf. [22, Lem. 3.10]). Let G(V,E, χ), G′(V ′, E′, χ′) be colored graphs, and let
s = (a, b, f) and s′ = (a′, b′, f) be flip extensions (we are using the same flip function f for
both s, s′). Let χ1,3 be the coloring resulting from individualizing (a, b) 7→ (a′, b′) and running
(1, 3)-WL. Suppose that χ, χ′ both refine χ1,3. Let ((v, w)) = ((v1, . . . , vℓ), (w1, . . . , wℓ)) be
a position in the ℓ-pebble bijective pebble game. We have that Spoiler wins from ((v, w)) in
the ℓ-pebble, r-round game on (G,G′) if and only if Spoiler wins from from ((v, w)) in the
ℓ-pebble, r-round game on (Gs, (G′)s).

▶ Corollary 14 (Compare rounds cf. [22, Corollary 3.12]). Let G(V,E, χ), G′(V ′, E′, χ′) be
colored graphs, and let s = (a, b, f) and s′ = (a′, b′, f) be flip extensions (we are using the
same flip function f for both s, s′). Let χ1,3 be the coloring resulting from individualizing
(a, b) 7→ (a′, b′) and running (1, 3)-WL. Suppose that χ, χ′ both refine χ1,3.

Let v ∈ V k, v′ ∈ (V ′)k. Let C be a connected component of Gs such that χ(u) ̸=
χ(w) for all u ∈ C and all w ∈ V \ C. Let C ′ be a connected component of (G′)s′

such that χ′(u′) ̸= χ′(w′) for all u′ ∈ C ′ and w′ ∈ V ′ \ C ′. Let r ≥ 1. Suppose
that: (G[C], χv,G1,r ) ̸∼= (G′[C ′], χv′,G′

1,r ). Let w := C ∩ v and w′ := C ′ ∩ v′. Then either:
(G[C], χw,G1,r ) ̸∼= (G′[C ′], χw′,G′

1,r ), or r rounds of Color Refinement distinguishes (G,χv) from
(G′, (χ′)v′).
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3.2 WL for Graphs of Bounded Rank-Width
Our goal in this section is to establish the following.

▶ Theorem 15. Let G be a graph on n vertices of rank-width k, and let H be an arbitrary
graph such that G ̸∼= H. We have that the (6k + 3, O(log n))-WL algorithm will distinguish
G from H.

▶ Definition 16 ([22, Definition 4.1]). Let G be a graph, and let X,X1, X2 ⊆ V (G) such that
X = X1 ⊔X2. Let (A,B) be a split pair for X, and let (Ai, Bi) (i = 1, 2) be a split pair for
Xi. We say that (Ai, Bi) are nice with respect to (A,B) if the following conditions hold:
(a) A ∩Xi ⊆ Ai for each i ∈ {1, 2}, and
(b) B2 ∩X1 ⊆ A1 and similarly B1 ∩X2 ⊆ A2.
A triple ((A,B), (A1, B1), (A2, B2)) of ordered split pairs is nice if the underlying triple of
unordered split pairs is nice.

▶ Lemma 17 ([22, Lem. 4.2]). 3 Let G be a graph, and let X,X1, X2 ⊆ V (G) such that
X = X1 ⊔X2. Let (A,B) be a split pair for X. There exist nice split pairs (Ai, Bi) for Xi

(i = 1, 2) such that additionally Bi ∩Xi ⊆ B.

▶ Definition 18. Let G be a graph. A component partition of G is a partition P of V (G)
such that every connected component appears in exactly one block of P. That is, for every
connected component C of G, there exists a P ∈ P such that C ⊆ P .

▶ Lemma 19 ([22, Observation 4.3]). Let G,H be two non-isomorphic graphs, and let P,Q
be component partitions of G,H respectively. Let σ : V (G) → V (H) be a bijection. There
exists a vertex v of G such that G[P ] ̸∼= H[Q], where P ∈ P is the unique set containing v
and Q ∈ Q is the unique set containing σ(v).

We now prove Thm. 15.

Proof Idea of Thm. 15 . We follow the strategy of [22, Thm. 4.4]. We will briefly discuss
the how we modified the proof from [22]; the full proof will appear in the full version. Let
G(V,E, χG) be a colored graph of rank width ≤ k, and let H be an arbitrary graph such
that G ̸∼= H. By [8, Thm. 5], G admits a rank decomposition (T, γ) of width at most 2k
where T has height at most 3 · (log(n) + 1).

We will show that Spoiler has a winning strategy in the 6k + 3 pebble game in O(log n)
rounds. In a similar manner as in the proof of [22, Thm. 4.4], we will first argue that 12k+ 5
pebbles suffice, and then show how to improve the bound to use only 6k + 3 pebbles.

Spoiler’s strategy is to play along the rank decomposition (T, γ) starting from the root.
As Spoiler proceeds down the tree, the non-isomorphism is confined to increasingly smaller
parts of G and H. At a node t ∈ V (T ), Spoiler pebbles a split pair (a, b) 7→ (a′, b′), where
(a, b) corresponds to a flip extension s = (a, b, f) of X = γ(t). Let s′ := (a′, b′, f). Now
to confine the non-isomorphism, Spoiler identifies, after individualizing the split pair and
performing three steps of Color Refinement- the initial coloring and two refinement steps, a
pair of non-isomorphic components C ⊆ X,C ′ ⊆ V (H) in the flipped graphs Gs and Hs′ .
In particular, Spoiler seeks to find such components C and C ′ such that C is increasingly

3 Grohe & Neuen use in the proof of [22, Thm. 5.5] that [22, Lem. 4.2] holds for the flipped graphs they
define in Section 5, and not just the earlier notion of flipped graphs they consider in Section 3. Hence,
[22, Lem. 4.2] holds in our setting as well.
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further from the root of T . Once Spoiler reaches a leaf node of T , Spoiler can quickly win.
Spoiler places a pebble on a vertex in C and its image in C ′, under Duplicator’s bijection at
the given round.

We note that the three rounds of Color Refinement suffice for WL to detect the partitioning
induced by the flip function, though it is not sufficiently powerful to detect the connected
components of Gs and Hs′ . In the argument below, we will technically consider graphs where
the refinement step uses (2, O(log n))-WL. This ensures that after individualizing a vertex on
a given component C, that the vertices of C receive different colors than those of V (G) \ C.
This will eventually happen, and so in the pebble game characterization, we can continue to
descend along T as if the vertices of C have been distinguished from V (G) \C. This is a key
point where our strategy deviates from that of [22, Thm. 4.4]. The remaining details will
appear in the full version. ◀

4 Canonical Forms in Parallel

In this section, we will establish the following.

▶ Theorem 20. Let G be a graph on n vertices, of rank-width k. We can compute a canonical
labeling for G using a TC circuit of depth O(log2 n) and size nO(16k).

We will prove Thm. 20 via the individualization-and-refinement paradigm. Our strategy
is similar to that of Köbler & Verbitsky [34], who established the analogous result for
treewidth. We will begin by briefly recalling their approach. Köbler & Verbitsky began
by enumerating ordered sequences of vertices of length ≤ k + 1, testing whether each such
sequence disconnected the graph. In particular, Köbler & Verbitsky crucially used the fact
that a graph of treewidth k admits a so-called balanced separator S of size ≤ k + 1, which
splits G into connected components each of size ≤ n/2. Köbler & Verbitsky then colored the
vertices of each connected component of G − S according to how they connected back to
S. As graphs of bounded treewidth are hereditary (closed under taking induced subgraphs),
Köbler & Verbitsky were then able to recurse on the connected components. The existence
of balanced separators guarantees that only O(log n) such recursive calls are needed.

Instead of relying on balanced separators, it is sufficient to guarantee that after O(log n)
recursive calls, each connected component will be a singleton. To this end, we again leverage
the result of [8], who showed that a graph of rank-width k admits a rank decomposition
(T, γ) of width ≤ 2k and height O(log n).

Thus, we would intuitively like to descend along such a rank decomposition (T, γ) of width
≤ 2k and height O(log n). Fix a node t ∈ V (T ), and let t1 be the left child and t2 be the right
child of t. We would then enumerate over all pairs of flip extensions ((a1, b1, f1), (a2, b2, f2)),
where intuitively si := (ai, bi, fi) is a flip extension for γ(ti). Then for each i = 1, 2 and
each component Ci ∈ Comp(G[γ(t)], si), we apply the construction recursively. Note that
we are not able to efficiently compute a rank decomposition of width ≤ 2k and height
O(log n). Nonetheless, Lem. 11 guarantees the existence of flip extensions that witness the
decomposition of a fixed rank decomposition (T, γ). Following an idea of Wagner [46], we
consider all possible flip extensions in parallel, and thus ensure that the flip extension which
respects a fixed rank decomposition is considered by the algorithm. As we will show in
Lem. 24, the existence of a rank decomposition of height O(log n) allows us to guarantee
that at least one of the flip extensions considered by the algorithm will produce a labeling,
and Lem. 25 will then guarantee that the minimum such labeling (which is the labeling the
algorithm will return) is in fact canonical. Now to the details.
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We first show that we can enumerate the split pairs in a canonical manner. To this end,
we will need the following lemma, which is essentially well-known amongst those working on
the Weisfeiler–Leman algorithm (cf., [29, 22]).

Let G be a graph. The (k, r)-Weisfeiler-Leman algorithm determines orbits of ℓ-tuples
if, for every graph H, every v ∈ V (G)ℓ and every w ∈ V (H)ℓ such that χk,r(v) = χk,r(w),
there is an isomorphism φ : V (G) → V (H) such that φ(v) = w.

▶ Lemma 21. Let C be a class of graphs such that (k, r)-WL identifies all (colored) G ∈ C.
Then for any ℓ ≥ 1 and all (colored) G ∈ C, (k+ ℓ, r)-WL determines the orbits of all ℓ-tuples
of vertices in G.

By Thm. 2, we have that (6k + 3, O(log n))-WL identifies all graphs of rank-width k. As
we will need to enumerate split pairs, which have length ≤ 4k, we will run (10k+ 3, O(log n))-
WL at each stage. Lem. 21 ensures that enumerating the split pairs in color class order is
canonical. Note that a flip function is represented as a tuple in {0, . . . , n}24k . So for a fixed
split pair (a, b), we can canonically enumerate the flip functions in lexicographic order. Thus,
flip extensions can be enumerated in a canonical order.
▶ Remark 22. Now let (a, b) be a split pair on G and (c, d) be a split pair on H such
that χ10k+3,O(logn)((a, b)) = χ10k+3,O(logn)((c, d)). Let f be a given flip function, and let
s = (a, b, f), s′ = (c, d, f) be flip extensions. By Lem. 21, there is an isomorphism mapping
(a, b) 7→ (c, d). Hence, Lem. 12 provides that the flipped graphs Gs, Hs′ are isomorphic
whenever G ∼= H. In particular, if there is an isomorphism φ : G ∼= H mapping (a, b) 7→ (c, d),
then φ is also an isomorphism of Gs ∼= Hs′ .

▶ Lemma 23. Let G be a graph, X ⊆ V (G), and s = (a, b, f) be a flip extension for G[X].
We may write down the flipped graph Gs and identify the connected components of G[X]s
in L.

We will now pause to outline the procedure for the reader. Let s := (a, b, f) be a flip
extension for V (G). We will first individualize (a, b) and apply (10k + 3, O(log n))-WL to
G. For each component C ∈ Comp(G, s), this will encode the isomorphism class of G[C] (as
(6k + 3, O(log n))-WL identifies all graphs of rank-width ≤ k– see Thm. 15), as well as how
G[C] connects back to the rest of G. It is easy to see that for any two vertices v, w, if v, w
receive the same color under χ(a,b)

10k+3,O(logn), then the following conditions hold:
(a) N(v) ∩ (a ∪ b) = N(w) ∩ (a ∪ b), and
(b) For any vertex u, |N(v) ∩ [u]≈s| = |N(w) ∩ [u]≈s|.
Intuitively, this coloring encodes how each given vertex connects to the rest of G. Precisely,
let G ∼= H be graphs of rank-width ≤ k, and suppose that the algorithm returns the labeling
λ : V (G) → [n] for G and labeling κ : V (H) → [n] for H (where n = |G| = |H|). If
v, w ∈ V (G) belong to different components of Comp(G, s), then we need to ensure that
{v, w} ∈ E(G) if and only if {(κ−1 ◦ λ)(v), (κ−1 ◦ λ)(w)} ∈ E(H). By the definition of the
flipped graph (Sec. 3), conditions (a) and (b) determine precisely whether {v, w} ∈ E(G).

By Lem. 23, we may write down the connected components for the flipped graph Gs in L.
We will then sort these connected components in lexicographic order by color class, which is
L-computable. It may be the case that for two connected components Ci, Cj ∈ Comp(G, s),
G[Ci] and G[Cj ] are isomorphic and connect to the rest of G in the same way, and so receive
the same multiset of colors. In this case, we may arbitrarily choose whether G[Ci] will be
sorted before G[Cj ]. The output will not depend on this particular choice, as there is an
automorphism of G which exchanges the two components. Now for each C ∈ Comp(G, s),
we will apply the procedure recursively on G[C], incrementing the local depth variable
by 1. If for each connected component of Comp(G, s) we are given a valid labeling, we
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may recover a labeling for G as follows. Let Cj ∈ Comp(G, s), with the labeling function
ℓj : V (Cj) → {1, . . . , |V (Cj)|} returned by applying our canonization procedure recursively
to G[Cj ]. Let hj := |C1| + · · · + |Cj−1|. We will recover a canonical labeling ℓ : V (G) → [n]
by, for each such j and v ∈ Cj , setting ℓ(v) := ℓj(v) + hj . As each vertex of G appears in
exactly one Cj , ℓ is well-defined.

We stress here again that the recursive calls to the canonization procedure track the
depth to ensure that we do not make ≥ 3 · (log(n) + 1) recursive calls. If the depth parameter
is ever larger than 3 · (log(n) + 1), then the algorithm returns ⊥ to indicate an error. In the
recombine stage of our divide and conquer procedure, if any of the labelings returned for the
components of Comp(G, s) are ⊥, then the algorithm simply returns ⊥. Thus, a priori, our
algorithm may not return a labeling of the vertices. We will prove later (see Lem. 24) that
our algorithm actually does return a labeling.

We now give a more precise description of our algorithm and proceed to prove its
correctness. We define a canonical labeling Can(G) of a graph, via a subroutine Can(G, d).
The subroutine Can(G, d) takes an n-vertex graph G and a depth parameter d, and outputs
either a bijection λ : V (G) → [n] or a failure symbol ⊥. In pseudocode, our canonical labeling
subroutine works as follows:

Algorithm 1 Can(G, d).

Input: A colored graph G = (V,E, χ) of rank-width ≤ k, and a parameter d for depth.
1. If d > 3 · (log(n) + 1), return ⊥.
2. If d ≤ 3 · (log(n) + 1) and |V | = 1, return λ(v) = 1.
3. Otherwise, if d ≤ 3 · (log(n) + 1) and |V | > 1, do the following steps:
4. Run (10k + 3, O(log n))-WL on G.
5. In parallel, enumerate all possible flip extensions s = (a, b, f) in lexicographic order, where

the order on (a, b) is considered with respect to the ordering induced by the coloring
χ10k+3,O(logn) (by [25], the colors are represented by numbers, and so color class order is
well-defined).

6. For each flip extension, s = (a, b, f),
a. Compute the coloring χ(a,b)

10k+3,O(log(n)) applied to G.
b. Construct the flipped graph Gs.
c. Compute the set of connected components Comp(G, s). If Gs is connected, then return

⊥. Note that there exists a rank decomposition (T, γ) in which for all u, v ∈ V (T ),
γ(u) ̸= γ(v). So there exists a flip extension s that splits Gs into at least two connected
components.

d. Order the components C ∈ Comp(G, f) by lexicographic ordering of the multiset of
colors χa,b10k+3,O(log(n))(G[C]). Let C1, . . . , Cℓ be the components in this ordering.

e. Compute Can(d+1, G[C1]), . . . ,Can(d+1, G[Cℓ]) and let λs,1, . . . , λs,ℓ be the resulting
labelings.

f. If λs,i = ⊥ for any i ∈ [ℓ] set λs = ⊥. Otherwise, if λs,1, . . . , λs,ℓ are the (canonical)
labelings returned by the recursive calls, set

λs(v) = λs,i(v) +
i−1∑
j=1

|Cj |

where Ci ∋ v.
7. Return the labeling λs corresponding to the first flip extension s (relative to the order in

which the flip extensions were enumerated) that is not ⊥.
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We then define the canonical labeling by setting Can(G) = Can(G, 0) via the subroutine.
We now show that our subroutine satisfies the desired properties.

▶ Lemma 24. If G is a graph of rank-width at most k, the above procedure terminates and
does not return ⊥.

Proof. For termination, we observe that at each step the depth parameter d increases and
that if d becomes larger than 3 log(n) + 1, the procedure returns. Hence, the procedure must
terminate.

We will now show by induction that Algorithm 1 returns a labeling instead of ⊥. Fix
(T, γ) to be a rank decomposition of G, of width ≤ 2k and height ≤ 3 · (log(n) + 1). Let
t ∈ V (T ), and let t1, t2 be the children of t in T . We will use Lem. 11, which provides that for
each t ∈ V (T ), there exists a flip extension s so that for every C ∈ Comp(G[γ(t)], s), there
exists an i = 1, 2 such that C ⊆ γ(ti). We will use this to show that the algorithm constructs
a non-empty set of labelings for G. As the algorithm chooses the least such labeling4, it
follows that the algorithm in fact returns a labeling. Note that while the algorithm will
not be explicitly constructing (T, γ), the algorithm still descends along (T, γ) in one of its
parallel computations.

Consider first the case when |V (G)| = 1. Here, the algorithm returns λ(v) = 1, where
v ∈ V (G). Now fix a node t ∈ V (T ), and let γ(t) be the corresponding set of vertices.
Suppose that |γ(t)| > 1. Let t1, t2 be the children of t in T . By Lem. 11, there exists
a flip extension s = (a, b, f) such that for every component C ∈ Comp(G[γ(t)], s), either
C ∈ γ(t1) or C ∈ γ(t2). As we consider all flip extensions of γ(t) in parallel, one of our
parallel computations will consider s. We will analyze this parallel computation.

Prior to recursively invoking the algorithm on each G[C] (C ∈ Comp(G[γ(t)], s)), the
algorithm first sorts said components (For the purposes of showing that the algorithm
yields a (not necessarily canonical) labeling, the precise ordering does not matter. We will
argue later that the ordering used by the algorithm is canonical– see Lem. 25). For each
C ∈ Comp(G[γ(t)], s), the algorithm is then applied recursively to G[C].

Now for i = 1, 2, let Ci,1, . . . , Ci,ji ∈ Comp(G[γ(t)], s) be precisely the components in
γ(ti). Observe that a flip extension on γ(ti) restricts to a flip extension on an individual
component Ci,h (h ∈ [ji]). Conversely, given flip extensions si,h (h ∈ [ji]), the union of these
flip extensions induce a flip extension s on γ(ti).

By Lem. 11, there exists a flip extension si such that for every component C ′ ∈
Comp(G[γ(ti)], si), C ′ ∈ γ(ti,1) or C ′ ∈ γ(ti,2). Suppose that si is the union of the flip
extensions (si,h)h∈[ji]. As, for each h ∈ [ji], the recursive call of the algorithm applied
to Ci,h will consider all flip extensions of Ci,h in parallel. Thus, via the recursive calls
to the components Ci,h (h ∈ [ji]), the algorithm will consider all flip extensions of γ(ti),
including the flip extension si. Thus, some parallel choice will descend along (T, γ), and so
we may assume that the algorithm computes a labeling for each C ∈ G([γ(t)], s). As these
components are disjoint and listed in a fixed order, the algorithm in fact computes a labeling
for γ(t). The result now follows by induction. ◀

▶ Lemma 25. Let G be a colored graph of rank-width at most k and let H be an arbitrary
graph. If λ : V (G) → [n] and κ : V (H) → [n] are the labelings output by Algorithm 1 on G

and H respectively, then G ∼= H if and only if the map κ−1 ◦ λ is an isomorphism.

4 with respect to the order in which the flip extensions were enumerated– See Algorithm 1, Line 5
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Proof. If κ−1 ◦ λ is an isomorphism, then clearly G ∼= H. We show that if G ∼= H, then
κ−1 ◦λ is an isomorphism. The proof is by induction on the number of vertices in G. Assume
that |V (G)| = 1 and G ∼= H. Note that the algorithm returns λ = κ = id, the identity
permutation, on a graph with one vertex. Thus, κ−1 ◦ λ is an isomorphism as desired.

Suppose that |V (G)| > 1. Let λ be the labeling returned for G and κ the labeling returned
for H. Let (a, b) be the split pair the algorithm selects for λ on the initial call (when the
algorithm is invoked on G with depth = 0). By the algorithm, χ10k+3,O(logn)((a, b)) belongs
to the minimal color class where a labeling was returned. Let (a′, b

′) be the corresponding
split pair of H selected for κ. Observe5 that (10k + 3, O(log(n))-WL must assign the same
color to the tuples (a, b) and (a′, b

′).
As the algorithm enumerates the flip extensions in lexicographical order, it considers the

flip functions in lexicographical order. As the ordering on flip functions does not depend on
the choice of split pair, and we have that G ∼= H, the flip function6 f : (2a∪b)2 → [n] ∪ {⊥}
selected for G will also be used for H. Write s := (a, b, f) and s′ := (a′, b

′
, f). The

algorithm next computes the flipped graphs Gs and Hs′ . By Lem. 12, we have that:
(Gs, χ(a,b)

6k+3,O(logn)) ∼= (Hs′
, χ

(a′,b
′)

6k+3,O(logn)). It follows that ℓ := |Comp(G, s)| = |Comp(H, s′)|.
Label the components of Comp(G, s) as C1, . . . , Cℓ, and the components of Comp(H, s′)
as D1, . . . , Dℓ. Furthermore, by (4), there exists a bijection ψ : [ℓ] → [ℓ] such that for
all i ∈ [ℓ], G[Ci] ∼= H[Dψ(i)]. In particular, as we compute χ

(a,b)
10k+3,O(logn) at line 6(a),

the isomorphism class of G[Ci] ∼= H[Dψ(i)] takes into account how G[Ci] connects to the
rest of G and how H[Dψ(i)] connects back to the rest of H (see the discussion in the
two paragraphs immediately below Lem. 23). As the algorithm sorts the components of
Comp(G, s) (respectively, Comp(H, s′)), we may without loss of generality take ψ to be the
identity permutation.

By the inductive hypothesis, we may assume that for each i ∈ [ℓ], the algorithm computes
a labeling ℓi : Ci → [|Ci|], a labeling κi : ψ′(Ci)) → [|Ci|], and that κ−1

i ◦ℓi is an isomorphism.
Now by construction, if v ∈ Ci, then

λ(v) = λi(v) +
i−1∑
j=1

|Cj |,

and κ is defined analogously. As Ci ∩ Ch = ∅ (resp., Di ∩Dh = ∅) whenever i ̸= h, λ and
κ are well-defined. Furthermore, as κ−1

i ◦ λi is an isomorphism of G[Ci] ∼= H[Di] for each
i ∈ [ℓ], κ|−1

H[Di] ◦ λ|G[Ci] is an isomorphism of G[Ci] ∼= H[Di].
Now suppose that v, w belong to different components of Comp(G, s). Let v′ := (κ−1◦λ)(v)

and w′ := (κ−1 ◦ λ)(w). We will show that vw ∈ E(G) if and only if v′w′ ∈ E(H). By
the definition of the flipped graph (see Section 3), we can determine whether vw ∈ E(G)
based on N(v) ∩ (a ∪ b), N(w) ∩ (a ∪ b), and |N(v) ∩ [w]≡s|. All of this information is
encoded in χ

(a,b)
10k+3,O(logn)((v, w)), and χ

(a′,b
′)

10k+3,O(logn)((v, w)). Thus, vw ∈ E(G) if and only
if v′w′ ∈ E(H). It follows that the map κ−1 ◦ λ is an isomorphism. The result follows. ◀

Proof of Thm. 20. Let λ : V (G) → [n] be the output of Can(G, 3 log(n) + 1). Correctness
follows from Lem. 24 and Lem. 25. We now establish the complexity. At each recursive call
to Can(G, d), we invoke (10k + 3, O(log n))-WL on G, once at line (4), and then in parallel
for each flip extension. Our calls to (10k + 3, O(log n))-WL are TC1-computable [25]. We

5 Full details of this claim will appear in the full version.
6 We abuse a ∪ b to denote the indices of the vertices as they appear in (a, b).
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write down the flipped graph and identify its connected components in L (Lem. 23). So the
non-recursive work within a single call to Can(G, d) is TC1-computable. Can(G, d) makes
nO(16k) recursive calls. The height of our recursion tree is O(log n). The result follows. ◀

5 Logarithmic Weisfeiler–Leman and Treewidth

In the process of our work, we came across a way to modestly improve the descriptive
complexity for graphs of bounded treewidth. Our main result in this section is the following.
▶ Theorem 26. The (3k + 6)-dimensional Weisfeiler–Leman algorithm identifies graphs of
treewidth k in O(log n) rounds.

In order to prove Thm. 26, we utilize a result of [5] that graphs of treewidth k admit a
binary tree decomposition of width ≤ 3k + 2 and height O(log n). With this decomposition
in hand, we leverage a pebbling strategy that is considerably simpler than that of Grohe &
Verbitsky [25] and improves the descriptive complexity (Cor. 6).
▶ Lemma 27. Let G,H be graphs. Suppose that a separator S ⊆ V (G) has been pebbled. If
the corresponding pebbled set S′ ⊆ V (H) is not a separator of H, then Spoiler can win with 3
additional pebbles and O(log n) additional rounds.

This next lemma states that if we have pebbled the vertices of some node β(t) of the
tree decomposition (T, β), then Spoiler can force Duplicator to preserve a given subtree T ′

(setwise) of the tree decomposition by pebbling some vertex v ∈ V (G) where there exists
u ∈ V (T ′) such that v ∈ β(u).
▶ Lemma 28. Let G be a connected graph, and let (T, β) be the binary tree decomposition of
G afforded by [5]. Let t ∈ V (T ), and suppose that each vertex in β(t) has been pebbled. Let
C be the connected component of T − tu that contains u, and let T ′ := C ∪ tu.

Let v, w ∈ V (G) be vertices contained in the subgraph of G induced by T ′, such that
v, w ̸∈ β(t). Suppose that (v, w) 7→ (v′, w′) are pebbled. Let f : V (G) → V (H) be Duplicator’s
bijection. If v′, w′ belong to different components of H \ f(β(t) \ β(u)), then Spoiler can win
with 1 additional pebble and O(log n) additional rounds.
Proof Sketch of Thm. 26. Full details will in the full version. If G is not connected, it
is easy to see that Spoiler can force Duplicator to play on non-isomorphic components.
Thus, without loss of generality, we may assume that G is connected. Let (T, β) be a tree
decomposition for G of width ≤ 3k+2 and height O(log n), with T a binary tree, as prescribed
by [5]. Let s be the root node of T . Spoiler begins by pebbling the vertices of β(s), using
≤ 3k + 3 pebbles. Let f : V (G) → V (H) be Duplicator’s bijection. If G[β(s)] ̸∼= H[f(β(s))],
then Spoiler wins. So suppose that G[β(s)] ∼= H[f(β(s))].

Let ℓ be the left child of s, and r be the right child of s in T . At the next two rounds,
Spoiler places a pebble on some vertex of β(ℓ) \ β(s) and a pebble on some vertex of
β(r) \ β(s). By Lem. 28, Duplicator must select bijections preserving the left and right sub-
trees. Necessarily, either the left or right sub-tree is mapped to a non-isomorphic component
of H. Without loss of generality, suppose the left sub-tree is mapped to a non-isomorphic
component of H. In this case, Spoiler removes the pebble in β(r) and all but one pebble of
β(s) \ β(ℓ).

We may thus iterate on the above argument, starting from ℓ as the root node in our
subtree in the tree decomposition. As G ̸∼= H , we will eventually reach a stage (such as when
all of β(t) is pebbled for some leaf node t ∈ V (T )) where the map induced by the pebbled
vertices does not extend to an isomorphism. In the full version, we will carefully show that
only 3k + 6 pebbles on the board and O(log n) rounds suffice. ◀
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Abstract

There are a lot of recent works on generalizing the spectral theory of graphs and graph partitioning to
k-uniform hypergraphs. There have been two broad directions toward this goal. One generalizes the
notion of graph conductance to hypergraph conductance [Louis, Makarychev – TOC’16; Chan, Louis,
Tang, Zhang – JACM’18]. In the second approach, one can view a hypergraph as a simplicial complex
and study its various topological properties [Linial, Meshulam – Combinatorica’06; Meshulam,
Wallach – RSA’09; Dotterrer, Kaufman, Wagner – SoCG’16; Parzanchevski, Rosenthal – RSA’17]
and spectral properties [Kaufman, Mass – ITCS’17; Dinur, Kaufman – FOCS’17; Kaufman, Openheim
– STOC’18; Oppenheim – DCG’18; Kaufman, Openheim – Combinatorica’20].

In this work, we attempt to bridge these two directions of study by relating the spectrum
of up-down walks and swap walks on the simplicial complex, a downward closed set system, to
hypergraph expansion. More precisely, we study the simplicial complex obtained by downward
closing the given hypergraph and random walks between its levels X(l), i.e., the sets of cardinality
l. In surprising contrast to random walks on graphs, we show that the spectral gap of swap walks
and up-down walks between level m and l with 1 < m ⩽ l cannot be used to infer any bounds on
hypergraph conductance. Moreover, we show that the spectral gap of swap walks between X(1)
and X(k − 1) cannot be used to infer any bounds on hypergraph conductance. In contrast, we
give a Cheeger-like inequality relating the spectra of walks between level 1 and l for any l ⩽ k to
hypergraph expansion. This is a surprising difference between swaps walks and up-down walks!

Finally, we also give a construction to show that the well-studied notion of link expansion in
simplicial complexes cannot be used to bound hypergraph expansion in a Cheeger-like manner.
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33:2 Sparse Cuts in Hypergraphs from Random Walks on Simplicial Complexes

1 Introduction

In recent years, there have been two broad directions of generalizations of graph partitioning
and the spectral theory of graphs to hypergraphs. One direction attempts to generalize the
notion of conductance in graphs to hypergraphs [23, 8]. The graph expansion (also referred
to as graph conductance) is defined as

ϕG
def= min

S⊆V

volG(S)⩽ volG(V )
2

ϕG(S), where ϕ(S) def= w(∂G(S))
volG(S)

with volG(S) being the sum of degrees of the vertices in S and ∂G(S) being the edges crossing
the boundary of the set S, hence w(∂G(S)) is the sum of weights of the edges on the boundary.
Analogously, the hypergraph expansion/conductance is defined as

ϕH
def= min

S⊆V

volH (S)⩽ volH (V )
2

ϕH(S), where ϕH(S) def= Π (∂H(S))
volH(S)

with volH(S) being the sum of degrees of the vertices in S, and ∂H(S) being the edges
crossing the boundary of the set S, and Π(∂H(S)) is the sum of the weight of edges on the
boundary.

Another direction views a hypergraph as a simplicial complex, a downward closed set
system, and studies its various topological properties [22, 24, 12, 26] and spectral properties
[19, 11, 20, 21, 25]. The work [11] introduced a generalization of random walks on graphs
to random walks over the faces1 of the simplicial complex; this random walk has found
numerous applications in a myriad of other problems [11, 9, 4, 3, 1], etc., to state a few.

There has been a lot of work on understanding the relationship between random walks
on graphs (including the spectra of the random walk operator) and graph partitioning. The
celebrated Cheeger’s inequality gives one such relation between the graph expansion and the
second eigenvalue of the random walk matrix λ2 as,

1 − λ2

2 ⩽ ϕG ⩽
√

2(1 − λ2).

In this work, we aim to bridge the gap between these two directions by studying the
relationship between hypergraph expansion and random walks on the corresponding simplicial
complex.

In a seminal work, [5] showed that if a graph has a “small” threshold rank2, then they
can compute a near-optimal assignment to unique games in time exponential in the threshold
rank. The works [7, 15] gave an SoS hierarchy-based algorithm generalizing this result to
any 2-CSP. The work [2] introduces the notion of swap walks and uses that to define a
notion of threshold rank for simplicial complexes. Using their notion of threshold rank, they
generalized the results of [7, 15] to k-CSPs. Further, [5] showed that large threshold rank
graphs must have a small non-expanding set (they also gave a polynomial time algorithm to
compute such a set). A natural open question from the work of [2, 17] is whether hypergraphs
with large threshold rank (the hypergraph analogue is called non-splittability) have a small,
non-expanding set. Our first result answers this question negatively.

1 The faces (the hyperedges) here may belong to different levels. A level X(l) denotes the set of hyperedges
of cardinality l.

2 the number of “large” eigenvalues of the adjacency matrix, see Definition 30 for formal definition.
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▶ Theorem 1 (Informal Version of Theorem 34 and Corollary 35). For any n ⩾ 6, k ⩾ 3, there
exists a k-uniform hypergraph H with at least n vertices such that ϕH ⩾ 1

k but for any m, l,
if either m, l ⩾ 2 or m = k − l, the swap walk from X(m) to X(l) has threshold rank at least
Ωk(n) (for any τ ∈ [−1, 1] as choice of threshold). Moreover, H is not (τ, Ωk(n))-splittable
for any τ ∈ [−1, 1].

For a splittable hypergraph, there is some l, such that the swap walk graph between
X(l) and X(k − l) has low threshold rank. Then, it follows from Theorem 1 that there are
non-splittable expanding hypergraphs (see Corollary 35 for the precise statement).

[2, 9] show that for a high dimensional expander (HDX)3 the swap walks indeed have a
large spectral gap4. However, we are interested in the case when the hypergraph instance is
not an HDX. One recalls that for a non-expanding graph, Cheeger’s inequality and Fiedler’s
algorithm allow us to compute a combinatorial sparse cut in the graph. Similarly, we ask
whether one can compute a sparse cut in the input hypergraph in this setting.

Unfortunately, in the light of Theorem 1, computing a sparse cut in the hypergraph when
swap walks (in the setting studied by [2, 17]; see Theorem 34 for the precise statement)
have a small spectral gap is generally not possible. This is in surprising contrast to the case
of graphs where the swap walk reduces to the usual random walk, and the second largest
eigenvalue of the random walk matrix is related to graph expansion via Cheeger’s inequality.

Next, we investigate whether the spectral gap of the up-down walk introduced by [11] can
be related to hypergraph expansion. More formally, we investigate whether the spectral gap
of the up-down walk between levels X(m) and X(l) (l > m) be related to the hypergraph
expansion in a Cheeger-like manner. Here, the answer depends on m and l. We first show
that if m ⩾ 2, then no such relation is possible.

▶ Theorem 2 (Informal Version of Theorem 36). For any positive integers n, k with n ⩾
6, k ⩾ 3, there exists a k-uniform hypergraph H on at least n vertices such that ϕH ⩾ 1

k and
for all positive integers 2 ⩽ m < l ⩽ k the threshold rank of the up-down walk matrix between
levels X(m) and X(l) is at least Ωk(n) (for any τ ∈ [−1, 1] as choice of threshold).

Contrasting this, we show that if m = 1, then such a relationship is indeed possible.

▶ Theorem 3 (Informal Version of Theorem 18). Given a hypergraph, where the second largest
eigenvalue of the up-down walk matrix (of simplicial complex induced by the hypergraph)
between levels X(1) and X(l), for some l ∈ [k] is 1 − ε we have ε

k ⩽ ϕH ⩽ 4
√

ε. Furthermore,
there exists a polynomial time algorithm which, when given such a hypergraph, outputs a set
S such that its expansion in the hypergraph ϕH(S) ⩽ 4

√
ε.

Theorem 3 and Theorem 1 also show a surprising difference between up-down walks and
swap walks whereby we can compute sparse cut on the hypergraph using up-down walk from
X(1) to X(l), l ∈ [k] using a Cheeger-like inequality, whereas it is not possible (in general)
to compute a sparse cut by considering the spectrum of swap walks from X(1) to X(k − 1).

Yet another notion of spectral expansion called link expansion of a simplicial complex has
been studied recently in many works [19, 11, 20, 21, 25] having applications in [11, 9, 4, 3, 1]
(see Definition 9 for formal definition). Our final result shows that hypergraphs with large
hypergraph expansion and arbitrarily small link expansion exist. Therefore, hypergraph
expansion cannot be bounded by link expansion in a Cheeger-like manner.

3 For formal definition see Definition 9.
4 For a linear operator A : V → W where V ̸= W the spectral gap refers to σ1(A) − σ2(A), while for a

linear operator B : V → V , it refers to λ1(A) − λ2(A).
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▶ Theorem 4 (Informal Version of Theorem 43). Let n, k be any positive integers such that
n ⩾ 3k and k ⩾ 3, there exists a k-uniform hypergraph H on n + k − 2 vertices such that the
link expansion of the induced simplicial complex X is at most O( 1

n2 ) and the expansion of H

is at least Ωk(1).

To the best of our knowledge, this is the first construction to show this.
The work [23] (see Remark 1.9) used an example similar in spirit to our constructions to

show that another notion of expansion on simplicial complexes called co-boundary expansion
is incomparable to the hypergraph expansion. In particular, they constructed a class of
k-uniform hypergraphs, each with co-boundary expansion (at dimension k) as one but
containing hypergraphs with essentially arbitrary hypergraph expansion. Still, [23] did
not give an explicit example that shows a separation between hypergraph expansion and
quantities like the link expansion, spectral gap, or threshold rank of the random walks on a
simplicial complex (i.e., up-down walk, swap walk).

The m-dimensional co-boundary expansion may also seem related to the expansion of
the up-walk from the level m − 1 to m as both of these consider the ratio of the number
of m-dimensional faces containing a set of m − 1-dimensional faces to the volume of the
set with the only difference being how the volume is computed. Yet, we do not know if
such a relation exists. One may similarly compare the expansion of the down-walk and
the boundary expansion. But still, Steenbergen, Klivian, and Mukherjee [28] and Gundert
and Wagner [14] were able to show that for the m-dimensional co-boundary expansion no
Cheeger-type inequality can be shown, whereas such a relation is immediate from Cheeger’s
inequality in case of up-walk. Nevertheless, [28] obtained (under some minor assumptions)
an extension of Cheeger’s inequality on the m-dimensional boundary expansion. Finally, [10]
showed that the operator norm of the difference between up-down and down-up walks between
two consecutive levels is within an O(k) factor of link expansion. In contrast, no such relation
between up-Laplacian, down-Laplacian (see [28] for definition) and link expansion is known.

1.1 Additional Related Works
The work [8] generalized the Laplacian of graphs to hypergraphs by expressing the graph
Laplacian in terms of a non-linear diffusion process. They showed an analogue of Cheeger’s
inequality relating the expansion of the hypergraph to the second smallest eigenvalue of the
Laplacian. Yoshida [30] introduced the notion of submodular transformations and extended
the notions of degree, cut, expansion, and Laplacian to them. They derived the Cheeger’s
inequality in this setting. This generalizes Cheeger’s inequality on graphs and hypergraphs
(as in [8]) while showing similar inequalities for entropy.

There are also several works exploring Cheeger-like inequalities for simplicial complexes.
Parzanchevski, Rosenthal, and Tessler [27] defined the notion of Cheeger constant h(X) for
a simplicial complex, a generalization of the sparsity of a graph. The quantity h(X) is the
minimum over all partitions of the vertex set V into k sets the fraction of k-dimensional
faces present crossing the partition compared to the maximum possible k-dimensional faces
crossing the partition. They also showed that for simplicial complex X with a complete
skeleton h(X) ⩾ λ(X) where λ(X) is the link expansion of the simplicial complex. Gundert
and Szedlák [13] extended this result to any simplicial complex. Very recently, Jost and
Zhang [18] extended the Cheeger-like inequality for bipartiteness ratio5 on graphs due to
Trevisan [29] to a cohomology based definition of bipartiteness ratio for simplicial complexes.

5 The bipartiteness ratio of G is defined as βG = minS⊆V,L⊔R=S
2∂(L)+2∂(R)+∂(S)

volG(S) .
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In the case of an HDX, Bafna, Hopkins, Kaufmann, and Lovett [6] consider high-
dimensional walks (a generalization of swap walks and up-down walks) on levels i < k.
They then relate the (non-)expansion of a link6 of a level-j face (with j ⩽ i) in the graph
corresponding to the walk and level-j approximate eigenvalue of the walk. Here λj is the
level-j approximate eigenvalue of a high-dimensional walk M if there is a function fj such
that ∥Mfj − λjfj∥ ⩽ O(√γ) ∥fj∥ and fi = Ui−jg where g ∈ RX(j).

1.2 Preliminaries

1.2.1 Simplicial Complexes

▶ Definition 5. A simplicial complex X is a set system that consists of a ground set V and
a downward closed collection of subsets of V , i.e., if s ∈ X and t ⊆ s then t ∈ X. The sets
in X are called the faces of X.

We define a level/slice X(l) of the simplicial complex X as X(l) = {s ∈ X||s| = l}. Note
that for the simplicial complex corresponding to the hypergraph, the top level X(k) is the set
of k-uniform hyperedges and the ground set of vertices7 is denoted by X(1). By convention
we have that X(0) = {∅}. Similarly, we define X(⩽ l) = {s ∈ X||s| ⩽ l}.

We call a simplicial complex X as k-dimensional if k is the smallest integer for which
X(⩽ k) = X.8 A k-dimensional simplicial complex X is a pure simplicial complex if for all
s ∈ X there exists t ∈ X(k) such that s ⊆ t.

▶ Remark 6. We note that our definition of dimension deviates slightly from the standard
definition. In the standard definition, the dimension is the cardinality of the largest face
minus 1.

Given a k-uniform hypergraph H = (V, E), we obtain a pure simplicial complex X where
the ground set is V and downward close the set system E of hyperedges. Given a distribution
Πk on the hyperedges, we have an induced distribution Πl on sets s in level X(l) given by
Πl(s) = 1

(k
l)

∑
e∈E|s⊆e Πk(e). We refer to the joint distribution as Π = (Πk, Πk−1, . . . , Π1).

If the input hypergraph is unweighted, then we take the distribution Πk to be the uniform
distribution on X(k). We thus obtain a weighted simplicial complex (X, Π). We refer to
(X, Π) as the (weighted9) simplicial complex induced by (H, Πk).

▶ Lemma 7 (Folkore). For any two non-negative integers m ⩽ l and any s ∈ X(m), we have
that

∑
t∈X(l)|t⊇s Πl(t) =

(
l

m

)
Πm(s).

In this work, we consider a notion of expansion for weighted simplicial complexes called
link expansion. To that end, we first define the notion of a link of a complex and its skeleton.

▶ Definition 8. For a simplicial complex X and some s ∈ X, Xs denotes the link complex
of s defined by Xs = {t \ s|s ⊆ t ∈ X}. The skeleton of a link Xs for a face s ∈ X(⩽ k − 2)
(where k is the size of the largest face) denoted by G(Xs) is a weighted graph with vertex set
Xs(1), edge set Xs(2) and weights proportional to Π2.

6 [6] uses a different (albeit related) notion of the link of a face σ ∈ X(j). There, the link of a face σ is
the set of level-i faces containing σ.

7 We shall often simply write v for a face {v} ∈ X(1)
8 We shall often write X(⩽ k) for X to stress the fact that X is k-dimensional
9 Whenever it is clear from the context, we use X in place of (X, Π) for the sake of brevity.
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▶ Definition 9 (γ-HDX, [19, 11]). A simplicial complex X(⩽ k) is a γ-High Dimensional
Expander (γ-HDX) if for all s ∈ X(⩽ k − 2), the second singular value of the adjacency
matrix of the graph G(Xs) (denoted by σ2(G(Xs))) satisfies σ2(G(Xs)) ⩽ γ. We refer to
1 − γ as the link-expansion of X.

▶ Definition 10 (Weighted inner product). Given two functions f, g ∈ RS, i.e., f, g : S → R
and a measure µ on S, we define the weighted inner product of these functions as, ⟨f, g⟩µ =
Es∼µ[f(s)g(s)] =

∑
s∈S f(s)g(s)µ(s) . We drop the subscript µ from ⟨·, ·⟩µ whenever µ is

clear from context.

▶ Remark. In this paper, we will use the weighted inner product between two functions f, g ∈
RX(m) on levels X(m) of the simplicial complex X under consideration and with the measure
Πm, unless otherwise specified. In particular, for any linear operator A : RX(m) → RX(l) the
adjoint A† and the i-th largest singular value σi(A) are with respect to this inner-product.

1.2.2 Walks on a Simplicial Complex

▶ Definition 11 (Up and Down operators). Given a simplicial complex (X, Π), we define the
up operator Ui : RX(i) → RX(i+1) that acts on a function f ∈ RX(i) as

[Uif ](s) = E
s′∈X(i),s′⊆s

[f(s′)] = 1
i + 1

∑
x∈s

f(s \ {x})

and the down operator Di+1 : RX(i+1) → RX(i) that acts on a function g ∈ RX(i+1) as

[Di+1g](s) = E
s′∼Πi+1,s′⊃s

[g(s′)] = 1
i + 1

∑
x/∈s

g(s ∪ {x})Πi+1(s ∪ {x})
Πi(s) .

As a consequence of the definition of the up and down operators, the following holds.

▶ Lemma 12 (Folklore). U†
i = Di+1.

The up operator, Ui, can be thought of as defining a random walk moving from X(i + 1)
to X(i) where a subset of size i is selected uniformly for a given face s ∈ X(i + 1). Similarly,
the down operator Di+1 can be thought of as defining a random walk moving from X(i) to
X(i + 1) where a superset s′ ∈ X(i + 1) of size i + 1 is selected for a given face s ∈ X(i) with
probability Πi+1(s′)

Πi(s) . This leads us to the following definition.

▶ Definition 13. Given a simplicial complex (X, Π) and its two levels X(m), X(l), we
define a bipartite graph on X(m) ∪ X(l) as Bm,l = (X(m) ∪ X(l), Em,l, wm,l) where Em,l =
{{s, t} |s ∈ X(m), t ∈ X(l), and s ⊆ t} and m ⩽ l. The weight of an edge {s, t} where
s ∈ X(m) and t ∈ X(l) is given by wm,l(s, t) =

(
k
l

)
Πl(t).

As we will show in Fact 16, in the random walk on Bm,l the block corresponding to the
transition from a vertex in X(m) to a vertex in X(l) is the up walk (i.e., the down operator)
and the block corresponding to the transition from a vertex in X(l) to a vertex in X(m) is
the down-walk (i.e., the up operator).

Now, we define the B
(2)
m,l graph such that the random walk on it corresponds to the two-

step walk starting from vertices in X(m) on Bm,l, i.e., the random walk on B
(2)
m,l corresponds

to an up-walk followed by a down-walk. Fact 17 shows that this correspondence indeed holds.
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▶ Definition 14. Given a simplicial complex (X, Π) and its two levels X(m), X(l) with
m ⩽ l, we define a graph on X(m) as B

(2)
m,l = (X(m), E

(2)
m,l, w

(2)
m,l) where

E
(2)
m,l = {{s, t} |s, t ∈ X(m) and ∃s′ ∈ X(l) such that s′ ⊇ s ∪ t} .

The weight of an edge {s, t} where s, t ∈ X(m) is given by w
(2)
m,l(s, t) =

∑
s′⊇s∪t wm,l(s, s′) =(

k
l

) ∑
s′⊇s∪t Πl(s′). The normalized adjacency matrix corresponding to B

(2)
m,l is denoted by

A(2)
m,l.

▶ Definition 15 (Up-Down Walk, [19, 20]). For positive integers m ⩽ l, let Dm,l and
Ul,m denote the products, Dm+1Dm+2 . . . Dl−1Dl and Ul−1Ul−2 . . . Um+1Um respectively. We
denote the following walk between X(m) and X(l) as Nm,l,

Nm,l =
[

0 Dm,l

Ul,m 0

]
=

[
0 Dm,l

D†
m,l 0

]
,

where the second equality is due to Lemma 12. The up-down walk on X(m) through X(l) is a
random walk on X(m) whose transition matrix (denoted by N(2)

m,l) is given by N(2)
m,l = Dm,lUl,m.

▶ Fact 16. The transition matrix for random walk on Bm,l is Nm,l.

▶ Fact 17. The transition matrix for random walk on B
(2)
m,l is Dm,lUl,m.

1.2.3 Notations
We use [n] for the set {1, 2, . . . , n} and A ⊔ B for disjoint union of sets A and B.

2 Computing Sparse Cut in Hypergraphs

Theorem 18 shows an analogue of Cheeger’s inequality based on the eigenvalues of up-down
walks N1,l.

▶ Theorem 18. Let H = (V, E) be a k-uniform hypergraph such that the induced simplicial
complex X has a up-down walk N(2)

1,l such that λ2(N1,l) = 1 − ε for some ε > 0 and some
l ∈ {2, 3, . . . , k}. Then ε

k ⩽ ϕH ⩽ 4
√

ε. Furthermore there is an algorithm which on input H,
outputs a set S ⊂ V such that ϕH(S) ⩽ 4

√
ε in poly(|V |, |E|) time where poly is a polynomial.

Fact 19 will allow us to work with D1,2 instead of N1,l for some l ∈ {3, 4, . . . , k}.

▶ Fact 19 (Folklore). Let A ∈ Rn×m, B ∈ Rm×p and σi denote the ith singular value. Then,
we have

σi(AB) ⩽ σ1(A)σi(B) and σi(AB) ⩽ σi(A)σ1(B),

for i = 1, . . . , r, where r = rank(AB).

▶ Corollary 20. If σ2 (D1,l) = 1−ε for an arbitrary l ∈ {2, 3, . . . , k}, we have that σ2(D1,2) ⩾
1 − ε.

Proof. The proof follows by using Fact 19 and writing D1,l = D1,2D2,l to get

σ2 (D1,l) = σ2 (D1,2D2,l)
Fact 19
⩽ σ2(D1,2)σ1(D2,l) = σ2 (D1,2) ,

where the last equality holds since σ1 (D2,l) = 1. ◀
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Next, we show that we can use this information about σ2(D1,2) to compute a set S ⊂ V

such that its expansion in the graph B
(2)
1,2 is at most 2

√
ε.

▶ Lemma 21. If σ2(D1,2) = 1 − ε for some ε ∈ (0, 1), then there exists a set S ⊆ X(1) such
that ϕ

B
(2)
1,2

(S) ⩽ 2
√

ε. Furthermore, there is a poly(|V
B

(2)
1,2

|, |E
B

(2)
1,2

|) time algorithm to compute
such a set S.

A natural choice for our set S with low conductance in input hypergraph is this set S

guaranteed by Fiedler’s algorithm for which ϕ
B

(2)
1,2

(S) is small. We show in Lemma 22 that

B
(2)
1,2 is a weighted graph where the weight of an edge between two distinct vertices in X(1)

is the multiplicity of that edge in the construction of B
(2)
1,2 graph. We note that a hyperedge

e, induces a clique on the vertices in the hyperedge e, in the B
(2)
1,2 graph. This is commonly

known as the clique expansion of the hypergraph.

▶ Lemma 22. For any k-uniform hypergraph H = (V, E), let X be the induced sim-
plicial complex and let {s, t} be an edge in B

(2)
m,l with s, t ∈ X(m). Then w(s, t) =(

k−|s∪t|
l−|s∪t|

) ∑
e∈E|s∪t⊆e Πk(e) and deg

B
(2)
m,l

(s) =
(

l
m

)2 (k
l)

( k
m)

∑
e∈E|e⊇s Πk(e).

Now in Lemma 23, we show how the weight of edges cut in the boundary of the weighted
graph B

(2)
1,2 and the input hypergraph are related.

▶ Lemma 23. Given a set S ⊂ X(1) we have

(k − 1)Πk (∂H(S)) ⩽ w(∂
B

(2)
1,2

(S)) .

Proof. By Lemma 22, B
(2)
1,2 is a weighted graph where the weight w(i, j) of an edge {i, j}

where i ̸= j is given by w(i, j) =
∑

e∈E|{i,j}⊆e Πk(e). Therefore, to compute w(∂
B

(2)
1,2

(S)) we
sum over all i ∈ S and j ∈ V \ S, the number of hyperedges containing {i, j}, i.e.,

w(∂
B

(2)
1,2

(S)) =
∑

i∈S,j∈V \S

∑
e∈H

e⊇{i,j}

Πk(e) =
∑
e∈H

∑
i∈S,j∈V \S

{i,j}⊆e

Πk(e),

where the last equality in the equation above follows by exchanging the order of summation.
Now, we note that the number of {i, j} ⊆ e where i ∈ S and j ∈ V \ S is non-zero if and
only if e ∈ ∂H(S), and hence,

w(∂
B

(2)
1,2

(S)) =
∑

e∈∂H (S)

∑
i∈S,j∈V \S

{i,j}⊆e

Πk(e). (1)

Now, let e ∩ S = {i1, i2, . . . , it} for some t ∈ {1, 2, . . . , k − 1}. For the lower bound, we
note that the number of {i, j} ⊆ e where i ∈ S and j ∈ V \ S is t(k − t). Therefore, for some
e ∈ ∂H(S), we have the minimum value of t(k − t) as k − 1 and hence u eqn. (1) to get,

w(∂
B

(2)
1,2

(S)) ⩾
∑

e∈∂H (S)

(k − 1)Πk(e)=(k − 1)Πk (∂H(S))

Πk(∂H(S)) =
∑

e∈∂H (S)

Πk(e)

 .

◀

We now show an upper bound for the boundary of B
(2)
1,l in terms of the boundary of H.



A. Louis, R. Paul, and A. Ray 33:9

▶ Lemma 24. For any l, such that 2 ⩽ l ⩽ k, Given a set S ⊂ X(1) we have

w(∂
B

(2)
1,l

(S)) ⩽
(

k

l

)(
l

2

)
Πk (∂H(S)) .

Next, in Lemma 25, we will use these bounds to analyze the expansion of this set S in
the input hypergraph.

▶ Lemma 25. For an arbitrary set S ⊂ X(1), we have that ϕH(S) ⩽ 2ϕ
B

(2)
1,2

(S).

Proof. We start by comparing the numerator in the expressions for expansion of the given
arbitrary set S in original hypergraph |∂H(S)| and in the B

(2)
1,2 graph, i.e., w(∂

B
(2)
1,2

(S)). Using
Lemma 23 we have that, Πk (∂H(S)) ⩽ 1

(k−1) · w(∂
B

(2)
1,2

(S)).
Next, we compare the denominators in the respective expression for expansions, i.e.,

volH(S) and vol
B

(2)
1,2

(S). For the hypergraph, by definition we have that volH(S) =∑
i∈S deg(i). By Lemma 22 we have

vol
B

(2)
1,2

(S) =
∑
i∈S

deg
B

(2)
1,2

(i) =
∑
i∈S

(
2
1

)2
k(k − 1)

2k
degH(i) = 2(k − 1)volH(S).

Now, putting everything together, we have

ϕH(S) = Πk (∂H(S))
volH(S) = 2(k − 1)Πk (∂H(S))

vol
B

(2)
1,2

(S) ⩽ 2 · (k − 1)
(k − 1) ·

w(∂
B

(2)
1,2

(S))

vol
B

(2)
1,2

(S) = 2ϕ
B

(2)
1,2

(S) . ◀

▶ Lemma 26. For an arbitrary set S ⊂ X(1), we have that ϕH(S) ⩾ 2
k ϕ

B
(2)
1,l

(S).

Proof of Theorem 18. First, we note by Fact 51, 1 − ε ⩽
√

1 − ε ⩽
√

λ2(N(2)
1,l ) = σ2(D1,l).

Now, using Corollary 20 we conclude that σ2(D1,2) = 1 − ε′ ⩾ 1 − ε for some ε′ ⩽ ε.
Further, in Lemma 21, we show that we can use this information about the spectrum of D1,2

to compute a set S ⊂ V such that its expansion in the graph B
(2)
1,2 is at most 2

√
ε. We fix

this as the set S we return in our sparse cut. In Lemma 25 we show that expansion of this
set S in the input hypergraph is at most 2ϕ

B
(2)
1,2

(S) and hence

ϕH(S) ⩽ 2ϕ
B

(2)
1,2

(S) ⩽ 4
√

ε .

Now, by Fact 17 the matrices N(2)
1,l and A(2)

1,l are similar and hence have the same eigenvalues
and therefore by Cheeger’s inequality, we have ϕ

B
(2)
1,l

⩾ ε
2 . Therefore by Lemma 26, we have

ϕH ⩾
2
k

ϕ
B

(2)
1,l

⩾
ε

k
. ◀

3 An expanding hypergraph with walks having small spectral gap

3.1 Splittability of a Hypergraph
In this section, we consider a “non-lazy” version of the up-down walk. While typically, for
a walk on the graph to be non-lazy, we require that there be no transition from a vertex
to itself, we obtain the swap walks by imposing an even stronger condition where we don’t
allow any face to have a transition to another face with a non-empty intersection with the
starting face.

SWAT 2024



33:10 Sparse Cuts in Hypergraphs from Random Walks on Simplicial Complexes

▶ Definition 27 (Swap walk, [2, 9]). Given a k-dimensional simplicial complex (X, Π),
for non-negative integers m, l such that l + m ⩽ k we define the swap walk denoted by
Sm,l : RX(l) → RX(m) that acts on a f ∈ RX(l) as,

[Sm,lf ](s) = E
s′∼Πm+l|s′⊇s

f(s′ \ s).

▶ Lemma 28 ([2]). S†
m,l = Sl,m.

Again, the swap walk Sm,l can be thought of as defining a random walk moving from X(m)
to X(l) where we first move from s ∈ X(m) to a superset s′′ ∈ X(m + l) with probability
Πm+l(s′′)

Πm(s) and then determistically move to s′ = s′′ \ s, i.e., we move from face s ∈ X(m) to a
disjoint face s′ ∈ X(l) with probability Πm+l(s⊔s′)

Πm(s) . This leads us to the following definition
for swap graphs.

▶ Definition 29 (Swap graph, Section 6 in [2]). Given a simplicial complex (X, Π) and its two
levels X(m), X(l), the swap graph (denoted by Gm,l) is defined as a bipartite graph Gm,l =
(X(m) ∪ X(l), E(m, l), wm,l) where the weight function is defined as, wm,l(s, t) = Πm+l(s⊔t)

(m+l
m )

and E(m, l) = {{s, t} |s ∈ X(m), t ∈ X(l), and s ⊔ t ∈ X(m + l)}.

The random walk matrix corresponding to these walks denoted by Wm,l is a matrix of
size (|X(m)| + |X(l)|) × (|X(m)| + |X(l)|) and is given by,

Wm,l =
[

0 Sm,l

Sl,m 0

]
=

[
0 Sm,l

S†
m,l 0

]
, (2)

where the last equality is a consequence of Lemma 28.
Arora, Barak, and Steurer [5] introduced the notion of the threshold rank of a graph.

▶ Definition 30 (Threshold rank of a graph, [5] ). Given a weighted graph G = (V, E, w) and
its normalized random walk matrix W such that λn(W) ⩽ λn−1(W) ⩽ . . . ⩽ λ1(W) = 1 and a
threshold τ ∈ (0, 1], we define the τ -threshold rank of the graph G (denoted by rank⩾τ (W)) as
rank⩾τ (W) = |{i|λi(W) ⩾ τ}|.

[2] proposed an analogue of the threshold rank for hypergraphs called (τ, r)-splittability
by considering specific sets of swap walks given by the following class of binary tree.

▶ Definition 31 (k-splitting tree, Section 7 in [2]). A binary tree T given with its labeling is
called a k-splitting tree if

T has exactly k leaves.
The root of T is labeled with k and all other vertices in T are labeled with a positive
integer.
All the leaves are labeled with 1.
The label of every internal node of T is the sum of the labels of its two children.

Now, we define a set of swap walks and its threshold rank based on a k-splitting tree T .

▶ Definition 32 (Swap graphs in a tree, Section 7 in [2]). For a simplicial complex X(⩽ k)
and a k-splitting tree T , we consider all swap graphs (denoted by Swap(T , X)) from X(a) to
X(b) where a and b are labels of a non-leaf node in T . Further, we extend the definition of
threshold rank as

rank⩾τ (Swap(T , X)) = max
G∈Swap(T ,X)

rank⩾τ (G) .
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Finally, define (τ, r)-splittability by considering all such sets of swap walks.

▶ Definition 33 ((τ, r)-splittability, Definition 7.2 in [2]). A k-uniform hypergraph with an
induced simplicial complex X(⩽ k) is said to be (τ, r)-splittable if there exists some k-splittable
tree T such that rank⩾τ (Swap(T , X)) ⩽ r.

3.2 The main results
In Theorem 34, we show an example of an expanding hypergraph such that for all m, l such
that m + l ⩽ k the swap walk from X(m) to X(l) in the corresponding simplicial complex
has its top r singular values as 1 (for r ≈ n/k) if either m, l ⩾ 2 or m = k − l.

▶ Theorem 34. For any positive integers r, k with r ⩾ 2, k ⩾ 3, there exists an k-uniform
hypergraph H on n(= r(k − 1) + 1) vertices such that ϕH ⩾ 1

k and for any m, l such that
m + l ⩽ k, if either m, l ⩾ 2 or m = k − l then λr(Gm,l) = σr(Sm,l) = 1, where Sm,l, Gm,l

are the swap walk and the swap graph on the induced simplicial complex X, respectively.

Now, Corollary 35 is a simple consequence of Theorem 34 and the definition of splittability.

▶ Corollary 35. For any positive integers r, k with r ⩾ 2, k ⩾ 3, there exists an k-uniform
hypergraph H on n(= r(k − 1) + 1) vertices, such that ϕH ⩾ 1

k and the induced simplicial
complex X is not (τ, r)-splittable for all τ ∈ [−1, 1].

We were also able to show that in the above example, for all m, l such that 2 ⩽ m < l ⩽ k,
the up-down walk from X(m) to X(l) has its top r singular value as 1 (for r ≈ n/k).

▶ Theorem 36. For any positive integers r, k with r ⩾ 2, k ⩾ 3, there exists a k-uniform
hypergraph H on n(= r(k − 1) + 1) vertices such that rank⩾τ

(
N(2)

m,l

)
⩾ r for all τ ∈ [−1, 1]

but ϕH ⩾ 1
k .

We use the following construction to show Theorem 34, Corollary 35 and Theorem 36.

▶ Construction 37. Take the vertex set of the hypergraph H(V, E) to be V =
[n] where n = r(k − 1) + 1 and the edge set E = {e1, e2, . . . , er} where ei =
{0, (k − 1)(i − 1) + 1, . . . , (k − 1)i}. Let X be the simplicial complex induced by H and
Sm,l, Nm,l be the corresponding walk matrices.

▶ Remark 38. Remark 1.9 of [23] considers all hypergraphs whose edges intersected at most
k−2 vertices to show a separation between co-boundary expansion and hypergraph expansion.
Here, we consider a sub-class of such hypergraphs with edges intersecting exactly one vertex.
Although the second singular value of the up-down walks and co-boundary expansion may
seem related, a relation between them is not known. Also, the way in which [23] bounds
the co-boundary expansion is similar to how we bound the spectrum of the up-down walks.
However, here, we also prove that the threshold rank (for any threshold) can be made
arbitrarily large while having the same bound on the hypergraph expansion.

First, we show that any swap walk Sl,k−l has σi = 1, for any i ∈ [r].

▶ Lemma 39. Given a hypergraph as per Construction 37,
we have that λr(G1,k−1) = σr(S1,k−1) = σr(Sk−1,1) = 1.

Proof. Firstly, using Fact 52 and eqn. (2) we have λi(G1,k−1) = σi(S1,k−1), ∀i ∈ [r].
We note that for any i ∈ [r], the edge {{(k − 1)(i − 1)} , ei \ {(k − 1)(i − 1)}} is the only

edge in G1,k−1 (and Gk−1,1) incident on the vertices {(k − 1)(i − 1)} , ei \ {(k − 1)(i − 1)}.
Again, G1,k−1 has r connected components, and hence λr(G1,k−1) = σr(S1,k−1) =
σr(Sk−1,1) = 1. ◀

SWAT 2024
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▶ Lemma 40. Given a hypergraph as per Construction 37, and for any m, l ⩾ 2 such that
m + l ⩽ k, we have that λr(Gm,l) = σr(Sm,l) = 1.

▶ Lemma 41. Given a hypergraph as per Construction 37 and an arbitrary set S ⊆ V where
volH(S) ⩽ volH(V )/2, we have that ϕH(S) ⩾ 1

k .

Proof. We consider an arbitrary (non-empty) set S ⊂ V such that volH(S) ⩽ volH(V )/2.
Let |S ∩ e1| = t1, |S ∩ e2| = t2, . . . , |S ∩ er| = tr and let t = t1 + t2 + . . . tr. We note that
volH(V ) = r(k − 1) + r where r(k − 1) is the contribution from the vertices in V \ {0} and we
have a contribution of r from the vertex {0}. Next, we will precisely compute the expansion
ϕH(S). We will break into cases depending upon whether {0} ∈ S or {0} /∈ S.

First, consider the case where {0} ∈ S. We note that in this case, ti ⩾ 1, ∀i ∈ [r]. In this
case, we have that |{i|ti = k}| < r/2. This is because otherwise volH(S) ⩾ r + r

2 (k − 1) > rk
2

which contradicts volH(S) ⩽ volH(V )/2. Thus, |{i|ti < k}| ⩾ r/2 and hence ∂H(S) ⩾ r/2.
Next we have that volH(S) = r+

r∑
i=1

(ti −1) = t1 +t2 + . . . tr = t. Using volH(S) ⩽ volH(V )/2,

we have that t ⩽ rk/2 and we get

ϕH(S) = |∂H(S)|
volH(S) ⩾

r

2t
⩾

1
k

.

Next, we consider the case where {0} /∈ S. Let t+ = |{i} |ti > 0|. Since {0} /∈ S, we
know that ti < k, ∀i ∈ [r] and hence the number of edges in the boundary of S is exactly t+.
Moreover we can bound the volume of S as volH(S) ⩽ t+(k − 1) and hence we have

ϕH(S) = |∂H(S)|
volH(S) ⩾

t+

t+(k − 1) ⩾
1
k

. ◀

Proof of Theorem 34. Immediate from Lemma 41, Lemma 40, and Lemma 39. ◀

Proof of Corollary 35. Consider the hypergraph H (and the induced simplicial complex)
guaranteed by Theorem 34. Fix any τ ∈ [−1, 1] and any k-splitting tree T . We note
Gl,k−1 ∈ Swap(T , X) for some l ∈ [k − 1] as children of the root of T must be labeled l and
k − l for some l. Note that we have λr(Gl,k−l) = 1. Hence, we have rank⩾τ (Swap(T , X)) ⩾
rank⩾τ (Gl,k−l) ⩾ r. Since, rank⩾τ (Swap(T , X)) ⩾ r for any k-splitting tree T , therefore
(X, Π) is not (τ, r)-splittable for any τ ∈ [−1, 1]. ◀

▶ Lemma 42. Given a hypergraph as per Construction 37, and any m, l ∈ [k] such that
2 ⩽ m ⩽ l, we have that λr(N(2)

m,l) = 1.

Proof of Theorem 36. Immediate from Lemma 41 and Lemma 42. ◀

4 An expanding hypergraph with low link expansion

In Theorem 43, we show that there is a family of expanding k-uniform hypergraphs H with
the induced simplicial complex having low link expansion.

▶ Theorem 43. Let n, k be any positive integers such that n ⩾ 3k and k ⩾ 3, there exists a
k-uniform hypergraph H on n + k − 2 vertices such that the link expansion of the induced
simplicial complex X is at most 1 − cos 2π

n and the expansion of H is at least 1
(3k)k .

Construction 44 is a k-hypergraph with n + k − 2 vertices such that its expansion is 1
(3k)k

while the link expansion for the induced simplicial complex is 1 − cos 2π
n .
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▶ Construction 44. Take the vertex set of the hypergraph H(V, E) to be V = [n+k−2] and the
edge set E =

([n]
k

)
∪{e ∪ {n + 1, . . . , n + k − 2} |e ∈ Cn} where Cn = {{i, i + 1} |i ∈ [n − 1]}∪

{{n, 1}}, i.e., Cn is the set of edges in a cycle on [n]. Let X be the simplicial complex induced
by H.

The idea behind this construction is to have the cycle Cn as the link of
{n + 1, ..., n + k − 2} while adding sufficient edges to make the hypergraph into an expanding
hypergraph.

▶ Lemma 45. For any n, k such that n ⩾ 3k and k ⩾ 3, the hypergraph H as defined in
Construction 44 has expansion ϕH ⩾ 1

(3k)k .

We now show that the simplicial complex X is not a γ-HDX (refer to Definition 9). For
this we consider the face τ = {n + 1, n + 2, . . . , n + k − 2} and the link complex Xτ .

By definition of Xτ and our construction in Construction 44, the two-dimensional link
complex Xτ is the downward closure of Cn. Hence, the corresponding skeleton graph G(Xτ )
is the cycle on [n].

▶ Fact 46 (Folklore). The second singular value of the normalized adjacency matrix of an
n-cycle is cos 2π

n .

Therefore, we have the following lemma by Definition 9.

▶ Lemma 47. X has link expansion at most 1 − cos 2π
n .

Theorem 43 follows directly from Lemma 47 and Lemma 45.
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A Additional Preliminaries

Linear Algebra
We recall a few facts and definitions from linear algebra.

▶ Fact 48 ([16]). Let V, W be two vector spaces with inner products ⟨·, ·⟩V , ⟨·, ·⟩W . If
A : V → W be a linear operator, then there exists a unique linear operator B : W → V such
that ⟨Af, g⟩W = ⟨f, Bg⟩V . If v ∈ V then there exists a unique linear operator C : V → R
such that Cu = ⟨v, u⟩V for any u ∈ V .

▶ Definition 49. Given a linear operator A : V → W between two vector spaces V and W

with inner products ⟨·, ·⟩V and ⟨·, ·⟩W defined on them, the adjoint of A is defined as the
(unique) linear operator A† : W → V such that ⟨Af, g⟩W =

〈
f, A†g

〉
V

for any f ∈ V and
g ∈ W . Furthermore, given any v ∈ V we define v† : V → R as the linear operator which
satisfies v†u = ⟨v, u⟩V for any u ∈ V .

It can be easily verified that most properties of the transpose of an operator also hold for
the adjoint, e.g., (A†)† = A, (AB)† = B†A†, etc.

▶ Definition 50. Given a linear operator A : V → W between two inner product spaces V

and W a singular value σ is a non-negative real number such that there exists v ∈ V and
w ∈ W which satisfy Av = σw and w†A = σv†. The vectors v and w are called the right and
left singular vectors, respectively, associated with the singular value σ. We denote the i-th
largest singular value of A by σi(A).

▶ Fact 51. Let V ,W be two inner product spaces, and A : V → W be a linear operator.
Then the eigenvalues λi(A†A) are non-negative. Furthermore, the singular values σi(A) =√

λi(A†A).

▶ Fact 52. Let V ,W be two inner product spaces and A : V → W be a linear operator and
let B be defined by the expression,

B =
[

0 A
A† 0

]
then for any i ∈ {1, . . . , r}, σi(A) = λi(B) where r = rank(A).
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Abstract
We introduce and analyze a model for self-reconfigurable robots made up of unit-cube modules.
Compared to past models, our model aims to newly capture two important practical aspects of
real-world robots. First, modules often do not occupy an exact unit cube, but rather have features
like bumps extending outside the allotted space so that modules can interlock. Thus, for example,
our model forbids modules from squeezing in between two other modules that are one unit distance
apart. Second, our model captures the practical scenario of many passive modules assembled by a
single robot, instead of requiring all modules to be able to move on their own.

We prove two universality results. First, with a supply of auxiliary modules, we show that
any connected polycube structure can be constructed by a carefully aligned plane sweep. Second,
without additional modules, we show how to construct any structure for which a natural notion
of external feature size is at least a constant; this property largely consolidates forbidden-pattern
properties used in previous works on reconfigurable modular robots.
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1 Introduction

Algorithmic shape formation with self-reconfigurable modular robots has attracted significant
interest by the computational geometry community in the past two decades [16, 2, 7, 9, 8,
10, 6, 34, 17, 24, 29, 4, 3, 5, 15, 12, 13, 25, 18, 28, 27]. In general, the idea is to build a
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self-reconfigurable “robot” out of n identical modules, each of which can move in some way
relative to its neighbors, subject to some constraints like maintaining global connectivity.
This approach enables the robot to drastically change its overall shape, often with algorithmic
universality results showing that any shape is possible, up to some constant feature size
and/or forbidden small patterns. Real-world modular robots have been built by multiple
robotics groups [31, 11, 33, 21, 32, 36], with the ultimate goal of building “programmable
matter”: objects that can arbitrarily change their shape.

Sliding cubes. One of the first and simplest models for modular robot reconfiguration is
sliding squares in 2D [16] or sliding cubes in 3D [2, 1]. Each module is a unit square/cube
placed at a node of a square/cube lattice, and the modules must at each step have a connected
dual graph (according to facet adjacencies). Figure 1 illustrates the two possible moves:
(1) straight slide moves a (green) module to an adjacent empty location along two faces
of a pair of adjacent (blue) modules; and (2) corner slide moves a (green) module to an
adjacent empty location, and immediately turning the 90◦ corner around its original (blue)
neighbor, moves the module one more unit to restore the adjacency with the neighbor. This
model enables universal reconfiguration between polyominoes/polycubes, with Θ(n2) moves
necessary and sufficient in the worst case for 2D [16] and (in a recent breakthrough) for
3D [1, 23].

Figure 1 The two moves in the sliding-cubes
model. Left: straight slide. Right: corner slide.

Figure 2 The two moves in the pivoting-cubes
model. Left: straight pivot. Right: corner pivot.

Pivoting cubes. Another extensively studied model for modular robot reconfiguration is
the pivoting squares/hexagons in 2D [13, 3, 4] and pivoting cubes in 3D [34, 17, 24]. In
the pivoting-cube model, a module can move by rotating around a common edge shared with
an adjacent module. Similarly to the previous model, a module moves to an adjacent empty
location or to an empty location around the corner of an adjacent module (see Figure 2).
However, unlike in the sliding-cube model, for a pivoting move to be valid, all cells of the grid
intersected by the pivoting module must remain empty. Existing results rely on the definition
of so called forbidden pattern, that is, a specific constant-size configuration of empty
and non-empty cells, whose existence may block a possible reconfiguration. Specifically, the
forbidden patterns are of the form: for any k1 × k2 × k3 (for specific small values of k1,
k2, and k3) axis aligned bounding box of grid cells with two modules present in the two
diagonally opposite corners of the box, the remaining cells of the box must not be empty.
The set of forbidden patterns consists of the 3 × 1 × 1-pattern (two modules with a single
empty cell in between), the 2 × 2 × 1-pattern (two edge adjacent modules with no other
mutually adjacent modules), and the 3×2×1-pattern. The series of works on reconfiguration
in the pivoting-cube model [34, 17, 24] resulted in a universal reconfiguration algorithm for a
class of shapes that do not contain any of the three forbidden patterns.
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Figure 3 Photograph of ARMADAS robot attempting to place a module between two modules
and failing due to collisions of mechanical alignment features (red arrows).

1.1 Our Model
In this paper, we introduce a new model for modular robot reconfiguration that aims to
capture two important practical aspects of real-world systems, motivated by our experience
with the robots and structural modules of the NASA Ames Automated Reconfigurable Mission
Adaptive Digital Assembly Systems (ARMADAS) project [30]. Our model is a refinement of
the sliding-cubes model, adding constraints to the moves. Notably, the constraints on the
moves in our model are strictly stronger than in the pivoting-cube model as well. Thus our
universality results can be seen as strengthenings of past work to better apply to real-world
robotics.

Loose sliding. The first practical issue we address is that modules typically need more
room than a unit cube to actually move without collision. Figure 3 shows an example of
this issue in the context of ARMADAS. To enable secure and precise relative positioning of
adjacent modules, modules often have mechanical alignment features (matching bumps and
indentations) that extend outside the bounding box. Having these features integrated into
modules allows for high-precision, high-repeatability, and high-throughput manufacturing
processes such as injection molding to make high-quality connections, rather than requiring
the added complexity and weight of active attachment mechanisms [14, 20].

To avoid collision between modules with these bumps, modules need to move slightly away
from neighboring modules before sliding to an adjacent cell. Thus a moving module needs
the space to move a small distance away from its neighbors. In particular, it is impossible
for a module to pass through a unit-wide gap between two other modules; see Figure 4.

We formalize this requirement as the loose-sliding constraint (refer to Figure 5): a
moving module must at all times be within an otherwise empty 2 × 2 × 2 cube in space that
moves continuously (or equivalently, moves in unit axis-aligned steps on a grid). In other
words, each unit step taken by the moving module (one for a straight slide, two for a corner
slide) must have both its start and end positions within a common 2 × 2 × 2 cube empty of
other modules; in addition, in the case of a corner slide, the first 2 × 2 × 2 empty cube must
be translatable (continuously or in unit axis-aligned steps) to the second 2 × 2 × 2 empty
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34:4 Reconfiguration Algorithms for Cubic Modular Robots

Figure 4 Valid (green) and invalid (red) moves of the green module in the loose-sliding model.

Figure 5 Valid moves in the loose-sliding model. Left: straight slide move and the corresponding
2 × 2 × 2 empty cube. Middle and right: corner slide move and the corresponding translation
(indicated by the orange paths) of the 2 × 2 × 2 empty cube.

cube while remaining empty of other modules throughout the translation. In particular,
loose sliding prevents a module from sliding into a unit-wide gap between two other modules,
because such a gap is not contained in an empty 2 × 2 × 2 cube. More generally, we can
define k-loose sliding to require a k × k × k empty cube surrounding the moving module.

Passive modules via accessible sliding. The second practical issue is that modular re-
configurable robots do not scale well. Each module must have its own power, processor,
networking, attachment mechanisms, and movement actuators. This module complexity
limits the number of modules and practicality of the programmable matter dream.

A more recent alternative approach [30, 22, 35] is to have two types of modules: many
passive/static modules that cannot move on their own and primarily serve structural purposes,
and a smaller number of robots (even one) that can pick up, carry, place, and attach passive
modules. Figure 6 shows this approach in action in the context of the ARMADAS project,
where the primary goal is to assemble passive parts into a desired geometry – a digital cellular
solid [14, 19]. (Of course, disassembly and reconfiguration is also possible.) The moving
robots are more complicated than the passive modules, and thus are naturally a little larger.
The simplicity of passive modules enables them to be cheaply constructed in large numbers,
vastly increasing applicability [20].
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Figure 6 Photograph of ARMADAS robots operating in the laboratory. Each of the external
robots has two primary “hands”, and can hold onto the already-built structure with either hand
while moving the other hand. The right robot is carrying a module via a third hand on its back;
this module can be added to the structure by another robot, such as the left robot.

Instead of explicitly modeling both moving robot(s) and passive modules, which would
vastly complicate the model, we show how to obtain a similar effect via a small tweak to
the loose-sliding-cubes model. Specifically, define a slide to be k-accessible if it is both
k-loose (i.e. is the only module in some otherwise empty k × k × k cube), and also that
that k × k × k is connected to infinity via a path of k × k × k empty cubes, both before
and after the move. Such a module can be reached by a moving robot on the outside of
the shape, removed and picked up by the robot, and then placed and attached in the new
location. Thus any sequence of k-accessible moves can be simulated by passive modules plus
one moving robot whose size is at most k × k × k.

Our algorithms for sliding cubes satisfy this k-accessible property. Thus they are equally
suitable for both modular robot reconfiguration (where every module can move on its own)
and a hybrid system of passive modules and one or more moving robots. By contrast, all past
sliding-cube algorithms [16, 2, 1] do not satisfy the accessible property. Indeed, no universal
algorithm without extra modules can be accessible (even 1-accessible), because it is known
that there are 3D configurations with no movable modules on the outside [26].

1.2 Our Results
We develop two very different reconfiguration algorithms, establishing two different univer-
sality results in the 2-accessible sliding-cubes model:
1. Allowing extra modules, we show how to construct any connected polycube from a straight

line, and thus how to reconfigure between any two connected polycubes [Section 2]. The
total number of extra modules is linear in the number of modules in the polycube. We
also give a negative result that there are structures which are impossible to reconfigure
between in the 3-loose sliding-cubes model, thus showing that our algorithm’s result is
tight.
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2. Without extra modules, we show how to construct any connected polycube having
“external feature size” at least 2, and thus how to reconfigure between any two such
polycubes [Section 3]. Here we define external feature size at least k as follows:
a. Every empty 1 × 1 × 1 cube Q is contained in an empty k × k × k cube Q̂ (see Figure 5

(left)); and
b. For every pair of edge-adjacent empty 1 × 1 × 1 cubes Q1 and Q2, there exist empty

k × k × k cubes Q̂1 and Q̂2 containing Q1 and Q2 respectively, such that we can
continuously slide Q̂1 into Q̂2 by axis-parallel unit slides while preserving emptyness
of the intermediate k × k × k cube and remaining within the bounding box of Q̂1 ∪ Q̂2
(see Figure 5 (middle and right)).

As already mentioned, 2-loose sliding is a slightly stricter constraint than in the pivoting-
cubes model. In our second result we build upon the techniques developed for both, the
sliding-cube and the pivoting-cube models.

The second construction has a useful additional property called monotonicity. Assume
we start from a line or box of modules, and the goal is to assemble the desired polycube
adjacent to this starting configuration. Then we move the modules in order, and once a
module stops moving, we never move it again. Monotonicity implies both accessibility and
the lack of extra modules. Furthermore, monotonicity tells us that the assembly process
is particularly efficient to simulate with one moving robot and many passive modules: the
robot simply needs to double the motion of each module (once to move the module in place,
and then in reverse to get the next module).

Our algorithm descriptions focus on the case k = 2, as it is the simplest case where the
model differs from past work, and as an ARMADAS robot can fit within a 2 × 2 × 2 cube.

2 Universality with Extra Modules: 3D Printing

In this section, we will give a 2-accessible algorithm to disassemble any connected structure
using extra “scaffolding” modules. More precisely, given an initial configuration T of n

modules, and a line of O(n) extra modules attached to it, the algorithm will reconfigure
the structure into a single line of modules. The intuition behind the algorithm is to “3D
print” the structure in reverse by gradually moving a sweep plane through the structure.
The sweep plane is filled with modules to preserve the connectivity of the structure, allowing
the modules of T to be removed one at a time. We will first describe a simpler version of the
algorithm for two-dimensional structures to give intuition.

2.1 2D
Let T ⊆ Z2 be the shape we want to disassemble and U ⊆ Z2 be an axis-aligned rectangle
which contains T . We will reconfigure it into a single long line L.

The main idea is to sweep U with a diagonal line of scaffolding, placing modules in front
of it if they are not already present, and removing modules behind it. We use a possibly
counterintuitive slope of 3 : 5 for the sweep line. As it will become clear later, it is hard
to maintain connectivity of the intermediate structure with simpler slopes. In particular, a
simpler horizontal, vertical or 1 : 1 diagonal slope does not allow us to “dig” a small hole
in the sweep line to remove a module from behind it without either temporarily breaking
connectivity or moving a module that is not 2-accessible.

Let f(x, y) = 3x + (5 − ε)y for some small ε ≪ 1/n. Our diagonal line of scaffolding
will consist of all modules which are intersected by the line f(x, y) = t for some t which we
gradually decrease to sweep the line across. This is equivalent to sweeping a 3 : 5 slope line
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Figure 7 The 2D sweep line approach. Blue squares are part of the sweep line, gray squares
are the remaining part of T that has not been deconstructed. (Not all gray squares correspond to
existing modules, since T is an arbitrary connected subset.) Purple squares are the next modules to
be added or removed. The outer black box is the boundary of U . The green squares are the line L

where removed modules are appended.

across, and when it hits several modules simultaneously, tiebreaking in favor of processing
the higher y valued ones first. We define an intermediate state Rt to be the union of the
following four sets (refer to Figure 7):

remainder of the structure {(x, y) ∈ T | f(x, y) ≤ t},
a diagonal “sweep line” of modules {(x, y) ∈ U | t < f(x, y) ≤ t + 8 − ε},
a path outside of U connecting the two ends of the sweep line. This is just to ensure the
structure remains connected when we remove modules from the sweep line, and
the portion of L that has been built so far: a line of modules that have been removed
from T that is attached to the path outside of U .

▶ Observation 1. Any 2-accessible module can slide along the exterior of Rt to the end of
the line L in O(n) moves.

Using the above observation, any extra modules that are not part of Rt at time t are
placed in the line L. For the rest of this section, whenever we refer to “removing” a module,
we mean sliding it to the end of L.

Initially, we construct a bounding box made of the additional modules around U with an
extra gap of two units. Furthermore, we connect T to this bounding box. Specifically, we
build a path of modules out from the right-most top-most module of T to the upper right
corner of the bounding box. This is done simply to ensure the sweep line is connected to T

initially (and we can equivalently think of T as containing this additional path).
We are going to gradually decrease t, starting from R∞ = T and ending at R−∞ = ∅. As

we decrease t, Rt changes only when t = f(x, y) or t = f(x, y) − 8 + ε for some (x, y) ∈ U ,
which happens |U | times. More specifically, a module at (x, y) is added to the sweep line
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Figure 8 An example of processing a sweep-line event. Reading left to right, this shows the
intermediate steps of adding and removing a module from Rt, when both cells outlined in orange
are empty. The red outlined module is being removed and the purple outlined one is being added.
Other cases are treated similarly; the details can be found in the full version of this paper.

when t = f(x, y), and is removed from it when t = f(x, y) − 8 + ε. Note that, whenever the
first condition is met for (x, y), the second condition is met for (x + 1, y + 1). Thus, each
event updating Rt will involve removing one module at (x + 1, y + 1) and adding one module
at (x, y). Consecutive states of Rt differ in only these two modules. We will show that we
can always transition from Rt to Rt−ε in a constant number of moves near the sweep line,
plus, if necessary, a linear number of moves to take the removed modules out to the end of
the line L.

The proof of the following lemma is omitted and can be found in the full version of this
paper.

▶ Lemma 2. There is a sequence of O(n) 2-accessible moves that reconfigures Rt to Rt−ε.

Because each dimension of U is O(n), the sweep line consists of O(n) modules, so we
only use O(n) additional modules to deconstruct T .

▶ Theorem 3. Any polyomino shape T can be deconstructed into a line with 2-accessible
sliding moves with the help of additional O(n) modules.

2.2 3D
Next we describe the full three-dimensional algorithm for disassembling a structure. Let
T ⊆ Z3 be the shape we want to disassemble, and U ⊆ Z3 be an axis-aligned bounding box
which contains T . Similarly to the 2D case, we sweep a diagonal plane of scaffolding. At each
step, we add a module in front of the sweep plane if it is not already present and remove a
module from behind the plane.

Define f(x, y, z) = x + (3 − ε)y + (3 − ε2)z, for sufficiently small ε. Again, we define Rt to
be the set of modules still present in the structure at time t, which is the union of three sets:

the remainder of the structure: {(x, y, z) ∈ T | f(x, y, z) ≤ t},
the diagonal sweep plane of scaffolding keeping everything connected: {(x, y, z) | t <

f(x, y, z) ≤ t + 4 − ε},
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Figure 9 The state of our “3D printing” algorithm before processing an event. The scaffolding
plane is shown in blue. Purple cell is at (x, y, z) and a module is to be placed in it; green module is
at (x + 1, y + 1, z) and is to be removed.

x
y

z

Figure 10 The solid orange module behind
the purple cell is part of T . The small blue
and green blocks correspond to the modules that
are removed in order to access the purple cell
without breaking connectivity.

x
y

z

Figure 11 There is an empty cell behind the
purple cell. The small blue and green blocks
correspond to the modules that are removed in
order to access the purple cell without breaking
connectivity.

the portion of L that has been built so far: a line of modules that have been removed
from T that is attached to the path outside of U , and
additional modules near the boundary of the sweep plane which help preserve connectivity
of the sweep plane near the boundary of U : {(x, y, z) | t < f(x, y, z) ≤ t + 6 − 2ε}, when
(x, y, z) is outside of U but is within four-unit distance of the boundary of U .

Similarly to the 2D case, as the sweep plane moves, we keep the line L attached to the
scaffolding. Whenever a module is removed, it can slide along this connection to the end of
L to be deposited.

▶ Lemma 4. There is a sequence of O(n) 2-accessible moves that reconfigures Rt to Rt−ε.

Proof. As before, we continuously decrease t. Each time Rt changes, up to one module is
added to the sweep plane at (x, y, z) and the module at (x + 1, y + 1, z) is removed from it
(refer to Figure 9). Removing modules is straightforward: they can slide to the end of L.
Adding modules, however, requires some care. When we need to add a module at location
(x, y, z) in front of the sweep plane, we “dig” a small hole in the plane, add the new module,
and then fill in the hole back.

Next we provide specific steps for processing the event f(x, y, z) = t. First, if a module
at (x, y, z) already exists in Rt, we simply remove the module at (x + 1, y + 1, z). When a
cell (x, y, z) is not occupied and a module needs to be placed in it, we consider the following
two cases, based on whether (x − 1, y, z) is present or not.
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Case 1: cell (x − 1, y, z) is occupied. See Figure 10.
1. Remove (x + i, y + 1, z) for i = 1, 0, and (x, y, z + 1).
2. Remove (x + i, y, z) for i = 1, 2, 3.
3. Place (x + i, y, z) for i = 0, 1, 2, 3.
4. Place (x, y + 1, z) and (x, y, z + 1).

Case 2: cell (x − 1, y, z) is empty. See Figure 11.
1. Remove (x + i, y + 1, z) for i = 1, 0, −1, and (x + i, y, z + 1) for i = 0, −1.
2. Place (x, y, z).
3. Place (x + i, y + 1, z) and (x + i, y, z + 1) for i = −1, 0.

Note, that every module that is being removed or added in the steps above is 2-accessible
by construction.

When we are outside of U , we will use a different method to add and remove modules
from the sweep plane. As the modules of the scaffold that are outside of U are sufficiently
removed from T , the empty cells in front of the sweep plane adjacent to them are in fact
2-accessible. Thus, we can simply add a module directly to the front of the sweep plane and
remove a module directly from the back side.

Observe that in this case the connectivity of the scaffolding is preserved. Every point
(x, y, z) with f(x, y, z) < t that is face-adjacent to a module in the sweep plane maintains
the property that at least one of the modules in the sweep plane that it is face-adjacent to
is present at all points during the process. This means that if the structure was connected
before this step of the algorithm, it remains connected during this step, and will still be
connected afterward. ◀

Each dimension of U is O(n). However, because the sweep plane is two-dimensional, this
means that our algorithm requires O(n2) additional modules. We can reduce the number of
modules needed by reducing the size of U . Instead of using a full bounding box, we construct
U as follows. Consider a discretization of the lattice grid into 2 × 2 × 2 metacells. For each
module in T , consider the line passing through the center of the module perpendicular to
the sweep plane. We let U be the intersection of the bounding box of T and union of all
metacells that are pierced by any such line.

Because we maintain the 4-module offset of the boundary of U be padded with an extra
layer of modules in the front of the sweep plane, our sweep plane stays connected at each
step of the reconfiguration regardless of the shape of the boundary of U . By construction of
U , as it is made of 2 × 2 × 2 metacells, the empty cells, adjacent to the front of the sweep
plane, within distance 4 of the boundary of U are necessarily 2-accessible. Since the original
algorithm does not depend on the specific shape of U but only the fact that the edge modules
are 2-accessible, the correctness of the algorithm follows. The size of the intersection of our
sweep plane with U is O(n) by construction, so we now only need O(n) additional modules.

▶ Theorem 5. Any polycube shape T can be deconstructed into a line with 2-accessible sliding
moves with the help of additional O(n) modules.

2.3 Impossibility of 3-loose algorithm
In this section we describe a structure which cannot be reconfigured into a line with any
3-loose algorithm. We will first describe a 2D version and then generalize to a 3D version.

Consider the structure in Figure 12. It consists of a hollow 5 × 5 square, as well as the
four modules in the corners of a concentric 3 × 3 square (marked in red). Suppose we can
disassemble this structure. Consider the first time we place or remove a module in the central
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Figure 12 2D configuration that cannot be disassembled with a 3-loose algorithm. The red blocks
cannot be removed until at least one other red block is removed.

3 × 3 square. We cannot place a module anywhere inside the 3 × 3 square, because it would
be blocked by red modules. So we must remove a red module. Then this red module must
the only module in some 3 × 3 square. It is not hard to show that this module cannot have
any neighbors, which violates connectivity.

In 3 dimensions, we instead use a hollow 5 × 5 × 5 with 8 modules in the corners of a
3 × 3 × 3 cube. We can use a similar argument to show that no module can be placed or
removed inside the central 3 × 3 × 3 cube.

3 Universality without Extra Modules

In this section we show how to reconfigure a modular robot, whose shape satisfies the property
of external feature size at least 2, into a line. The resulting reconfiguration will consist of
2-accessible and monotone moves (every sliding move will have a sufficient amount of empty
space around it, and each module moves only once in a continuous motion from its starting to
its target position). Reversing the sequence moves results in a schedule for the construction
of the given structure starting from a line of modules.

The approach we take is similar to the one for the pivoting-cube model, presented in [34]
and later further developed in [17, 24]. We deconstruct the robot structure slice by slice
(parallel to the horizontal plane), ensuring the connectivity of the intermediate structure and
the invariant of external feature size at least 2. In our algorithm, the choice of which slice
to deconstruct is made in the same way as in [34, 17, 24]. The difference of our algorithm
with these approaches, and its main difficulty, lies in deciding in which order to deconstruct
(partially or fully) a given slice, such that the requirements on the connectivity and the
external feature size are satisfied for the intermediate structures.

Slice graph. We adapt the definition of a slice graph from [34]. Let Vz=k denote the
subset of nodes of the lattice with the z-coordinate fixed to k. Let VR denote the subset of
nodes of the lattice which contain a module in an intermediate configuration R. Define a
slice graph Gs(Vs, Es) of R in the following way. The nodes Vs of Gs correspond to the
maximally connected components of the modules with the same z-coordinate, such that
these components have at least one module adjacent to the empty outer space. That is, each
connected component of the induced graphs on VR ∩ Vz=k (for all k), that has a module
adjacent to and empty cell of an outer empty space, is added to Vs. Two nodes in Vs are
connected with an edge if the corresponding slices contain (vertically) adjacent modules (see
Figure 13).

A slice s ∈ Vs is locally maximal (minimal), if all the adjacent slices of s in Gs contain
modules with only lower (higher) z-coordinate than s.

Outline of the algorithm. Consider the initial configuration T with external features of
size at least 2. Let s0 be the slice in Gs with the globally maximum z-coordinate. Select an
arbitrary module m0 from s0. Define a configuration L to be formed by a vertical line of n
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Figure 13 A robot configuration on the left, and the corresponding slice graph on the right.

modules with m0 as the bottom-most module, i.e., all the other modules have the same x-
and y-coordinates as m0, and have z-coordinates larger than z-coordinate of m0. We will
prove that we can reconfigure from T to L in O(n2) number of moves.

We iteratively consider a locally extremal outer-surface slice s other than s0 which is
not needed for the connectivity of the current slice graph, and move its modules to the top
of the line above m0. There are two cases: either removing s disconnects the structure or
it does not. If removal of s does not disconnect the robot structure, we simply completely
deconstruct s and proceed with the next locally extremal outer-surface slice.

The harder case is when s disconnects the structure. In this case, s must lie on the
boundary of a void, an enclosed empty space. Furthermore, withing this void there must be
some modules attached to s which are connected to the rest of the structure only through
s. Then, we partially disassemble s while ensuring the connectivity of the intermediate
structure, preserving the property of external feature size 2, and connecting the void to the
outer empty space.

To summarize, our algorithm consists of the following steps:
1. Construct the slice graph H;
2. Using H, select a locally extremal outer-surface slice s to deconstruct;
3. Deconstruct s fully (if connectivity is maintained) or partially, update H accordingly;
4. Repeat steps 2 and 3 until L has been constructed.

Step 1: Constructing the slice graph. The definition of a slice graph from [34] does not
require that at least one module from each slice is on the outer surface (adjacent to an
empty cell of the outer empty space). Their result relies on the assumption that any void, a
structure to be deconstructed may have, is convex. Thus, all the slices of the structure have
modules that lie on its outer surface. In particular, all the modules of any locally extremal
slice lie on the outer surface. In our case, however, the structure may have non-convex voids,
and thus some slices (including locally extremal ones) may be “trapped” inside a void. We
can only move modules that are on the outer surface of the structure. Thus, to facilitate
the choice of a slice to deconstruct, we only maintain the slices in H that are not trapped
in a void. That is, we require the nodes of Gs to correspond to the slices with at least one
module on the outer surface of the structure.

Step 2: Selecting a slice to deconstruct. We require the slice we select for deconstruction
to satisfy two properties: (1) its removal should not disconnect the remaining structure, and
(2) it should be locally extremal in the z-direction to give enough space for the modules
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to move on its top (or bottom). Note that naively selecting a slice that corresponds to a
non-cut node in H may violate property (2), and selecting a top-most or bottom-most slice
may violate property (1).

Slice s0, containing the node m0 (the end of the line L) will be the last one to be
deconstructed. If there are no other nodes left in H, we deconstruct s0. Otherwise, consider
the degrees of the nodes in Vs. If there is a node s ̸= s0 with degree 1, we select it for
deconstruction. Otherwise, select a locally extremal slice s that is furthest away from s0 in
H. Removing s from H does not disconnect the graph. Indeed, otherwise, after the removal
of s from H , the component not containing s0 would have at least two locally extremal slices.
At least one of these slices existed in H before removing s, and is further away from s0 than
s. Thus, the lemma follows.

▶ Lemma 6. If H has more than one slice, there is always a locally extremal slice s ̸= s0 in
H whose removal does not break the connectivity of H.

Step 3: Deconstructing a locally extremal slice. Consider a set of empty cells Ve of
the empty outer-space component, adjacent to the modules of the structure. Connect
two face-adjacent nodes of Ve with an edge, if the corresponding move is 2-loose or is a
convex transition consisting of two 2-loose slide steps. Observe, that by definition of the
external feature size property, graph Ge is connected. And furthermore, any two nodes of Ve

corresponding to face-adjacent cells have an edge connecting them.

▶ Observation 7. Consider a structure T that has external feature size at least 2, and a
top-most node m0. Consider an additional module m anywhere on the outer surface of T .
Then m can move to the top of m0 with loose-sliding moves.

Let s be our locally extremal slice, and let zs be the value of the z-coordinate of the
modules in s. By symmetry, suppose s has no adjacent modules in the positive z direction,
thus all the modules adjacent to the modules of s have z-coordinate equal to zs − 1.

Following the notation of [24], we assign colors to the modules of s, depending on whether
they have adjacent modules below or not (refer to Figure 14). A module m in s is colored:

red if the cell below m is occupied by some module m′, and the slice containing m′ is
adjacent to the outer empty component,
green if the cell below m is empty and belongs to the outer component of R,
blue if the cell below m is empty and does not belong to an outer empty component (i.e.,
it is a void), and
orange if the cell below m is occupied by some module m′, and the slice containing m′

is not adjacent to the outer empty component (i.e., it is enclosed in a void).

We consider two cases, whether the removal of s from the modular structure breaks its
connectivity, or not. If the removal of s does not break the connectivity of the structure, we
move all the modules of s one by one to the end of L. The proof of the following lemma can
be found in the full version of this paper.

▶ Lemma 8. Suppose that removing a locally extremal slice s of H does not disconnect
the modular structure. Then s can be completely deconstructed, and the resulting structure
maintains the external-feature-size-2 property.

Consider now the case when removing s disconnects the modular structure. This is the
case if the structure contains a void, and the void has trapped modules inside, attached to
s. In this case we no longer can completely deconstruct s, and our goal instead is to cut a
hole into at least one void without breaking connectivity and while preserving the external
feature size of at least 2.
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To do so, we define a directed graph Gs on the modules of s. All pairs of face-adjacent
modules in s are connected with a directed edge. Using Gs, we select which modules from
s are to be removed at this step of the algorithm. In particular, all the modules of s that
are reachable from orange modules in Gs remain in the slice. All the other modules are
deconstructed. Below, we argue that this preserves the external-feature-size-2 property, and
eliminates at least one void. Afterwards, we update the slice graph H by adding to it new
slices that were trapped inside the eliminated void(s), and proceed to the next iteration of
the algorithm.

We construct Gs in the following way. Add all modules of s as nodes in Gs. We call a
module of s reddish if it has a module in the layer below it (and so is either red or orange in
color), and bluish if it does not (and thus is either green or blue). Add the following edges
to Gs (refer to Figure 14):

For two face-adjacent modules with the same y-coordinate, add an edge directed to the
left.
For two face-adjacent modules with the same x-coordinate, add an edge directed upward.
For a triplet of bluish-bluish-reddish modules oriented left-to-right (or top-to-bottom),
add a directed edge from the left-most (top-most) bluish module to the reddish module.

▶ Lemma 9. If there are modules present at both locations a and b, and a and b are at most
2 units apart in each dimension, then there is a path in the adjacency graph of s from a to b

within the bounding box spanned by a and b.

Proof. Suppose this is the minimal such counterexample. Consider a sequence of empty cells
within this bounding box which starts adjacent to a and ends adjacent to b. (If there are no
such adjacent empty cells to a and b, then this example was not minimal: we could have
instead taken one of the occupied cells adjacent to a or b and gotten a smaller counterexample).
Now we know that each of these cells is contained in an empty 2 × 2 × 2 region. Consider
this sequence of 2 × 2 × 2 regions. It must be possible to slide between each adjacent pair of
modules of empty space because we have external feature size 2. However, this is not going
to be possible because we cannot fit an empty 2 × 2 × 2 cube between a and b. ◀

Lemma 9 is the key reason why we use external feature size 2. It follows directly that
none of the 1 × 1 × 3, 1 × 2 × 2, and 1 × 2 × 3 forbidden patterns in [34] will be present in
our structure, and also ensures that every module that is accessible is 2-accessible.

The proof of the following lemma can be found in the full version of this paper.

Figure 14 Extremal slice with its modules colored according to the adjacency with the nodes in
the slice below. Component of the directed graph Gs of modules reachable from orange modules,
used in Lemma 9.
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▶ Lemma 10. Every minimal path between any module and a blueish module is bitonic in
both x and y: it never goes right after going left and it never goes down after going up.

▶ Corollary 11. All blueish cells reachable from an orange cell are either strictly above it or
strictly to the left of it.

Proof. Consider the shortest path to some cell. By construction of Gs, the first move must
be to the left or up. If it has non-zero leftward component, then it can never go right. If it
has non-zero upward component, then it can never go down. ◀

▶ Corollary 12. There is an orange module such that a 2 × 2 square directly below and to
the right of it is unreachable.

▶ Corollary 13. If two modules a and b on the same row or column are reachable from an
orange module, then every module in between also is.

▶ Lemma 14. Any two 2 × 2 × 2 edge-adjacent empty regions can be slid together until they
overlap in at least one cell.

Proof. Suppose for contradiction that we have two such edge-adjacent 2 × 2 × 2 empty cubes
that cannot be slid closer together. This means there is a 2 × 2 × 1 pattern of diagonally
opposite modules with empty space at the other two corners. Suppose we created such a
pattern containing one of the modules we removed. Because the region we removed is convex
by Corollary 13, it must contain a module from the layer below. In particular, the removed
cell from this layer must be red, and there must be an adjacent bluish cell that is not removed.
However, in our directed graph there is always an edge from a blue cell to an adjacent red
cell, so this is impossible. ◀

▶ Lemma 15. Every removed blue cell is part of a 2 × 2 removed square of blue cells.

Proof. Suppose that a removed blue module is not part of a blue 2 × 2 disassembled square.
Then it must have two neighbors on opposite sides that are each either reddish or unremoved
blue. It cannot have two unremoved blue neighbors on each side because of the convexity of
the removed area the algorithm generates. It cannot have two reddish neighbors on each
side because that would violate the external feature size beforehand. Finally, it cannot have
a unremoved blue pixel on one side and a reddish on the other side because the rules that
generate the graph would have connected the blue to the reddish neighbor. ◀

▶ Lemma 16. For any pair of overlapping 2 × 2 × 2 empty cubes, at least one of which was
created by removing a module from this layer, we can continuously slide one into the other
while preserving emptiness.

Proof. Because every removed cube is part of a 2 × 2 removed square of blue pixels by
Lemma 15, every new empty space is part of some empty 2 × 2 × 2 cube.

Let the deconstructed layer have z = zs. Consider two overlapping 2 × 2 × 2 empty cubes
Q̂1 and Q̂2 after partially deconstructing s. If both cubes reside in z = zs − 1 and z = zs,
then we consider cubes Q̂′

1 and Q̂′
2 that are the projection of Q̂1 and Q̂2 to layers z = zs − 1

and z = zs − 2. Due to the external feature size, Q̂′
1 and Q̂′

2 must both have been empty
and it must have been possible to slide between them. We project that motion back up to
Q̂1 and Q̂2 and get a motion that sweeps between the two cubes.

If both Q̂1 and Q̂2 reside in z = zs and z = zs + 1, we consider cases based on the
difference in their x and y coordinates. If they share the same x or y coordinates, then there
is a direct motion between them maintaining the shared coordinate. If one of them is larger

SWAT 2024



34:16 Reconfiguration Algorithms for Cubic Modular Robots

in both x and y, we know that their bounding box is empty by the convexity of the removed
area, so any motion suffices. If one is smaller in x and larger in y, then we slide it first in the
increasing x direction, and then in the decreasing y direction.

If, w.l.o.g., Q̂1 resides in z = zs and z = zs − 1, and Q̂2 in z = zs and z = zs + 1, then
we slide Q̂1 up one layer first, then proceed with a similar argument to the case above. ◀

By Lemmas 14 and 16, everything must still have external feature size at least 2.
Finally, by Corollary 12, we have made a hole in slice s, which allows us to access modules

inside the void. We have made progress by opening up at least one void. Since at each step of
the algorithm we either clear one slice or open at least one void, and there are finitely many
voids in the structure, we must eventually terminate with the entire shape deconstructed.
Because each module needs to move a distance of at most O(n), and each module is only
moved once, the total number of moves is at most O(n2).

▶ Theorem 17. A modular structure with external-feature size at least 2 can be reconfigured
into a line in O(n2) 2-accessible moves.

4 Open Problems

The main open question is how many extra modules we need to achieve universal reconfig-
uration in the k-accessible sliding-cubes model. Our solution in Section 2 uses Θ(n) extra
modules in the worst case. But plausibly O(1) extra modules suffice via a different method;
such a result was previously obtained for the pivoting-squares model [3].

Another open problem is whether universal reconfiguration is possible for the k-loose
sliding-cubes model – without the k-accessible constraint. In particular, this would require
handling complex 3D configurations with no movable modules on the outside [26]. Previous
solutions in the sliding-cubes model [27] are not loose.
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Abstract
For some time, it has been known that the model checking problem for first-order formulas is fixed-
parameter tractable on nowhere dense graph classes, so we shall ask in which direction there is space
for improvements. One of the possible directions is to go beyond first-order formulas: Augmenting
first-order logic with general counting quantifiers increases the expressiveness by far, but makes the
model checking problem hard even on graphs of bounded tree-depth. The picture is different if we
allow only “simple” – but arbitrarily nested – counting terms of the form #y φ(x̄, y) > N . Even
then, only approximate model checking is possible on graph classes of bounded expansion. Here,
the largest known logic fragment, on which exact model checking is still fpt, consists of formulas of
the form ∃x1 . . . ∃xk#y φ(x̄, y) > N , where φ(x̄, y) is a first-order formula without counting terms.
An example of a problem that can be expressed in this way is partial dominating set: Are there
k vertices that dominate at least a given number of vertices in the graph? The complexity of the
same problem is open if you replace at least with exactly. Likewise, the complexity of “are there k
vertices that dominate at least half of the blue and half of the red vertices?” is also open. We answer
both questions by providing an fpt algorithm that solves the model checking problem for formulas
of the more general form ψ ≡ ∃x1 . . . ∃xk P (#y φ1(x̄, y), . . . ,#y φℓ(x̄, y)), where P is an arbitrary
polynomially computable predicate on numbers. The running time is f(|ψ|)nℓ+1 polylog(n) on graph
classes of bounded expansion. Under SETH, this running time is tight up to almost linear factor.
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1 Introduction

Many problems on finite structures, in particular on graphs, can be expressed by logical
formulas and then solved by meta-algorithms for the model checking problem. One of the
best known meta-algorithms is due to Courcelle that solves all problems that can be expressed
in monadic second order logic on graph classes with bounded tree-width in linear fpt when
parameterized by length of the formula [3], that is, in time f(|φ|)n where n is the size of the
input graph for some function f . Taking a less expressive logic, for example MSO1 instead
of full MSO, you can solve the model checking problem on larger classes of graphs, i.e., on
bounded clique width [4]. Unfortunately, there is some evidence that it is unlikely we can
extend these results beyond bounded tree-width, resp. bounded clique-width [20, 14].
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35:2 Multivariate Optimization and Decision Problems

First-order logic (FO) is still less expressive, but powerful enough to model many decision
problems. For example, the dominating set problem can be expressed by the FO-formula

ψ ≡ ∃x1 . . . ∃xk∀y
k∨
i=1

(y = xi ∨ y ∼ xi),

which says “are there vertices x1, . . . , xk such that every vertex y is one of them or adjacent
to one of them?” Viewing the dominating set problem as parameterized problem, where the
solution size k is the parameter, the parameter for for the model checking problem beocomes
the length of the fomula |φ|. Many other problems like this, for example independent set or
chordal deletion, can be modeled in FO-logic, making FO model checking a powerful tool to
solve parameterized problems. As FO is less expressive than MSO, it is not surprising that
efficient model checking algorithms exist beyond bounded tree-width. There is a series of
results proving fpt running times on bounded degree graphs, planar graphs, minor-closed
classes, topological minor-closed classes, locally bounded tree-width and many more [26,
13, 6, 18]. All these graph classes are generalized by bounded expansion or nowhere dense
classes which are part of the beautiful sparsity theory introduced by Nešetřil and Ossona de
Mendez [24]. Dvořák, Král’, and Thomas [11] showed that FO model checking is linear fpt
on bounded expansion and Grohe, Kreutzer, and Siebertz [16] showed an almost linear fpt
run time on nowhere dense graph classes (the run time is f(|φ|)n1+o(1) for some function f

depending on the graph class). The latter result is in some sense final for sparse graph classes:
If a graph class is monotone, that is, closed under taking subgraphs, then FO model checking
is fpt on this class iff the class is nowhere dense. One recent development that reaches beyond
sparsity is the result by Dreier, Mählmann, and Siebertz who look at structurally sparse
graph classes [7].

If we turn from decision problems to optimization problems, the picture changes again. In
some cases an optimization problem can be solved by using the underlying decision problem
as a subroutine. For example, we can easily find the smallest dominating set for a graph by
trying all k’s. On the other hand if we fix k and ask what is the best partial dominating
set with k vertices, i.e., how many vertices can be dominated by k vertices, a self-reduction
seems to be impossible. For such questions, we need a more expressive logic. Kuske and
Schweikardt introduced the logic FOC(P), which is FO with powerful counting extensions [21]
and showed that its model checking problem is fpt on classes of bounded degree. However,
FOC(P) is so expressive that its model checking problem becomes hard on trees of bounded
depth. This stays true even for the fragment FO({>0}), which is still very expressive, but
at least allows for an approximative model checking algorithm in fpt time [10] on classes
of bounded expansion; the algorithms gives the correct answer or responds with “I do not
know”. The latter answer is allowed only if small pertubations in the number symbols of the
formula make it both satisfied and unsatisfied.

The most general type of counting formulas known so far that can efficiently and exactly
be evaluated on graph classes of bounded expansion are of the form

∃x1 . . . ∃xk #y φ(y, x1, . . . , xk) > N, (1)

where N is a number that can depend on the order of the graph [8]. The semantics
of the counting term #y φ(y, u1, . . . , uk) for ui ∈ V (G) is the number of vertices v ∈
V (G) with G |= φ(v, u1, . . . , uk). In this way, partial dominating set can be expressed as
∃x1 . . . ∃xk #y

∨
i=1,...,k(y = xi ∨ y ∼ xi) > N , where u∼ v denotes adjacency in the graph.

Instead of graphs we consider colored graphs, where nodes can have colors. In a formula
we talk about colors by using a unary predicate for each color. In that way we can express
questions like “are there k nodes dominating at least N of the blue nodes?” A corresponding
formula might look like
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∃x1 . . . ∃xk #y
k∨
i=1

(
blue(y) ∧ (y = xi ∨ y ∼ xi)

)
> N. (2)

While we know that formulas like that can be evaluated efficiently on classes of bounded
expansion, as it is of the form of (1), not much is known how much further we can extend the
fragment of counting formulas beyond (1) without losing fixed parameter tractability. One
might expect that changing “> N” into “= N” in (2) should not make the problem W -hard,
yet neither is such a result known, nor does it follow from a simple self-reducibility argument
such as using (2) and binary search. Similarly, asking for k vertices that simultaneously
dominate at least N blue and N red vertices seems not fundamentally harder than the same
problem with only one color class, but cannot be expressed in the form of (1) either.

For the sake of completeness, we mention two other fragments, which are orthogonal
to the ones discussed before. The fragment FOC1(P) of FOC(P) introduced by Grohe
and Schweikardt extends FO by allowing to formulate cardinality constraints on counting
terms that have at most one free variable. The model checking problem for FOC1(P) is
fpt on nowhere dense classes [17]. For bounded expansion classes, Toruńczyk introduced a
stronger query language (also orthogonal to ours) extending FO logic by aggregation over
semirings [27].

Algorithmic Results and Techniques. The main result (Theorem 6) of this paper is to
answer these questions affirmatively and to go significantly further. We develop an algorithm
that evaluates formulas of the form

ψ ≡ ∃x1 . . . ∃xk P
(
#y φ1(x1, . . . , xk, y), . . . ,#y φℓ(x1, . . . , xk, y)

)
, (3)

where P is an arbitrary polynomially computable predicate on numbers and the φi’s are FO
formulas. If P can be evaluated in constant or at least in g(ℓ) time1 (in the uniform cost
model for some function g) then evaluating ψ can be done in time f(|ψ|)nℓ+1 polylog(n) for
some function f on graph classes of bounded expansion. If P is a boolean combination of
≥- or ≤-comparisons to constants, then the running time of the model checking problem
improves to f(|ψ|)nℓ polylog(n) (see Lemma 11). This subsumes the result of [10, Theorem
1.2] up to polylogarithmic factors. Later, we will extend the result to counting tuples with
the counting quantifier, which means that #y can be replaced by #(y1, . . . , yp) in formula 3.

Note that formulas of the form (3) are quite expressive. They capture many multivariate
optimization problems where you look for k vertices that optimize a possibly quite complicated
target function. For example, you might want to find a set of k vertices U such that every
other vertex is reachable from U by a path of length at most ten. You pay a penalty for each
vertex v proportional to the distance of v to U . Finding the k vertices with the lowest penalty
is fpt on every graph class of bounded expansion because the problem can be expressed by a
formula of the form (3). Moreover, the algorithm will not depend on the graph class (but
its running time will). In a multivariate optimization problem we can also find witnesses
for each Pareto-optimal solution size. For example, if we look for k vertices that dominate
as many red and as many blue vertices as possible, there might exist Ω(n) many different
Pareto-optimal ways.

1 Technically it is sufficient that there is a pseudo-polynomial fpt algorithm that evaluates P (n1, . . . , nℓ)
in time f(ℓ)(n1 + · · · + nℓ)O(1) in order to achieve an fpt running time for evaluating ψ.
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In a nutshell, the results about formulas of the form (1) were proved as follows (see [10] for
more details): First, the innermost existential and universal quantifiers of the input formula
are treated with quantifier-elimination, resulting in a simpler formula. In this process, the
graph is augmented with additional colored edges while still being part of (another) class
of bounded expansion. Then, a counting term #y φ(yx̄), where φ is now quantifier-free, is
replaced in a sequence of transformations by a sum of simpler counting terms. These are
simple enough to be directly evaluated, and the evaluation is represented as a family of vertex
weight functions. Then, the original task is reduced to finding a certain kind of induced
subgraph of maximal weight (which is described by one of the quantifier-free formulas). Then
one can use low treedepth colorings to reduce the problem to the case of bounded treedepth
and use LinEMSOL optimization [4] as a black box to find the result.

This approach breaks down at several places if we want to evaluate a formula of the
more complicated form (3). For example, LinEMSOL optimization always finds the biggest
weighted solution and cannot be used to establish the existence of a given weight. Moreover,
it can handle only univariate weights. In order to prove our main result, we use dynamic
programming on the treedepth decomposition using vectors of weights. This is achieved by
formulating the problem of finding a subgraph described by a quantifier-free formula with
constraints on the multivariate weights as an MSO-evaluation problem. This means that the
problem can be expressed as a homomorphism that maps the satisfying assignments of the
MSO-formula into a semiring. After applying treedepth colorings as in [10] those problems
can be evaluated quickly on graphs of bounded treedepth by the result of Courcelle and
Mosbah [2].

Lower Bounds. The second result is a conditional lower bound for formulas of the form (3)
(Theorem 18). Under SETH we cannot evaluate formulas of the restricted form

∃x1 . . . ∃xk
ℓ∧
i=1

#y φi(x1, . . . , xk, y) = Ni,

on star forests2 where the φi’s are quantifier-free formulas and the Ni’s are numbers, in time
f(k + ℓ)nℓ−ε for any ε > 0 and function f . We reduce from the k-Sum problem, using a
tight conditional lower bound on dense k-Sum instances under SETH [1]. The upper and
lower bounds given by Theorems 6 and 18 are tight up to an almost linear factor in n.

In Theorem 20 we show that introducing an additional universal quantifier between the
existential quantifiers and the counting quantifier makes evaluating those formulas on forests
of depth 2 W[1]-hard. The same holds if one has two nested counting quantifiers.

2 Preliminaries

We write Z and N for the integers and natural numbers (including 0), [k] = {1, . . . , k}.

Graphs. We consider labeled graphs G = (V,E, P1, . . . , Pm) where V is the vertex set,
E the edge set and P1, . . . , Pm ⊆ V the labels of G. The order |G| of G equals |V |. The
size ∥G∥ of G is |V | + |E| + |P1| + · · · + |Pm|. We often write V (G) and E(G) for the vertex
and edge sets of G. Unless stated otherwise, graphs are undirected. An expansion G′ of a
graph G is a graph on the same vertex set as G and its edges form a superset of E(G).

2 A star forest is a disjoint union of stars.
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Sparse graph classes. A treedepth decomposition of a graph G is a rooted forest F on the
same vertices as G, such that for every edge uv ∈ E(G) either u is an ancestor of v in F or
vice versa. The treedepth of a graph G is the minimum depth any treedepth decomposition
of G.

A graph G is a topological depth-r minor of another graph H if an ≤r-subdivision of G is
isomorphic to a subgraph of H [24, 5].

▶ Definition 1 ([24]). A graph class C has bounded expansion if for all r ∈ N there exists
t = t(r) ∈ N such that for all G ∈ C, and all topological depth-r minors H of G, ∥H∥/|H| ≤ t.

It is nowhere dense if for all r ∈ N there exists a t ∈ N such that no G ∈ C contains Kt

as a topological depth-r minor. If a graph class is not nowhere dense it is somewhere dense.

▶ Remark 2. Following [16], a class has effectively bounded expansion if t(r) is computable.
If the class C in Lemmas 3 and 5 and Theorem 18 has effectively bounded expansion, then
the algorithms in those statements are uniform and their running times are computable.

Logic. The notation x̄ stands for x1 . . . x|x̄|. Usually |x̄| is denoted by k. We write φ(x̄) if
φ has x̄ as free variables. Let G be a structure and β be the assignment with β(xi) = ui for
i ∈ [k]. For simplicity, we write G |= φ(ū) instead of the satisfaction relation (G, β) |= φ(x̄)
and Jφ(ū)KG instead of the interpretation Jφ(x̄)K(G,β) which can be a number if φ is a counting
term from FOC(P). A formula is quantifier-free if it contains no ∃, ∀ or # quantifiers. A
conjunctive clause is a conjunction over (possibly negated) predicates. The length of a formula
φ is denoted by |φ| and is the number of symbols in φ. In particular, the length of any
number-symbol N ∈ Z is one (and should not be confused with the length of the binary
encoding of N). Adjacency between two variables x, y is denoted by x∼y. For two signatures
we write σ ⊆ ρ to indicate that ρ extends σ. All signatures are finite and the cardinality |σ|
of a signature equals its number of symbols.

We interpret a labeled graph G = (V,E, P1, . . . , Pm) as a logical structure with universe
V (G) := V , binary relation E(G) := E and unary relations P1, . . . , Pm.

Counting Logic. We are interested in fragments of the counting logic FO(P), introduced by
Kuske and Schweikardt [21], which is a fragment of FOC(P). Compared to traditional first-
order logic, it introduces counting over one variable and comparing the number of witnesses
using numerical predicates from a set P. We give an informal definition. Given a FO(P)
formula φ and a variable y, #y φ(yx̄) is a counting term. The semantics of J#y φ(yū)KG

are the number of vertices v satisfying Jφ(vū)KG. Multiple counting terms t1, . . . , tm with
a predicate P ∈ P yield an FO(P) formula P (t1, . . . , tm). The semantics of this formula is
true iff the evaluation of the counting terms is in JP K. This is generalized by FOC(P), which
allows counting tuples #ȳ φ(ȳx̄) and allows addition and multiplication of counting terms.
For more details, we refer the reader to [21]. The logic FO({>0}) [10] is a special case of
FO(P) where the unary predicates are of the form ≥ t for t ∈ N. That is, counting terms
can be used only in the form #y φ(yx̄) ≥ t. This logic is also known as FO(C) [12].

Computational model. We use the RAM model with a uniform cost measure.
If a function f : Zℓ → Z is part of the output of an algorithm, it is represented by a list

of its non-zero entries. Thus, even if the domain has infinite size, the representation is finite
if f ’s support is. In most of our cases, the support of f will be {−N, . . . , N}ℓ for some N ,
which usually is linear in the input.
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3 Applications

Before we get into the main part of this work, we want to illustrate in detail its possible
applications with a few examples. Let us consider a variation of the partial dominating set
problem, the Exactly t-Dominating Set Problem [19]. We are interested in set D of
size k that dominates exactly t vertices in a graph G. By deciding G |= ψ using Theorem 6
for the formula

ψ ≡ ∃x1 . . . ∃xk#y
( k∨
i=1

y = xi ∨ y ∼ xi
)
= t

we can solve the Exactly t-Dominating Set Problem on classes of bounded expansion
in time f(k)n2 polylog n. As a byproduct we get a list of all t such that there exists such a
set of size k. Hence, one could also solve the problem of finding a partial dominating set
of size k where the number of dominated vertices t has to satisfy some (easily computable)
numerical predicate P , e.g., that t has to be prime.

Another variation: Given a graph where the vertices are colored red or blue, we want
to find a set D of k vertices that dominates at least t1 many red and at least t2 many blue
vertices. This can be expressed by the following formula:

∃x1 . . . ∃xk(#y
(
blue(y)∧

k∨
i=1

(y = xi∨y∼xi)
)

≥ t1 ∧#y
(
red(y)∧

k∨
i=1

(y = xi∨y∼xi)
)

≥ t2)

Thus, we can evaluate this problem in f(k)n2 polylog n time on classes of bounded expansion
by Lemma 11. If “≥” is replaced by “=” in the formula above, by Theorem 6 we can even
compute all pairs (t1, t2) where the adjusted formula holds, but in time f(k)n3 polylog n.
Additionally, it is also possible to express that the vertices x1, . . . , xk are, e.g., connected or
independent. This increases the run time only in the function f(k).

4 Algorithms

In this section we show the algorithmic results, most importantly Theorem 6 in Sec-
tions 4.1 and 4.2. Namely, that both the query evaluation and query counting problem
for formulas of the form ψ ≡ ∃x1 . . . ∃xk P (#y φ1(x̄, y), . . . ,#y φℓ(x̄, y)) can be solved in
f(|ψ|)nℓ+1 polylog n time on graph classes of bounded expansion. This is followed by an
improvement in the running time by a factor n for the special case of Lemma 11 that deals
with ≤-constraints in Section 4.3. In a nutshell, we put the information needed to evaluate
general counting terms depending on multiple variables into vertex weights that depend
on only one variable. The resulting combinatorial problem is then reduced to the case
of bounded treedepth. Solving this problem on bounded treedepth is then deferred to its
own Section 4.2 as it is the main technical contribution of this paper. There, we introduce
Mosbah’s and Courcelle’s concept of MSO-evaluation problems. Then we show that our
problem can indeed be modeled as an MSO-evaluation problem and that we get the desired
running time. In Section 4.3 we consider the special case of ≤-constraints, which can be
handled more efficiently. At last, in Section 4.4 we show that the previous results also hold if
the counting quantifier can count tuples instead of single variables.
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4.1 Reduction to Weighted Sets
We build upon the tools used in [10]3 as there a similar but weaker fragment of FO({>0})
was considered, namely formulas of the form ∃x1 . . . ∃xk #y φ(y, x1, . . . , xk) > N, (see (1)).
However, we need to adapt them to the multivariate case, i.e., where we consider multiple
counting terms #y φ(yx̄) at once.

The result of the following lemma is similar to [9, Theorem 4]. The only difference is that
equality between J#y φ(yū)KG⃗ and

∑|x̄|
i=1 cω,i(ui) is generalized to the ℓ formulas φ1, . . . , φℓ

and ℓ sums over “families” of weight functions c(j)
ω,i. Note that the set Ω is the same for

every φj and that the running time does not change compared to [9, Theorem 4].
The following lemma allows us to represent counting terms that depend on k + 1 vertices

as a sum of vertex weights which depend only on one variable. This procedure works even
for multiple counting terms at once.

▶ Lemma 3. Let C be a class of bounded expansion with signature σ. One can compute for
first-order formulas φ1(yx̄), . . . , φℓ(yx̄) with signature σ a set of conjunctive clauses Ω with
free variables x̄, and signature ρ ⊇ σ that satisfies the following property:

There exists a class C′ of bounded expansion with signature ρ. such that for every G⃗ ∈ C
one can compute in time O(∥G⃗∥) an expansion G⃗′ ∈ C′ of G⃗ and functions c(j)

ω,i(v) : V (G⃗) → Z
for ω ∈ Ω, i ∈ [|x̄|], and j ∈ [ℓ] with c(j)

ω,i(v) = O(|G⃗|) such that for every ū ∈ V (G⃗)|x̄| there
exists exactly one formula ω ∈ Ω with G⃗′ |= ω(ū). For this formula

(
J#y φ1(yū)KG⃗, . . . . . . , J#y φℓ(yū)KG⃗

)
=

( |x̄|∑
i=1

c
(1)
ω,i(ui), . . . . . . ,

|x̄|∑
i=1

c
(ℓ)
ω,i(ui)

)
.

Proof. When we look into the proof of [9, Theorem 4], we see that the expansion G⃗′ of G⃗
does not depend on any formula, but only on G. Moreover, the set of conjunctive clauses Ω
depends only on the signature ρ. Thus, when applying [9, Theorem 4] to the formulas
φ1, . . . , φℓ sequentially both the graph extension G⃗′ and the set of clauses Ω are identical
for each application. Only the weight functions depend on φ1, . . . , φℓ. Thus, we get our
result. ◀

For simplicity, let us define C(j)
ω (ū) :=

∑|x̄|
i=1 c

(j)
ω,i(ui) and abbreviate it as C(j)(ū) if ω is clear

from context.
With Lemma 3, the original task boils down to finding a vertex tuple ū that satisfies

a simple quantifier-free formula ω and has “correct” vertex weights, i.e., C(j)(ū) = wj for
all j ∈ ℓ. Let us give a formal definition.

▶ Definition 4.

Counting ℓ-Weighted k-Set Problem
Input: k, ℓ ∈ N, a graph G, a quantifier-free FO-formula ω with variables x1 . . . xk and
weight functions c(j)

i : V (G) → Z for i ∈ [k], j ∈ [ℓ]
Output: a partial function a : Zℓ → N where a(w) is the number of ū ∈ V (G)k
satisfying
1. G |= ω(ū)
2. C(j)(ū) =

∑
i∈[k] c

(j)
i (ui) = wj for all j ∈ [ℓ]

3 The relevant results for our approach can be found in more detail in the full version on arXiv [9].
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To solve the Counting ℓ-Weighted k-Set Problem, we follow the approach in [9,
Theorem 2] and reduce the case for graphs of bounded expansion to graphs of bounded
treedepth. These graphs are structurally much simpler and have a rich landscape of meta-
theorems. The reduction is achieved by a so-called low treedepth coloring [24].

For now, let us assume we can solve the problem above in time f(|ω|, d)nℓ+1 polylog n on
graphs of tree-depth d, as stated in the following lemma. We give the proof in Section 4.2.

▶ Lemma 5. Assume we are given k, ℓ ∈ N, a quantifier-free first-order formula ω(x1 . . . xk),
a treedepth-decomposition of a graph G of depth d and weight functions c(j)

i : V (G) → Z
with |C(j)(v1, . . . , vk)| ≤ N for j ∈ [ℓ] and i ∈ [k]. Then, we can solve the Counting
ℓ-Weighted k-Set Problem with G, ω and c(j)

i as input in time f(|ω|, d)nN ℓ logN for
some function f .

With this result at hand, we use a similar technique as in the proof of [9, Theorem 2].

▶ Theorem 6. Let C be a class of bounded expansion. There exists a function f such
that for all graphs G ∈ C and first-order formulas φ1(yx̄), . . . , φℓ(yx̄), one can compute a
function a : Zℓ → N where a(w1, . . . , wℓ) is the number of solutions ū ∈ V (G)k with

G |= ψ(ū) where ψ(x̄) ≡
∧
j∈[ℓ]

#y φj(yx̄) = wj

in time f(|ψ|)nℓ+1 polylog(n).

Proof. We apply Lemma 3 to G and φ1, . . . , φℓ yielding a functional graph G⃗′ from a class
of bounded expansion, a set of conjunctive clauses Ω over an extended signature, and weight
functions c(j)

ω,i : V (G) → Z for ω ∈ Ω, i ∈ [k], j ∈ [ℓ]. Then

G |=
∧
j∈[l]

#y φj(yū) = wj

iff there exists an ω ∈ Ω such that both

G⃗′ |= ω(ū) and C(j)
ω (ū) = wj for all j ∈ [ℓ].

The latter is an instance of the Counting ℓ-Weighted k-Set Problem. Using the
techniques from the proof of [9, Theorem 2] we reduce this problem from graphs of bounded
expansion to graphs of bounded treedepth with the help of low treedepth colorings.

Before we continue, it will be easier to transform G⃗′ into a relational structure G′: Every
function f is replaced by a binary relation Ef with Ef (G′) = {(v, f G⃗′(v)) | v ∈ V (G⃗′)}, and
we keep unary predicates. For every (functional) conjunctive clause ω(x̄) we construct a
relational conjunctive clause ω′(x̄z̄) with G⃗′ |= ω(ū) iff G′ |= ∃z̄ω′(x̄z̄) for every ū ∈ V (G⃗′)|x̄|.

There exists a vertex coloring χ of G, so called k-treedepth colorings, such that each
subgraph of G induced by at most k colors has at most treedepth k. Denote the set of all
such subgraphs with H. As G is from a class of bounded expansion C, one can compute in
fC(k)n time a k-treedepth coloring that uses at most fC(k) colors [24]. Hence, if we want to
“find” a fixed k-vertex tuple ū ∈ V (G)k, there must exist k colors such that ū is contained in
the subgraph induced by those k colors. So, we need to consider only

(
f(k)
k

)
such subgraphs

when looking for a solution to the ℓ-Weighted k-Set Problem and solve the problem on
such a subgraph which has treedepth k. For more details, see the proof of [9, Theorem 2].

Thus, for every ω ∈ Ω, possible colorings of ū with colors from χ and H ∈ H we apply
Lemma 5 to solve the counting problem. Then, for every weight tuple (w1, . . . , wℓ) ∈
{−N, . . . ,+N}ℓ we add up the counts over all subgraphs H ∈ H, possible colorings of
ū, and ω ∈ Ω, and output this sum for (w1, . . . , wℓ). In total, the computation time is
O

(
|Ω|

(
f(k)
k

)
knN ℓ poly(ℓ) polylog(N) + f ′(|ψ|)n

)
= O

(
g(|ψ|)nℓ+1 polylog(n)

)
. ◀
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By using Theorem 6 and looking for a tuple (w1, . . . , wℓ) which is contained in P and
has strictly positive output we get the following corollary.

▶ Corollary 7. Let C be a class of bounded expansion. There exists a function f such that
for all graphs G ∈ C, first-order formulas φ1(yx̄), . . . , φℓ(yx̄), and all computable relations
P ⊆ Nℓ one can decide

G |= ∃x1 . . . ∃xkP (#y φ1(yx̄), . . . ,#y φℓ(yx̄))

in time O
(
f(|φ1| + · · · + |φℓ|)nℓ+1 polylog(n) + rnℓ

)
where r is the time needed to decide

membership in P .

4.2 Solving the ℓ-Weighted k-Set Problem on bounded treedepth
In order to construct an algorithm satisfying Lemma 5 (that is, solving the ℓ-Weighted
k-Set Problem on bounded treedepth graphs), we will use the machinery of monadic
second-order evaluations on graphs of bounded treewidth (on bounded treedepth even),
introduced by Courcelle and Mosbah [2]. (This should not be confused with Courcelle’s
theorem for MSO model checking on graphs of bounded treewidth [3]). Monadic second order
evaluations can be used to compute a function of an optimal solution if the function can be
computed iteratively on a tree decomposition. In the case of a join node the values of the
children have to be combined in some way and in the case of introduce and forget nodes the
values have to be updated in the right way. When you use this machinery, and typically in
other DP algorithms as well, the values you use carry more information than is needed in the
end. Therefore, the needed information has to be extracted by an homomorphism. Updating
the values is done by operations on a semiring. For example, if you want to find a vertex cover
of minimal size in a node-weighted graph, your semiring would be (N ∪ {∞},min,+,∞, 0)
and the homomorphism would map a (partial) solution to its weight, which is the sum of the
weights of each contained vertex.

We have to show that Counting ℓ-Weighted k-Set Problem is an MSO-evaluation
problem. We refer the reader to [22, Section 3.3.3] for definitions of semirings, weak
homomorphism, MSO logic, assignments and the semiring of assignments. We also follow
their notation.

Let us very briefly mention the most relevant definitions. Let G be a graph and φ a
first-order formula.4 Then, sat(φ,G) denotes the set of assignments to variables of φ over G,
and assignring(φ,G) = (2assignments(φ,G),∪, ∪̂, ∅, ∅̂) denotes the semiring over the power set
of assignments where ∪̂ is the Cartesian product of assignments and ∅̂ the set containing
only the empty assignment. The operation ∪̂ combines assignments from G1 and G2 when a
graph G can be “decomposed” into two graphs G1 and G2, e.g., as in tree-decompositions.

▶ Definition 8. A graph problem P is an MSO-evaluation problem if there is an MSO-formula
φ and a semiring R = (UR,⊕,⊗, 0̂, 1̂) such that P can be stated as computing h(sat(φ,G)),
where G = (V,E) and the weak semiring homomorphism h between assignring(φ,G) and R

are part of the input.

The following fact follows from Proposition 3.1 and Theorem 2.10 from [2].

▶ Proposition 9. Let P be an MSO-evaluation problem, expressed by a weak homomorphism h

into a semiring R. Then, P can be computed on a graph G given a tree decomposition T of
width w in time O(fP (w)|T |η) where η is the time complexity of evaluating the homomorphism
and performing the semiring operations.

4 The formula can also be from MSO in general. For our needs, FO suffices.
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To express the Counting ℓ-Weighted k-Set Problem as an MSO-evaluation problem,
we define the semiring ℓ-WeightedSolCount := (U,⊕,⊗, 0̂, 1̂) where elements of U = NW

are infinite sequence of natural numbers indexed by ℓ-tuples in W = Zℓ. An entry a ∈ U

means that, for a tuple w ∈ W , there are aw many assignments ū ∈ V (G)k with multivariate
weight w.

More formally, given a graph G with weight functions c(j)
i and a first-order formula φ, we

define a weak homomorphism h : assignring(φ,G) → ℓ-WeightedSolCount by

h(A) := a and for w ∈ W with aw :=
∣∣{ ū ∈ A | C(j)(ū) = wj for all j ∈ [ℓ] }

∣∣
where A is some set of assignments5 ū ∈ V (G)k to φ.

Hence, this problem is an MSO-evaluation problem by Definition 8. Equivalently, instead
of a being a vector indexed by ℓ-tuples, we can imagine a being a function mapping an
ℓ-tuple w to the number a(w) of solutions with multivariate weight w.

But first, we need to complete the definition of ℓ-WeightedSolCount by defining the
operations and constants. The addition ⊕ is the element-wise addition defined as

(a⊕ b)w := aw + bw for w ∈ W

with the neutral element 0̂ := (0)W , the all-zero vector indexed by W . The multiplication ⊗
is defined by the convolution

(a⊗ b)w :=
∑

r+s=w
ar · bs for w ∈ W

with neutral element 1̂, where 1̂(0,...,0) = 1 and 1̂w = 0 for w ̸= (0, . . . , 0).
The weak homomorphism h is then defined by

h({ū}) = (aw)w∈W with aw =
{

1 if C(j)(ū) = wj for all j ∈ [ℓ]
0 otherwise

where ū is an assignment from V (G)k. The image of h for other sets of assignments is derived
from the singleton sets and semiring properties.

One can easily verify that ℓ-WeightedSolCount is a semiring. Indeed, ℓ-WeightedSolCount
is similar to the CardCounting semiring in [22, Example 28.4]. However, we are not interested
in the number of solutions of some cardinality but of some certain weight. Moreover, the
weight is multivariate and not univariate. Also, it should not be confused with the evaluation
problem described in [2, Section 4.8]. There, a linear combination of multiple weight functions
is considered, which is fundamentally different from our approach.

▶ Example 10. To show the Counting ℓ-Weighted k-Set Problem and ℓ-
WeightedSolCount in action, let us consider the problem of finding an independent set
of certain weight on a graph with two vertex weight functions, c(v) and c′(v). Let us say we
are interested in an independent set with weights 24 and 96 w.r.t to c and c′ respectively,

This problem can be easily modeled as Counting ℓ-Weighted k-Set Problem with
ℓ = 2 and ω(x̄) =

∧
i<j xi ≁ xj . The output function a(24, 96) tells us the number of

(ordered) independent sets ū with weight
∑
i c(ui) = 24 and

∑
i c

′(ui) = 96.

5 Here, we only consider assignments of k vertex variables as φ is constrained to have only those as free
variables. For MSO formulas, we would need to consider set variables, but this is out of scope for our
work.
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The weak homomorphism h maps a set A ⊆ V (G)k of independent sets to a vector
a ∈ ZNℓ . The entry h(A)(24,96) tells us the number of independent sets in A that have weight
24 and 96 w.r.t. c and c′.

Before we apply the result about MSO-evaluation problems, discuss the complexity of the
operations on ℓ-WeightedSolCount. Even though elements of U have a priori infinite size,
in our application their size will be bounded. The weights in the graph are finite, even
bounded by O(n) by Lemma 3. Thus, the highest weight possible of a k-vertex tuple is
O(kn) which we will denote by N . So let us assume we are given two elements a, b from
ℓ-WeightedSolCount, which are N -bounded. That is, aw = 0 if ∥w∥∞ > N . Such vectors can
be represented naturally in O(N ℓ) space. Then the addition a⊕ b trivially needs time O(N ℓ).
As a⊗ b is a convolution, it can be computed in time O(ℓN ℓ logN) using DFT [28].

The following lemma follows from Counting ℓ-Weighted k-Set Problem being an
MSO-evaluation problem and applying the result of Courcelle and Mosbah.

▶ Lemma 5. Assume we are given k, ℓ ∈ N, a quantifier-free first-order formula ω(x1 . . . xk),
a treedepth-decomposition of a graph G of depth d and weight functions c(j)

i : V (G) → Z
with |C(j)(v1, . . . , vk)| ≤ N for j ∈ [ℓ] and i ∈ [k]. Then, we can solve the Counting
ℓ-Weighted k-Set Problem with G, ω and c(j)

i as input in time f(|ω|, d)nN ℓ logN for
some function f .

Proof. First, from a treedepth decomposition T of depth d we can easily construct a tree
decomposition of width d. Also, we know the ℓ-Weighted k-Set Problem is an MSO-
evaluation problem, which can be expressed by evaluating h(sat(φ,G)) as described above
in the definition of ℓ-WeightedSolCount. Hence, we can apply Proposition 9 on G, φ and the
weight functions c(j)

i for this problem. This yields us an algorithm solving the given problem
in time O(f(d)|T | · η) = O(f(d)nℓN ℓ logN) where η is the complexity of the operations
in the semiring ℓ-WeightedSolCount. Indeed, η is bounded by O(ℓN ℓ logN) as the vectors
appearing during the computation are N -bounded and the image of C(j) is bounded by N
as well. ◀

4.3 Run Time Improvements for ≤-Relations
For the special case, where P consists of boolean combinations of ℓ ≤-relations, i.e.,
#y φ(yx̄) ≥ t for constant t ∈ N , we shave of a factor of n in the running time.

This case can easily be reduced to a bounded number of conjunctions of counting terms
#y φ(yx̄) ≥ t of length at most ℓ, by transforming the boolean combination into disjunctive
normal form (DNF). Then each conjunctive clause is regarded separately by pushing the
existential quantifier into the disjunction.

▶ Lemma 11. Let C be a graph class of bounded expansion. There exists a function f such
that for all graphs G ∈ C, first-order formulas φ1(yx̄), . . . , φℓ(yx̄), and numbers t1, . . . , tℓ ∈ N
one can decide in time O(f(|φ1| + · · · + |φℓ|)nℓ polylog(n)) whether

G |= ∃x1 . . . ∃xk(#y φ1(yx̄) ≥ t1 ∧ · · · ∧ #y φℓ(yx̄) ≥ tℓ).

Proof. In the proof of Theorem 6, the subroutine of Lemma 5 computes semiring operations
O(n) times which determines the overall run time. The run time of such operations is
almost linear in the table size of the dynamic program. There, the number of tuples was
assumed to be the worst-case, namely O(N ℓ), resulting in a running time for the semiring
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operations of O(poly(ℓ)N ℓ polylog(N)). In our case, we do not need all tuples, only the
Pareto-optimal ones. That is, for any (partial) solutions ū, v̄ ∈ V (G)k if ū dominates v̄, that
is, J#y φi(yū)KG ≥ J#y φi(yv̄)KG for all i ∈ [ℓ], then v̄ can be disregarded further on.

The number of Pareto-optimal solutions in the domain {−N, . . . ,+N}ℓ is bounded
by O(N ℓ−1). (Fix values for the first ℓ − 1 dimensions, then there can be at most one
Pareto-optimal tuple agreeing with the first ℓ− 1 values.)

Thus, the application of the semiring operations in Lemma 5 takes only O(ℓN ℓ−1 logN)
time instead of O(ℓN ℓ logN). Continuing the run time analysis as in Lemma 5 and Theorem 6,
we get the desired result. ◀

Note that this only improves the run time for the decision problem for this fragment. This
approach does not work for the counting problem.

We can achieve the same run time improvement for modulo counting. If the predicate is a
boolean combination of modulo counting terms, that is, the predicate checks if #y φ(yx̄) ≡ a

(mod b) then both the decision and even the counting problem is in time O(f(|φ1| + · · · +
|φℓ|)nℓ polylog(n)) for classes of bounded expansion. However, Nešetřil, Ossona de Mendez
and Siebertz [25] showed recently an even stronger result; they achieve a linear fpt time
algorithm for the model checking problem of the logic FO+Mod which contains arbirarily
nested modulo counting quantifiers.

4.4 Lifting to Counting Tuples #(y1, . . . , yp)
The algorithmic results (Theorem 6, Corollary 7, and Lemma 11) can be lifted to counting
tuples, that is, to counting quantifiers #ȳ φ(ȳx̄) that are also part of FOC(P) (where ȳ is
tuple of variables (y1, y2, . . . , yp)).6 This comes at a cost: The polynomial factor of the run
time increases to n(ℓ+1)p.

▶ Corollary 12. Let C be a class of bounded expansion. There exists a function f such that
for a given graph G ∈ C, first-order formulas φ1(ȳx̄), . . . , φℓ(ȳx̄) and all computable relations
P ⊆ Nℓ one can decide

G |= ∃x1 . . . ∃xkP (#ȳ φ1(ȳx̄), . . . ,#ȳ φℓ(ȳx̄))

in time O
(
f(|φ1| + · · · + |φℓ|)n(ℓ+1)|ȳ| polylog(n) + rnℓ

)
where r is time needed to decide

membership in P .

We achieve this result by adapting both the statements made in this paper and their
dependencies, which originate from [10]. This adaptation is quite straightforward; it suffices
to replace every occurrence of #y with the more general counting quantifier #ȳ . Additionally,
the monovariate weight functions c(j)

i must be extended to c
(j)
I : V (G)p → Z, where I ∈

V (G)p.
In the statements [9, Lemma 2, 3, 6, 15, and Theorem 2, 4], we apply the same changes.

Furthermore, if, for some i ∈ [|x̄|], clauses are restricted to the form τ(y) ∧ ψ(x̄) ∧ f(y) =
g(xi) ∧ ∆ ̸=(yx̄) (with non-empty or empty ∆ ̸=) in the statements or proofs, we extend
them to the form τ(ȳ) ∧ ψ(x̄) ∧ f1(y1) = g1(xi1) ∧ · · · ∧ fp(yp) = gp(xip) ∧ ∆ ̸=(yx̄) for some
I = (i1, . . . , ip) ∈ [k]p. Note that the runtime increase in adapting [9] mostly occurs in [9,
Lemma 6], where its running time increases to ∥G∥p.

6 We want to thank Michał Pilipczuk as he brought to our attention that this approach may likely extend
to counting tuples which we formerly thought to be impossible.



D. Mock and P. Rossmanith 35:13

The same applies to Definition 4 and Lemmas 3 and 5 in Section 4.1. It’s worth mentioning
that the N in Theorem 6 is now O(np) instead of being linear in n, which explains the
increase in time complexity.

As these changes are rather trivial and clutter the presentation of the results, we decided
to omit explicit proofs here.

5 Hardness

We have seen that formulas ψ of the form ∃x1 . . . ∃xk P (#y φ1(x̄, y), . . . ,#y φℓ(x̄, y)) can be
evaluated in time O(f(|ψ|)nℓ+1 polylog(n)) on graph classes of bounded expansion. We now
show that this cannot be improved by more than an almost linear factor in n under SETH.

For this, let us recall the Subset Sum Problem, which is often used as a starting point
in fine-grained complexity theorem. Here, we need a recent conditional lower bound for this
problem.

▶ Definition 13 (k-Sum). Given n integers x1, . . . , xn ∈ N and a target value T , the task in
the SubsetSum problem is to decide whether there is a subset of the numbers above which
sums to T . For the k-Sum problem, the task for the same instance is to decide where there
are k numbers which add up to T .

▶ Proposition 14 ([1]). Assuming SETH, for any ε > 0 there exists a δ > 0 such that
Subset Sum is not in time O(T 1−ε2δn), and k-Sum is not in time O(T 1−εnδk).

Note that δ does not depend on k, only on ε.
We will show a conditional lower bound of the following problem on star forests. Note

that those graphs have treedepth 2.

▶ Definition 15 (ℓ-Variate k-Satisfaction). Given a graph G, quantifier-free FO formulas
φ1(x1, . . . , xk, y), . . . , φℓ(x1, . . . , xk, y) and integers w1, . . . , wℓ the problem ℓ-Variate k-
Satisfaction asks whether

G |= ∃x1 . . . ∃xk
ℓ∧
i=1

φi(x1, . . . , xk, y) = wi.

First, we make a simple observation that any number can be uniquely represented in any
(natural) base. The following is tailored to our use case.

▶ Observation 16. Observe, that for every ℓ, T ∈ N, every number 0 ≤ x ≤ T can be
uniquely expressed as x =

∑ℓ
j=1 aj · τ j−1 for some aj ∈ {0, . . . , τ − 1} and where τ = ⌈ ℓ

√
T ⌉.

Now, we relax the conditions on the base and allow an “overlap”. As an example, consider
the number 35 in base-10. If we allowed the digits to range from 0 to 15 (represented by
0, . . . , 9, A, . . . , F ), 35 can then be expressed also by 2F (= 2 · 101 + 15 · 100 in “base-10 with
A-F”). The representation is then of course not unique, but the number of such representations
is small.

▶ Lemma 17. Consider Observation 16 but where the aj are allowed to range from 0 to
kτ − 1 instead. Then the number of such representations of x is bounded by kℓ.

Proof. We prove the claim by induction over ℓ. First, let us notice that
∑ℓ
j=1 aj · τ j−1 < kτ ℓ

for aj ∈ {0, . . . , kτ − 1}.
For the induction, let x ∈ {0, . . . , kτ ℓ}. Consider a representation of x with x =∑ℓ
j=1 aj · τ j−1 and aj ∈ {0, . . . , kτ − 1} for all j ∈ [ℓ].
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For ℓ = 1, x = a1 holds. Hence, there is only one representation.
For ℓ > 1, let us consider furthermore y = x − aℓτ

ℓ−1. Then, by our first note y =∑ℓ−1
j=1 aj · τ j−1 < kτ ℓ−1. By the induction hypothesis there are at most kℓ−1 representations

of y in this form (where j ranges from 1 to ℓ− 1). There are at most k valid choices for aℓ,
as x − aℓτ

ℓ−1 has to fall into the range {0, . . . , kτ ℓ−1 − 1}. Thus, there are k · kℓ−1 = kℓ

possibilities to represent x as described. ◀

▶ Theorem 18. Assuming SETH, for any ε > 0 and ℓ ∈ N the ℓ-Variate k-Satisfaction
on star forests is not in time f(ℓ, k) · |G|ℓ−ε for all k ∈ N and functions f .

A few words about the implications of the theorem are in order: The result does not rule
out that there exists a pair of ℓ and k and an ε > 0 such that ℓ-Variate k-Satisfaction
can be solved in time f(k, ℓ)|G|ℓ−ε. It only says that (for any fixed ℓ) there cannot be a
(family of) algorithms which achieves this “form” of running time. Indeed, if one looks closer
into the proof, one can show that for every fixed ℓ there can be at most finitely many k

where a faster running time can be achieved. Note especially that for k < ℓ, one can achieve
a running time of f(k, ℓ)nk < f(k, ℓ)nℓ+1 by essentially brute-forcing all solution candidates.

Before we come to the proof, let us consider the (hopefully easier) case of ℓ being 1 or 2.
We can express a given k-Sum instance as a graph where every number x is expressed as a
star with x endpoints. Now a set of k numbers from the k-sum instance adds up to T iff
there are k stars with T endpoints in total.

Generalizing this to ℓ = 2, we change the construction such that a star does not have x
endpoints but ⌊x/

√
T ⌋ blue endpoints and x− ⌊x/

√
T ⌋ red endpoints, which represent the

most significant bits (MSB) and least significant bits (LSB) of x respectively. Now, a set of
k numbers add up to T iff the k corresponding stars have ⌊T/

√
T ⌋ blue and T − ⌊T/

√
T ⌋

red neighbors in total, where the numbers are the MSB and the LSB of T respectively. Due
to carryovers the above statement does not hold technically. This issue can be fixed with a
small overhead by guessing the form of the carryovers. The number of possible carryovers is
small.

In the proof, the technique is generalized to all ℓ ∈ N and the technicalities concerning
carryovers are addressed as well.

Proof. Let k, ℓ ∈ N. Consider a k-Sum instance with n numbers x1, . . . , xn and a target
value T . We reduce this to a ℓ-Variate k-Satisfaction instance, where |G| = Θ(nℓ ℓ

√
T )

and where G is a star forest with n components. The reduction represents the numbers of the
k-Sum instance as a graph G with colors [ℓ] and each number xi as a star in G with ai,j many
endpoints of color j ∈ [ℓ] where xi =

∑ℓ
j=1 ai,j · τ j−1, τ = ⌈ ℓ

√
T ⌉ and ai,j ∈ {0, . . . , τ − 1}

(see Observation 16). Then, there exist k numbers in the k-Sum instance which add up to T
if and only if there are k vertices v1, . . . , vk in G with (in total) Bj many neighbors of color j
for every j ∈ [ℓ] such that T =

∑ℓ
j=1 Bjτ

j−1.
After having constructed the graph, let us look at the formula. Each number Bj ranges

from 0 to k(τ−1) as each vertex vi has at most τ−1 neighbors of a given color. Let T be sets
of ℓ-tuples (w1, . . . , wℓ) ∈ {0, . . . , k(τ − 1)}ℓ with T =

∑ℓ
j=1 wj · τ j−1. By Lemma 17 the size

of T is bounded in a function of k and ℓ. Let (w1, . . . , wℓ) ∈ T . Then, the following formula
expresses that there are k (central) vertices whose neighbors of color j ∈ [ℓ] (expressed by
the predicate Cj) add up to wj

ψ(w1,...,wℓ) ≡ ∃x1 . . . ∃xk
ℓ∧
j=1

(
#y

(
Cj(y) ∧

k∨
i′=1

y ∼ xi′
)

= wj

)
.

Thus, G together with the formula above and (w1, . . . , wℓ) is the instance of ℓ-Variate
k-Satisfaction constructed above.
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Hence, for each tuple (w1, . . . , wℓ) ∈ T we check whether G satisfies ψ(w1,...,wℓ). If this is
the case for some tuple, the k-Sum instance is accepted, otherwise it is not.

The size of the resulting graph G is nℓ⌈ ℓ
√
T ⌉, the size of each ψ(w1,...,wℓ) is O(kℓ), the

construction of a single instance takes linear time in |G| and |ψ|. This construction is repeated
|T | = f(k, ℓ) times for each ψ(w1,...,wℓ).

To show the theorem statement, assume for contradiction that there exist ℓ ∈ N and ε > 0
such that for every K ∈ N there exists k ≥ K such that the ℓ-Variate k-Satisfaction
on star forests can be solved in time O(|G|ℓ(1−ε)f(l, k)) some function f . We consider any
k-Sum instance for k. It has n numbers and a target value T . As we have seen above, it can
be reduced to |T | instances of ℓ-Variate k-Satisfaction on star forests of size nℓ ℓ

√
T .

Then, k-Sum could be solved in time

Θ(|G| + |φ|) + |T |O(|G|ℓ(1−ε)f(k, ℓ))=O((nℓ ℓ
√
T )ℓ(1−ε)f(k, ℓ))=O(T 1−εnℓ(1−ε)f(k, ℓ)).

Recall Proposition 14 and let us assume that SETH holds. The above run time contradicts
the non-existence of an algorithm for k-Sum with run time T 1−εnδk if ℓ(1 − ε) < δk. As δ
depends only on ε, the inequality can be satisfied by “big enough” k. To be more precise,
it holds for k ≥ ℓ(1 − ε)/δ. Thus, we get that the existence of an algorithm for ℓ-Variate
k-Satisfaction in time O(|G|ℓ(1−ε)f(l, k)) contradicts SETH. ◀

From this result, we get directly a lower bound for model checking of formulas with
inequality, that is, ∃x1 . . . ∃xk

∧ℓ
i=1 #y φi(yx̄) ≥ Ni. Note that by Lemma 11 we have an

algorithm with a running time of f(k, ℓ)nℓ polylog n.

▶ Corollary 19. Assuming SETH, for any ε > 0 and ℓ ∈ N the ℓ-Variate k-Satisfaction
with inequalities on star forests is not in time O(f(ℓ, k)|G|1/2ℓ−ε) for all k and functions f .

Proof. Note that an equality #y φ(yx̄) = N can be expressed by two inequalities #y φ(yx̄) ≤
N ∧ #y φ(yx̄) ≥ N , and equivalently by #y ¬φ(yx̄) ≥ |G| −N ∧ #y φ(yx̄) ≥ N . A formula
∃x1 . . . ∃xk

∧
i∈[ℓ] #y φi(yx̄) = Ni from ℓ-Variate k-Satisfaction with ℓ counting terms is

then equivalent to the formula ∃x1 . . . ∃xk
∧
i∈[ℓ] #y φi(yx̄) ≤ Ni ∧ #y ¬φi(yx̄) ≤ |G| − Ni

with 2ℓ counting terms using inequalities. The result is weaker in the degree of the polynomial
by a factor of 1/2, as the number ℓ of counting terms doubles when going from equalities to
inequalities as discussed above. ◀

Lower Bounds for Other Fragments
In the following we show that our algorithmic results cannot be generalized to slightly more
general fragments. Firstly, consider the existential fragment with nested counting, that is, we
add another counter formula inside the counting formulas considered in Section 4. Secondly,
we show that one cannot add even one universal quantifier between the existential quantifiers
and the counting quantifier.

Here, we regard the equality predicate = t only (where t is a constant which depends on
the graph). This can easily be extended to inequality predicates by replacing #y φ = t with
both #y φ ≥ t ∧ #y φ ≤ t. Also note that the constant t depends on the graph. It is also
possible to construct a formula which is independent of the graph. However, this formula
needs a comparison between two counting terms instead.

The reduction is based on the reduction from [17, Theorem 4.1] and [9, Lemma 16]. The
proof is omitted and can be found in the appendix.
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▶ Theorem 20. The model checking problem on forests of depth 2 is W[1]-hard for FO({=})-
formulas ψ of the form
1. ∃x1 . . . ∃xk∀z#y φ(x̄yz) = t

2. ∃x1 . . . ∃xk#z [#y φ(x̄yz) = t] = s

3. ∃x1 . . . ∃xk∀z∀z′#y φ(x̄yzz′) = t

where φ is a quantifier-free FO-formula.
Moreover, under ETH there is no algorithm with a running time of no(

√
|ψ|) for formulas

of the form 1 and 2, and no(|ψ|) for formulas of form 3.

6 Concluding Remarks

We have shown that on classes of bounded expansion, we can solve the query evaluation and
query counting problem of formulas of the form ∃x1 . . . ∃xk P (#y φ1(x̄, y), . . . ,#y φℓ(x̄, y))
in time f(|ψ|)nℓ+1 polylog n, and it cannot be improved to f(|ψ|)nℓ−ε for any ε > 0. For the
case of ≤-constraints we improved the running time for the query evaluation problem to
f(|ψ|)nℓ polylog n.

It would be interesting to close the gap between the lower bound of Theorem 18 and the
upper bound of Theorem 6. One approach could be improving the algorithm of Lemma 5.
For such approaches it is certainly needed to maintain a table of size Õ(nℓ) in the worst
case. However, it could be possible that in many nodes of the treedepth decomposition, the
maintained tables have considerably smaller size, e.g., at the leaves and that together with
output sensitive FFT algorithms, e.g., ones that have almost linear run time in the size of
the output [23], one could achieve a better run time amortized across all n nodes of the
treedepth decomposition. But we do not know if the table size during the dynamic program
on the treedepth decomposition permits an improved run time analysis.

Also, for the case that P consists of a boolean combination of constraints lower bounding
the counting terms by a constant, the gap between lower and upper bound is quite large.
As the Pareto-front for those should have size Θ(nℓ−1) it seems that the lower bound could
be improved. However, the numerical problems known to us which have strong conditional
lower bounds as subset sum are not based on such inequalities.

Moreover, extending our results to the class of nowhere dense graphs would be certainly
interesting. The results of [10] for FO({>0}) are already partially lifted to such classes [8].
They used very different techniques, however. Especially, they did not use (or show) an
equivalent result to Lemma 3. On top of that , recently the non-existence of quantifier
elimination for FO on nowhere dense classes was shown [15] which implies that different
techniques are needed.
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Abstract
Given an undirected weighted graph, an (approximate) distance oracle is a data structure that
can (approximately) answer distance queries. A Path-Reporting Distance Oracle, or PRDO, is a
distance oracle that must also return a path between the queried vertices. Given a graph on n

vertices and an integer parameter k ≥ 1, Thorup and Zwick [22] showed a PRDO with stretch 2k − 1,
size O(k · n1+1/k) and query time O(k) (for the query time of PRDOs, we omit the time needed to
report the path itself). Subsequent works [20, 7, 8] improved the size to O(n1+1/k) and the query
time to O(1). However, these improvements produce distance oracles which are not path-reporting.
Several other works [12, 13] focused on small size PRDO for general graphs, but all known results
on distance oracles with linear size suffer from polynomial stretch, polynomial query time, or not
being path-reporting.

In this paper we devise the first linear size PRDO with poly-logarithmic stretch and low query
time O(log log n). More generally, for any integer k ≥ 1, we obtain a PRDO with stretch at most
O(k4.82), size O(n1+1/k), and query time O(log k). In addition, we can make the size of our PRDO
as small as n + o(n), at the cost of increasing the query time to poly-logarithmic. For unweighted
graphs, we improve the stretch to O(k2).

We also consider pairwise PRDO, which is a PRDO that is only required to answer queries from
a given set of pairs P. An exact PRDO of size O(n + |P|2) and constant query time was provided in
[13]. In this work we dramatically improve the size, at the cost of slightly increasing the stretch.
Specifically, given any ϵ > 0, we devise a pairwise PRDO with stretch 1 + ϵ, constant query time,
and near optimal size no(1) · (n + |P|).
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1 Introduction

Given an undirected weighted graph G = (V, E) with n vertices and positive weights on the
edges w : E → R+, the distance dG(u, v) between two vertices u, v ∈ V is the minimal weight
of a path between them in G. For a parameter α ≥ 1, a distance oracle with stretch α is a
data structure, that given a query for a pair of vertices (u, v), returns an estimated distance
d̂(u, v) such that

dG(u, v) ≤ d̂(u, v) ≤ α · dG(u, v) .

A Path-Reporting Distance Oracle, or PRDO, is a distance oracle that must also return a
path in G of weight d̂(u, v) between the queried vertices u, v.
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Distance oracles have been the subject of extensive research in the last few decades. They
are fundamental objects in Graph Algorithms, due to their both practical and theoretical
usefulness. The main interest is in the triple tradeoff between the stretch of a distance oracle,
its size, and its query time. In some cases, the preprocessing time, (that is, the time needed
to construct the distance oracle) is also considered. Note that for every query, a PRDO must
return a path P , thus the running time of the query algorithm is always in the general form
of O(q + |P |). We usually omit the term1 |P | from the query time and write only O(q).

This work focuses on path-reporting distance oracles for general graphs. The path-
reporting property is more appealing for certain applications that require navigation or
routing [17, 11, 24]. See the survey [21] and the references therein for additional applications
of distance oracles.

1.1 Linear Size Path-Reporting Distance Oracles
In [22], a PRDO with stretch 2k − 1, size O(kn1+1/k) and query time O(k) was shown.
Assuming the girth conjecture of Erdős [15], this result is best possible, up to the factor of
k in the size and query time.2 The query time was improved to O(log k) by [23]. Observe
that kn1/k ≥ log n for any k ≥ 1, so the PRDO of [22, 23] cannot be sparser than Θ(n log n).
Subsequent works [20, 7, 8] obtained distance oracles with stretch 2k − 1, improved size
O(n1+1/k) and constant query time. However, these distance oracles are not path-reporting.

Of particular interest is trying to achieve a PRDO of linear size. The first such result [12]
obtained a PRDO with size O(tn), for any parameter t ≥ 1, and O(log t) query time, but
had a polynomial stretch O(tn2/

√
t), and required that the aspect ratio of the weights is

polynomially bounded. This result was improved by [13], who showed a PRDO with stretch
O(k) and size O(n1+1/k), but at the cost of increasing the query time to O(n1/k+ϵ), where
ϵ > 0 is a constant. Note that the query time O(n1/k+ϵ) is prohibitively large - this term
dominates the length of many of the output paths, so the PRDO suffers from large query time
for these paths. For this reason, it is of special interest to construct linear size PRDOs with
query time that is far less than polynomial in n, say polylogarithmic in n. Another variant
of [13] does achieve a PRDO with query time O(log log n) and stretch logO(1) n, however its
size O(n log log n) is no longer linear.

We conclude that in all previous results, every linear size distance oracle suffers from a
polynomial stretch [12], has polynomial query time [13], or simply cannot report paths [8].

1.1.1 Our Results
In this work we devise the first linear size PRDO for general graphs with polylogarithmic
stretch and low query time. Specifically, for any integer k ≥ 1 our PRDO has stretch O(k4.82),
size O(n1+1/k), and query time O(log k). Indeed, setting k = log n yields linear size, logO(1) n

stretch and O(log log n) query time. Our main result is for the case k = log n, where we get
a linear size PRDO with low query time. In fact, for any k > log n

log log log n , our new PRDO
improves all previous bounds.

Note that since the query time is low, in most cases it is dominated by the length of the
reported path. Therefore, the strength of this result is not in the precise expression for the
query time, but in the fact that the query time is far less than polynomial in n.

1 Throughout this paper, |P | denotes the number of edges in a path P .
2 In fact, Erdős girth conjecture only implies that to achieve stretch 2k − 1, any distance oracle must use

Ω(n1+ 1
k ) bits. However, in [8] a lower bound of Ω(n1+ 1

k ) words (each of size log n bits) for PRDOs is
proved.
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We can refine our result to obtain an ultra-compact PRDO, whose size is as small as
n + o(n) (we measure the size by words, that is, the oracle uses storage of n log n + o(n log n)
bits), at the cost of increasing the query time to logO(1) n. In view of the lower bound of [8],
this space usage is optimal, up to additive lower order terms. If the graph is unweighted, we
offer a simpler construction with improved stretch O(k2).

1.2 Pairwise Path-Reporting Distance Oracles
A pairwise distance oracle is a distance oracle that is also given as input a set of pairs P,
and is required to answer queries only for pairs in P . The problem of designing such oracles
is related to the extensive research on distance preservers: these are subgraphs that preserve
exactly all distances between pairs in P. When allowing some stretch, these are sometimes
called pairwise spanners.3 Distance preservers were introduced in [9], and pairwise spanners
have been studied in [10, 18, 4, 3, 6, 19].

In [13], an exact pairwise PRDO was shown with constant query time and size O(n+ |P|2).
For distance preservers, [9] showed a lower bound of Ω(n2/3|P|2/3). Note that for |P| = n2−δ,
the lower bound implies that any distance preserver must have size Ω(|P| · nδ/3), so there
are no distance preservers with near-linear size (except for the trivial case when P contains
a constant fraction of all pairs). In [5], it was proved that exact pairwise PRDOs suffer
from the same lower bounds of exact preservers (see Theorem 14 in [5]). Thus, it is very
natural to ask if the size of a pairwise PRDO can be reduced when allowing a small stretch.
Specifically, we would like to obtain a very small stretch (e.g., 1 + ϵ for any ϵ > 0), and size
that is proportional to |P| + n (which is the basic lower bound).

1.2.1 Our Results
In this work we devise a pairwise PRDO with near optimal size no(1) · (|P| + n), constant
query time, and stretch 1 + ϵ, for any ϵ > 0 (the o(1) term in the size depends logarithmically
on ϵ). This result uses the techniques of [19] on hopsets and spanners, and extends them for
pairwise path-reporting distance oracles.

1.3 Our Techniques
Our main result on linear size (and ultra-compact) PRDO uses a conceptually simple idea:
we partition the graph into O(n/k) clusters, and define the cluster-graph by contracting every
cluster to a single vertex (keeping the lightest edge among parallel edges). Next, we apply
the [22] distance oracle on this cluster-graph. In addition, we store a certain spanning tree
for every cluster. Given a query (u, v), the algorithm first finds a path in the cluster-graph
between the clusters containing u, v, and for each cluster in this path, it finds an inner-cluster
path between the entry vertex and the exit vertex of the cluster, using the spanning tree.

In order to implement this framework, it is required to find a clustering so that the
overhead created by going through the spanning tree of every cluster is small enough. For
unweighted graphs, we apply a simple clustering with radius O(k), and maintain a BFS
tree for each cluster. However, for weighted graphs a more intricate clustering is required.
Note that we cannot enforce a small diameter bound on all clusters, since by only restricting
the diameter, each cluster can be very small, and we need to have at most O(n/k) clusters.
Instead, we use a variant of Borůvka clustering [1].

3 In [19] pairwise spanners with small 1 + ϵ stretch are called near-exact preservers.
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In Borůvka’s algorithm for minimum spanning tree, in each phase, every vertex adds its
adjacent edge of minimal weight to a forest F (breaking ties consistently), and the connected
components of F are contracted to yield the vertices of the next phase. If we truncate this
process after t phases, we get a clustering, analyzed in [1]. Unfortunately, any phase in
this clustering may produce long chains, in which case the stretch cannot be controlled. To
rectify this, we delete certain edges in F , so that every cluster is a star, while ensuring that
the number of non-singleton clusters is large enough. These stars are also the basis for the
spanning tree of each cluster. The main technical part is analyzing the stretch induced by
this clustering on the paths returned by calling the distance oracle on the cluster-graph.

1.4 Organization
After some preliminaries in Section 2, we show our PRDO for unweighted graph is in Section 3,
and for weighted graphs in Section 4. Our result for pairwise PRDO appears in Section 5.

1.5 Bibliographic Note
Following this work, [14] showed (among other results) a PRDO of linear size with stretch
Õ(log n) and query time O(log log log n).

2 Preliminaries

Let G = (V, E) be an undirected weighted graph. In all that follows we assume that G is
connected.

Spanners. For a parameter α ≥ 1, an α-spanner is a subgraph S of G, such that for every
two vertices u, v ∈ V ,

dS(u, v) ≤ α · dG(u, v) . (1)

The spanner is called a pairwise spanner, if for a given a set of pairs P, we only require (1)
to hold for all (u, v) ∈ P .

Trees. Let x, y be two vertices in a rooted tree. We denote by p(x) the parent of x, which
is the unique neighbor of x that lies on the path from x to the root, and by h(x) its height,
which is the number of edges on the path from x to the root. Denote by lca(x, y) the lowest
common ancestor of x, y, which is a vertex z such that x, y are both in its sub-tree, but not
both in the sub-tree of any child of z. Note that the unique path between x, y in the tree is
the concatenation of the unique paths from x to lca(x, y), and from lca(x, y) to y.

The following lemma let us easily find paths within a tree T .

▶ Lemma 1. Let T be a rooted tree, and assume we are given h(x) and p(x) for every vertex
x in T . There is an algorithm that given two distinct vertices a, b in a tree T , finds the
unique path between a, b in T . The running time of this algorithm is proportional to the
number of edges in the output path (or O(1) if the path is empty).

Proof. First, if a = b, then the desired path is empty and we return it in O(1) time.
Otherwise, if h(a) > h(b), recursively find the unique path Pp(a),b in T between p(a) and b,
and return {a, p(a)} ◦ Pp(a),b. Symmetrically, if h(b) ≥ h(a), return {b, p(b)} ◦ Pp(b),a.

The correctness of this algorithm follows from the fact that if, for example, h(a) ≥ h(b),
and a ̸= b, then b cannot be in the sub-tree of a in T , hence the unique path between a, b

must pass through p(a). In each recursive call we reduce the sum h(a) + h(b) by 1, and
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therefore the algorithm ends when a = b = lca(a, b). Therefore the running time of this
algorithm is proportional to the length of the unique paths from a to lca(a, b) and from b to
lca(a, b). The concatenation of these paths is exactly the returned path by our algorithm,
which is the unique path in T between a, b. Hence, the running time is proportional to the
number of edges in the output path, as desired. ◀

2.1 Thorup-Zwick PRDO
A main component of our new PRDO relies on a well-known construction by Thorup and
Zwick [22]. Given a weighted graph G with n vertices and an integer parameter k ≥ 1, they
constructed a PRDO with stretch 2k − 1, query time O(k) and size O(kn1+1/k).

A useful property of the Thorup-Zwick (TZ) PRDO is that for every query, it returns a
path that is contained in a sub-graph S of G, such that |S| = O(kn1+1/k). Notice that since
the stretch of this PRDO is 2k − 1, then S must be a (2k − 1)-spanner of G. We call S the
underlying spanner of the PRDO. One can compute the underlying spanner S either during
the PRDO construction, or after its construction by querying the PRDO on every pair of
vertices, and computing the union of the resulting paths.

A result of [23] improved the query time of the TZ PRDO to O(log k) instead of O(k),
while returning the same path that the TZ PRDO returns. Indeed, when we use here the
TZ PRDO, we consider its query time to be O(log k). The following theorem concludes this
discussion.

▶ Theorem 2 (By [22] and [23]). Let G be an undirected weighted graph with n vertices, and
let k ≥ 1 be an integer parameter. There is a PRDO for G with stretch 2k − 1, query time
O(log k) and size O(kn1+1/k), with an underlying spanner of the same size.

3 Path-Reporting Distance Oracle for Unweighted Graphs

In this section we introduce a simple variant of our construction, tailored for unweighted
graphs. We first apply a simple clustering, and store a BFS (Breadth First Search) tree for
each cluster. We next apply the TZ PRDO on the resulting cluster-graph. Finally, each query
(u, v) is answered by taking the path in the cluster-graph between the clusters containing u

and v, and completing it to a path in G using the BFS trees.

3.1 Clustering
We start by dividing the graph into clusters, using the following lemma.

▶ Lemma 3. Let G = (V, E) be an undirected unweighted graph with n vertices. Let k ∈ [1, n]
be some integer. There is an algorithm that finds a partition V =

⋃q
i=1 Ci, such that every

Ci has a spanning tree Ti = (Ci, Ei) with root ri, where Ei ⊆ E and for every v ∈ Ci,
dTi

(v, ri) ≤ k. In addition, the number of sets in this partition, q, is at most n
k .

Proof. Fix some r ∈ V , and let T = (V, ET ) be the BFS tree with r as a root. The tree T is
actually the shortest paths tree from r in G, and so the path from every v ∈ V to r in T is of
length exactly dG(v, r), i.e., dT (v, r) = dG(v, r). If every vertex v ∈ V satisfies dG(v, r) ≤ k,
then we can return the trivial partition {V }, with the spanning tree T and root r.

Otherwise, let v be the furthest leaf of T from r, that is, v maximizes the length dT (v, r).
We know that dT (v, r) > k, and since G is unweighted, there is a vertex r′ on the path in T

from v to r, with dT (v, r′) = k. Denote by T ′ the sub-tree of T rooted at r′.
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Let u ∈ V be a vertex in T ′. Since r′ is on the path from u to r, and on the path from v

to r, we have

dT ′(u, r′) = dT (u, r) − dT (r′, r) ≤ dT (v, r) − dT (r′, r) = dT (v, r′) = k .

Therefore, if C is the set of vertices of T ′, we can return C as one of the sets in the desired
partition, where its spanning tree is T ′ and its root is r′. We then delete C from G and
continue recursively.

Note that the tree T ′ contains the path from v to r′, which is of length k. Since G is
unweighted, that means that T ′ contains at least k vertices, and so does C. Hence, the
number of vertices in the graph, after the deletion of C, is at most n − k. Notice also that
the tree T is still a tree, after the removal of T ′, thus the remaining graph is still connected.
As a result, we can assume that our algorithm recursively partitions the remaining graph
into at most n−k

k = n
k − 1 sets, with spanning trees and roots as desired. Together with the

last set C, we obtain a partition into at most n
k parts, with the wanted properties. ◀

Given the unweighted graph G = (V, E) and the integer k, let C be a partition as in
Lemma 3. For every C ∈ C, let T [C] and r[C] be the spanning tree of C and its root. We
define a new graph H = (C, E) as follows.

▶ Definition 4. The graph H = (C, E) is defined as follows. The set E consists of all the
pairs {C, C ′}, where C, C ′ ∈ C, such that there is an edge in G between C, C ′.

Given an edge {C, C ′} ∈ E, we denote by e(C, C ′) the edge {x, y} of G, where {x, y} is
some choice of an edge that satisfies x ∈ C, y ∈ C ′.

We denote by F the forest that consists of the disjoint union of the trees T [C], for every
C ∈ C. For a vertex x ∈ V , define h(x) to be the height of x in the tree T [C] such that
x ∈ C, and p(x) its parent in this tree.

3.2 Stretch Analysis
Fix any cluster C, let T = T [C] be its spanning tree with root r = r[C]. For any two vertices
a, b ∈ T , the unique path between them is a sub-path of the union between the two paths
from a to r and from b to r. Both of these paths are of length at most k. Hence, the resulting
path is of length at most 2k, and this path is exactly the one that the algorithm from Lemma
1 returns.

▶ Lemma 5. There is an algorithm that given two vertices u, v ∈ V , and a simple path
Q = (C1, C2, ..., Ct) in the graph H, such that u is in C1 and v is in Ct, returns a path P in
G between u and v, with number of edges

|P | ≤ t · (2k + 1) .

The running time of the algorithm is proportional to the number of edges in the output
path. The required information for the algorithm is the set {h(x), p(x)}x∈V , and the set
{e(Cj , Cj+1)}t−1

j=1.

Proof. Given the edges {Cj , Cj+1}, the set {e(Cj , Cj+1)}t−1
j=1 can be used to find xj , yj ∈ V

(vertices of the original graph G = (V, E)), such that xj ∈ Cj , yj ∈ Cj+1 and {xj , yj} ∈ E.
Define also y0 = u, xt = v. For every j ∈ [1, t], using the set {h(x), p(x)}x∈V , we can use
Lemma 1 to find a path Pj in G between yj−1 and xj , with length at most 2k. Finding all
of these paths takes time that is proportional to the sum of lengths of these paths.
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The returned path by this algorithm is

P = P1 ◦ {x1, y1} ◦ P2 ◦ {x2, y2} ◦ · · · ◦ {xt−1, yt−1} ◦ Pt .

The time needed to report this path is O(
∑t

j=1 |Pj |) = O(|P |). The length of this path is

t − 1 +
t∑

j=1
|Pj | ≤ t − 1 + t · 2k < t · (2k + 1) .

This concludes the proof of the lemma. ◀

3.3 A PRDO for Unweighted Graphs
We are now ready to introduce the construction of our small size PRDO.

▶ Theorem 6. Let G = (V, E) be an undirected unweighted graph with n vertices, and let
k ∈ [1, log n] be some integer parameter. There is a path-reporting distance oracle for G with
stretch 2k(2k + 1) = O(k2), query time O(log k) and size O(n1+ 1

k ).

Proof. Denote by TZ the PRDO from Theorem 2 with the parameter k, when constructed
over the graph H = (C, E) (the clustering C is constructed with k as the radius4). Let
ST Z ⊆ E be the set of the edges of the underlying spanner of TZ. In addition, for a given
vertex x ∈ V , denote by C(x) the vertex of H (i.e., cluster) that contains x. Recall also that
h(x) is the height of x in the tree spanning C(x) and p(x) denotes the parent of x in this
tree.

We define our new PRDO for the undirected unweighted graph G = (V, E). This PRDO
contains the following information.
1. The TZ PRDO.
2. The set {e(C, C ′) | {C, C ′} ∈ ST Z}.
3. The variables {h(x), p(x)}x∈V .
4. The variables {C(x)}x∈V .

Given a query (u, v) ∈ V 2, our PRDO queries TZ on the vertices C(u), C(v) of H.
Let Q = (C(u) = C1, C2, ..., Ct = C(v)) be the resulting path, and note that all of its
edges are in ST Z . Then, using the sets {e(Cj , Cj+1)}t−1

j=1 ⊆ {e(C, C ′) | {C, C ′} ∈ ST Z} and
{h(x), p(x)}x∈V , we find a path P in G between u, v using the algorithm from Lemma 5.
The resulting path P has length of

|P | ≤ (|Q| + 1)(2k + 1) = t · (2k + 1) ,

and it is returned as an output to the query.
Note that the path Q that TZ returned satisfies |Q| = t − 1 ≤ (2k − 1)|R|, where R is

the shortest path in H between C(u) and C(v). Let Pu,v be the actual shortest path in G

between u and v. Suppose that the vertices of H that Pu,v passes through, by the order that
it passes through them, are (T1, T2, ...Tq). By the definition of H, there must be an edge
{Tj , Tj+1} in H for every j ∈ [1, q − 1]. Hence, R′ = (T1, T2, ..., Tq) is a path in H, between
T1 = C(u) and Tq = C(v), with length of at most |Pu,v| = dG(u, v). Since R is the shortest
path in H between C(u) and C(v), we have |R| ≤ dG(u, v).

4 Actually, by constructing the clustering C with radius k
8 instead of k, the stretch of our new PRDO

decreases from 4k2 to k2. In the same way, one can achieve an arbitrarily small leading constant in the
stretch.
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As a result,

|P | ≤ t · (2k + 1)
≤ ((2k − 1)|R| + 1)(2k + 1)
≤ ((2k − 1)dG(u, v) + 1)(2k + 1)
= (4k2 − 1)dG(u, v) + 2k + 1
≤ (4k2 + 2k)dG(u, v) = 2k(2k + 1)dG(u, v) .

Thus, the stretch of our PRDO is at most 2k(2k + 1).
The query time of our oracle consists of the time required for running a query of TZ,

and of the time required for finding the path P . By Theorem 2 and Lemma 5, the total time
for these two computations is O(log k + |P |) which is O(log k) by our conventional PRDO
notations.

As for the size of our PRDO, note that the variables {h(x), p(x)}x∈V (item 3 in the
description of the oracle) can be stored using only O(n) space. The size of the set
{e(C, C ′) | {C, C ′} ∈ ST Z} equals to the size of ST Z . Therefore, by Theorem 2, the
size of TZ, as well as the size of this set (items 1 and 2), is

O(k|C|1+ 1
k ) .

Recall that by Lemma 3, the size of C is at most n
k . We conclude that the total size of our

new PRDO is

O(n + k · (n

k
)1+ 1

k ) = O(n1+ 1
k ) . ◀

An Ultra-Compact PRDO for Unweighted Graphs. We can modify our PRDO for un-
weighted graphs, and get a PRDO of size n + o(n). Here, the required storage for our PRDO
is measured by words - each of size at most log n bits. Decreasing the size of our PRDO
is done at the cost of increasing the query time and (slightly) the stretch. The details are
deferred to the full version of this paper.

4 Path-Reporting Distance Oracle for Weighted Graphs

In this section we devise our PRDO for weighted graphs. The basic framework is similar to
the unweighted case: create a clustering of the graph, select a spanning tree for each cluster,
and then apply the TZ PRDO over the cluster-graph. To answer a query (u, v), we use the
path in the cluster-graph between the clusters containing u, v, and complete it inside each
cluster via the spanning trees edges.

The main differences from the unweighted setting are: 1) we use a more intricate clustering,
Borůvka’s clustering, and 2) the trees spanning each cluster are not BFS trees, but are a
subset of the MST (Minimum Spanning Tree) of the graph. These changes are needed in
order to achieve the desired properties - that the number of clusters is small enough, while
the stretch caused by going through the spanning trees of the clusters is controlled.

4.1 Clustering via Borůvka Forests
In this section we construct a clustering via a spanning forest of a graph. This construction
is based on the well-known algorithm by Borůvka for finding a minimum spanning tree in a
graph. Similar constructions can be found in [16, 1, 2].
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▶ Definition 7. Given an undirected weighted graph G = (V, E), and a vertex v ∈ V , we
denote by ev the minimum-weight edge among the adjacent edges to v in the graph G. If
there is more than one edge with this minimum weight, ev is chosen to be the one that is the
smallest lexicographically.

▶ Definition 8. Given an undirected weighted graph G = (V, E), the Borůvka Forest of G is
the sub-graph G′ = (V, E′) of G, where

E′ = {ev | v ∈ V } .

Each connected component T of G′ is called a Borůvka Tree. The root of T is chosen to
be one of the adjacent vertices to the minimum-weight edge in T (if there are several such
minimum-weight edges, we pick the smallest one lexicographically, and the choice between its
two adjacent vertices is arbitrary).

To justify the use of the words “forest” and “tree”, we prove the following lemma.

▶ Lemma 9. The graph G′ is a forest. Moreover, if T is a tree in G′, x is a vertex of T ,
and p(x) is x’s parent in T (that is, the next vertex on the unique path from x to the root of
T ), then {x, p(x)} = ex.

Proof. First, we prove that G′ is a forest. Seeking contradiction, assume that G′ contains a
cycle C, and let {u, v} be the heaviest edge in C (if there are several edges with the largest
weight, choose the one that is largest lexicographically). Note that since u has at least one
adjacent edge in C, that is lighter than {u, v}, then it cannot be that eu = {u, v} (recall that
eu is the lightest edge adjacent to u). Similarly, it cannot be that ev = {u, v}. Hence, we get
a contradiction to the fact that {u, v} is an edge of G′ - since every such edge must be the
edge ev of one of its endpoints v.

Next, Let T be a tree in G′, denote its root by v, and let x ≠ v be a vertex of T . We
prove by induction over the height of x, h(x), which is the number of edges in the unique
path between x and v in T .

When h(x) = 1, we have p(x) = v. We consider two cases. If {x, v} is the minimum-weight
edge in T , then by definition ex must be this edge, i.e., ex = {x, p(x)}. If {x, v} is not the
minimum-weight edge in T , then ev must be some other adjacent edge to v, thus ev ̸= {x, v}.
But then, the reason that {x, v} is in E′ must be that {x, p(x)} = {x, v} = ex.

For h(x) > 1, notice that h(p(x)) = h(x) − 1, and therefore by the induction hypothesis,
{p(x), p(p(x))} = ep(x). But then, the edge {x, p(x)} cannot be equal to ep(x), so it must be
equal to ex. ◀

The following lemma bounds the number of connected components (i.e., trees) in G′.

▶ Lemma 10. The number of connected components in G′ is at most 1
2 |V |.

Proof. Let C = (VC , E′
C) be a connected component of G′, and let x ∈ VC . The edge

ex = {x, y} is in C, hence y is also a vertex of C. In particular, |VC | ≥ 2. Hence, if {Ci}t
i=1

are the connected components of G′, then |VCi
| ≥ 2 for every i ∈ [1, t]. Thus,

1
2 |V | = 1

2

t∑
i=1

|VCi
| ≥ 1

2 · 2t = t . ◀

Next, we trim the trees in the Borůvka forest so that each of them will be a star, instead
of a general tree. For this purpose, we will need the following definitions.
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▶ Definition 11. Let G′ be the Borůvka forest of G. For a vertex x ∈ V , denote by h(x) the
height of x in the Borůvka tree containing it. Define

E′
0 = {{a, b} ∈ E′ | min{h(a), h(b)} = 0 mod 2} ,

E′
1 = {{a, b} ∈ E′ | min{h(a), h(b)} = 1 mod 2} .

We denote by E′′ the largest set among these two.
Given an undirected weighted graph G = (V, E), the Partial Borůvka Forest of G is the

graph G′′ = (V, E′′).

▶ Definition 12. A Star is a rooted tree S = (VS , ES) with root v such that for every
x ∈ VS \ {v}, {x, v} ∈ ES.

▶ Lemma 13. The partial Borůvka forest G′′ = (V, E′′) is a forest, where every tree is a
star. In addition, if S is a star in G′′, x is its root and z ≠ x is some other vertex of S, then
{z, x} = ez.

Proof. Notice that G′′ is a sub-graph of the Borůvka forest G′, hence G′′ is also a forest.
We assume that E′′ = E′

0, and the proof for the case where E′′ = E′
1 is symmetric.

Let T be a tree in G′, with root r. Note that for any vertex x ̸= r we always have
h(x) = h(p(x)) + 1, and thus min{h(x), h(p(x))} = h(p(x)) = h(x) − 1. We conclude that if
h(x) is even, then {x, p(x)} /∈ E′′, and if h(x) is odd, then {x, p(x)} ∈ E′′.

Now let S be a tree in G′′, and let x be the vertex in S that has minimal h(x). It cannot
be that h(x) is odd, otherwise p(x) is connected to x in E′′, thus p(x) is also in S and has a
smaller value of h(p(x)) = h(x) − 1. Therefore, h(x) is even. By the discussion above we
know that all of the children of x in T (y’s that satisfy p(y) = x) have an edge in E′′ to x,
but their children have no such edge. That is, S is a star with x as a root, where all the
other vertices in S are the children of x.

The last part of the lemma follows from the fact that we just proved, that the only other
vertices in a star S with a root x, are the children of x. By Lemma 9, for every such child z,
the edge {z, x} = {z, p(z)} = ez. ◀

The following lemma bounds the number of trees in the partial Borůvka forest of a graph.

▶ Lemma 14. The number of stars in G′′ is at most 3
4 |V |.

Proof. Recall the Borůvka forest G′ = (V, E′). In every spanning forest (V, F ) of a graph
G = (V, E), the number of trees is exactly |V | − |F |. Thus, by Lemma 10, we get

|V | − |E′| ≤ 1
2 |V | ,

and therefore |E′| ≥ 1
2 |V |. By the definition of E′′, it contains at least half of these edges

(since it equals to the larger set among two sets that cover the entire set E′). We conclude
that |E′′| ≥ 1

4 |V |, and the number of trees in G′′, which are stars, is

|V | − |E′′| ≤ |V | − 1
4 |V | = 3

4 |V | . ◀

4.1.1 A Hierarchy of Forests
Given an undirected weighted graph G = (V, E), we construct a sequence of forests {Fi =
(V, Ei)}l

i=0, where the integer parameter l ≥ 0 will be determined later. For i = 0, define
E0 = ∅. Then, for every i ∈ [0, l], define the cluster-graph Hi = (Ci, Ei) as follows.
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The set Ci is defined to be the set of the disjoint trees of the forest Fi. For every T, T ′ ∈ Ci,
denote by e(T, T ′) the minimum-weight edge in E among the edges between T and T ′. If
there is no such edge, denote e(T, T ′) = ⊥. Then define

Ei = {{T, T ′} | e(T, T ′) ̸= ⊥} .

The weight of an edge {T, T ′} ∈ Ei is defined to be the same as the weight of the edge
e(T, T ′) ∈ E.

For any i ∈ [0, l], given the graph Hi, let H′′
i = (Ci, E ′′

i ) be the partial Borůvka forest of
Hi. The graph H′′

i is a disjoint union of stars. Let S be such star and let T0 be its root.
Define the tree Z in G to be the tree that is formed by the union of the trees in S and

the edges e(T, T0), for every T ̸= T0 in S. The root of the tree Z is defined to be the root
of T0. Finally, for any i ∈ [0, l − 1], the forest Fi+1 = (V, Ei+1) is defined to be the disjoint
union of the rooted trees Z that are formed as was described, for all stars in H′′

i .

▶ Lemma 15. For every i ∈ [0, l], the forest Fi has at most ( 3
4 )i|V | trees.

Proof. We prove the lemma by induction over i ∈ [0, l]. For i = 0, F0 is defined to be the
graph (V, ∅), so the number of trees in F0 is |V | and the claim holds.

For i > 0, recall the graphs Hi−1 and H′′
i−1 that were used in the definition of Fi. By

the induction hypothesis, Fi−1 consists of at most ( 3
4 )i−1|V | trees, which are exactly the

vertices of Hi−1. Then, by Lemma 14, the graph H′′
i−1 has at most 3

4 · ( 3
4 )i−1|V | = ( 3

4 )i|V |
stars. The forest Fi consists of a single tree Z for every star S in H′′

i−1, thus the number of
trees in Fi is at most ( 3

4 )i|V |, as desired. ◀

4.2 Stretch Analysis
Due to space considerations, we only state here the main lemma that will be used for
bounding the stretch of our PRDO, without proof. The proof of this lemma, as well as some
other lemmata , appears in the full version of this paper.

In the next lemma, we use the notations pi(x) and hi(x) to denote the parent and the
height of x in the tree of Fi that contains x.

▶ Lemma 16. There is an algorithm that given two vertices u, v ∈ V , and a simple path
Q = (S1, S2, ..., St) in the graph Hi, such that u is in S1 and v is in St, returns a path P in
G between u and v, with

w(P ) ≤ 3i+1(dG(u, v) + w(Q)) .

The running time of the algorithm is proportional to the number of edges in the output
path P . The required information for the algorithm is the set {hi(x), pi(x)}x∈V , and the set
{e(Sj , Sj+1)}t−1

j=1.

4.3 A PRDO for Weighted Graphs
We are now ready to introduce our small size path-reporting distance oracle.

▶ Theorem 17. Let G = (V, E) be an undirected weighted graph with n vertices, and let
k ≥ 1 be an integer parameter. There is a path-reporting distance oracle for G with stretch
klog4/3 4 < k4.82, query time O(log k) and size O(n1+ 1

k ).
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Proof. Given the graph G = (V, E), we construct the hierarchy of forests {Fi}l
i=0 from

Section 4.1.1, where l = ⌊log4/3 k⌋ − 2. Consider the graph Hl = (Cl, El) that is defined in
Section 4.1.1. For every x ∈ V , denote by hl(x) the number of edges in the unique path from
x to the root of the tree of Fl that x belongs to. Let pl(x) be the parent of x in that tree.
Lastly, let S(x) be the vertex of Hl (i.e., tree) that contains x.

Denote by TZ the PRDO from Theorem 2 with the parameter k, when constructed over
the graph Hl. Let ST Z ⊆ El be the set of edges of the underlying spanner of TZ.

Our new PRDO D stores the following information.
1. The oracle TZ.
2. The set {e(T, T ′) | {T, T ′} ∈ ST Z}.
3. The variables {hl(x), pl(x)}x∈V .
4. The variables {S(x)}x∈V .

Given a query (u, v) ∈ V 2, the oracle D queries TZ on the vertices S(u), S(v) of Hl.
Let Q = (S(u) = S1, S2, ..., St = S(v)) be the resulting path, and note that all of its
edges are in ST Z . Then, using the sets {e(Sj , Sj+1)}t−1

j=1 ⊆ {e(T, T ′) | {T, T ′} ∈ ST Z} and
{hl(x), pl(x)}x∈V , the oracle D uses the algorithm from Lemma 16 to find a path P in G

between u, v with

w(P ) ≤ 3l+1(dG(u, v) + w(Q)) .

The path P is returned as an output to the query. Note that the path Q that TZ returned
satisfies

w(Q) ≤ (2k − 1)w(R) ,

where R is the shortest path in Hl between S(u) and S(v). Similarly to the proof of Theorem
17, it is easy to verify that w(R) ≤ dG(u, v).

As a result,

w(P ) ≤ 3l+1(dG(u, v) + w(Q))
≤ 3l+1(dG(u, v) + (2k − 1)w(R))
≤ 3l+1(dG(u, v) + (2k − 1)dG(u, v))
= 2k · 3l+1dG(u, v)
≤ 2k · 3log4/3 k−1dG(u, v)
< k1+log4/3 3dG(u, v) = klog4/3 4dG(u, v) .

Thus the stretch of our PRDO is smaller than klog4/3 4.
The query time of our oracle consists of the time required for running a query of TZ, and

of the time required for computing the resulting path P by Lemma 16. By Theorem 2 and
Lemma 16, the total time for these two computations is O(log k + |P |), which is O(log k) by
our conventional PRDO notations.

As for the size of the PRDO D, note that the variables {hl(x), pl(x), S(x)}x∈V (items
3 and 4 in the description of D) can be stored using only O(n) space. The size of the set
{e(T, T ′) | {T, T ′} ∈ ST Z} equals to the size of ST Z . Therefore, by Theorem 2, the size of
TZ, as well as the size of this set (items 1 and 2 in the description of D), is

O(k|Cl|1+ 1
k ) .
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Recall that Cl is the set of vertices of Hl. This set consists of the trees in the forest Fl. By
Lemma 15, the number of these trees is at most

(3
4)l|V | = (3

4)⌊log4/3 k⌋−2n ≤ (3
4)log4/3 k−3n = 64n

27k
.

Hence, the total size of our PRDO is

O(n + k · (64n

27k
)1+ 1

k ) = O(n + n1+ 1
k ) = O(n1+ 1

k ) . ◀

An Ultra-Compact PRDO for Weighted Graphs. As in the unweighted version, the PRDO
presented above can be fine-tuned into an ultra-compact PRDO (with size n + o(n)), at the
cost of increasing the stretch and the query time. The details are deferred to the full version
of this paper.

5 Pairwise Path-Reporting Distance Oracle

Our construction of a pairwise PRDO relies on the pairwise spanner of Kogan and Parter,
from their recent paper [19] (in which the pairwise spanner is called a “near-exact preserver”).
One of their useful results, that they also relied on for constructing their pairwise spanners,
is the following lemma on hopsets. We first recall the definition of hopsets.

Let G = (V, E) be a weighted undirected graph. For vertices u, v ∈ V and some positive
integer β, d

(β)
G (u, v), denotes the weight of the lightest path between u and v in G, among

the paths that have at most β edges. An (α, β)-hopset is a set H ⊆
(

V
2
)
, such that for every

two vertices u, v ∈ V ,

dG(u, v) ≤ d
(β)
G∪H(u, v) ≤ α · dG(u, v) ,

where the weight of an edge (x, y) ∈ H is defined to be dG(x, y).
The proof of the following lemma can be found in [19].

▶ Lemma 18 (Lemma 4.4 from [19]). Let G = (V, E) be an undirected weighted graph on
n vertices, and let k, D ≥ 1 be integer parameters. For every 0 < ϵ < 1, there exists a
(1 + ϵ, β)-hopset H for G, where β = O( log k

ϵ )log k · D and

|H| = O

((
n log n

D

)1+ 1
k

)
.

Similarly to the constructions in [19], we now show how a pairwise PRDO can be produced,
using the hopsets from Lemma 18. We will use the notation β(ϵ, k) = O( log k

ϵ )log k for brevity.

▶ Theorem 19. Let G = (V, E) be an undirected weighted graph on n vertices and let P ⊆ V 2

be a set of pairs of vertices. For every ϵ ∈ (0, 1), there exists a pairwise path-reporting distance
oracle with stretch 1 + ϵ, query time O(1) and size

O

(
log n · (log log n)2

ϵ

)log log n

· Õ
(
|P| + n

)
= noϵ(1) · O(n + |P|) .

Proof. Let n = D0 > D1 > · · · > Dl = 2 be some sequence of integer parameters that
will be determined later. Denote k = log n, and for a given ϵ ∈ (0, 1), denote ϵ′ = ϵ

2(l+1) .
Let H0, H1, ..., Hl be the resulting hopsets when applying Lemma 18 on ϵ′, k = log n and
D0, D1, ..., Dl respectively. That is, Hi is a (1+ϵ′, βi)-hopset with size O(( n log n

Di
)1+ 1

k ), where
βi = β(ϵ′, k) · Di. For i = 0, note that βi ≥ n, thus we can simply assume that H0 = ∅ (if it
is not the case, we define H0 to be ∅, which is a (1, n)-hopset).
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We now define our oracle D to contain the following information. For every i ∈ [1, l] and
for every (x, y) ∈ Hi, let Qx,y be the shortest path in G ∪ Hi−1 between x, y, among the
paths that contain at most βi−1 edges. In addition, for every (x, y) ∈ P, let Px,y be the
shortest path in G ∪ Hl between x, y, among the paths with at most βl edges. Our oracle D

stores all of these paths:
⋃l

i=1{Qx,y}(x,y)∈Hi
∪ {Px,y}(x,y)∈P .

Given a query (u, v) ∈ P, we find the path Pl = Pu,v ⊆ G ∪ Hl that is stored in D.
Then, we replace every edge (x, y) ∈ Hl on Pl by the corresponding path Qx,y ⊆ G ∪ Hl−1.
The result is a path Pl−1 between u, v in G ∪ Hl−1. Every edge (x, y) ∈ Hl−1 on Pl−1 is
then replaced by the path Qx,y ⊆ G ∪ Hl−2, to get a path Pl−2 between u, v in G ∪ Hl−2.
We continue in the same way, until finally reaching to a path P0 between u, v in the graph
G ∪ H0 = G. We return P0 as an output to the query.

By the hopset property, we know that

w(Pl) = w(Pu,v) = d
(βl)
G∪Hl

(u, v) ≤ (1 + ϵ′)dG(u, v) .

Similarly, every (x, y) ∈ Pl that is also in Hl, is replaced with the path Qx,y, that has a
weight of

w(Qx,y) = d
(βl−1)
G∪Hl−1

(x, y) ≤ (1 + ϵ′)dG(x, y) = (1 + ϵ′)w(x, y) .

Thus, the resulting path Pl−1 has a weight of at most 1 + ϵ′ times the weight of Pl, that is

w(Pl−1) ≤ (1 + ϵ′)w(Pl) ≤ (1 + ϵ′)2dG(u, v) .

Proceeding in the same way, we conclude that w(P0) ≤ (1+ϵ′)l+1dG(u, v). Hence, the stretch
of our distance oracle is

(1 + ϵ′)l+1 = (1 + ϵ

2(l + 1))l+1 ≤ e
ϵ
2 ≤ 1 + ϵ .

For analysing the query time of our distance oracle, we can think of the query algorithm
as a single pass on the path Pl, where every time that an edge of Hl is reached, we replace
it with the appropriate path Qx,y, and continue inside Qx,y recursively. Since every step
produces an edge that will appear in the output path, the query time is proportional to
this output path. Observe, however, that the resulting path is actually a walk, and not
necessarily a simple path. By our convention of writing the query time of PRDOs, this query
time is O(1).

Lastly, we analyse the size of our pairwise PRDO. Note that by their definitions, the
paths Px,y, for every (x, y) ∈ P are of length at most βl. Similarly, the length of Qx,y, for
(x, y) ∈ Hi is at most βi−1. Therefore, the total space required for storing these paths is at
most

|P| · βl +
l∑

i=1
|Hi| · βi−1 = |P| · β(ϵ′, k) · Dl +

l∑
i=1

O

((
n log n

Di

)1+ 1
k

)
· β(ϵ′, k) · Di−1

= β(ϵ′, k) ·

(
|P| · 2 +

l∑
i=1

O

((
n log n

Di

)1+ 1
k

)
· Di−1

)

= β(ϵ′, k) · O
(
|P| + (n log n)1+ 1

k

l∑
i=1

Di−1

D
1+ 1

k
i

)
= O

(
log k

ϵ/2l

)log k

· O
(
|P| + (n log n)1+ 1

log n

l∑
i=1

Di−1

D
1+ 1

k
i

)
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= O

(
l · log k

ϵ

)log k

· O
(
|P| + n log n ·

l∑
i=1

Di−1

D
1+ 1

k
i

)
= O

(
l · log k

ϵ

)log k

· Õ
(
|P| + n ·

l∑
i=1

Di−1

D
1+ 1

k
i

)
.

For making the last term small, we choose Di =
⌈
n( k

k+1 )i
⌉
, and thus

Di−1

D
1+ 1

k
i

≤ n
( k

k+1 )i−1
+1

n
( k

k+1 )i·(1+ 1
k

)
= n

( k
k+1 )i−1

+1
n

( k
k+1 )i−1 ≤ 2 . For this choice of Di, since we want Dl to be 2,

we must have n( k
k+1 )l

≤ 2, that is, l ≥ log k+1
k

(log n). Notice that log k+1
k

(log n) = log log n
log(1+ 1

k ) ≤
log log n

log(2
1
k )

= k log log n , thus we can choose l = ⌈k log log n⌉ = ⌈log n · log log n⌉.
In conclusion, the size of our pairwise PRDO is at most

O

(
l · log k

ϵ

)log k

· Õ
(
|P| + n ·

l∑
i=1

Di−1

D
1+ 1

k
i

)
= O

(
l · log k

ϵ

)log k

· Õ
(
|P| + n ·

l∑
i=1

2
)

= O

(
l · log k

ϵ

)log k

· Õ
(
|P| + l · n

)
= O

(
log n · (log log n)2

ϵ

)log log n

· Õ
(
|P| + n

)
= noϵ(1) · O

(
|P| + n

)
◀
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Abstract
Given a spanning tree T of a planar graph G, the co-tree of T is the spanning tree of the dual graph
G∗ with edge set (E(G) − E(T ))∗. Grünbaum conjectured in 1970 that every planar 3-connected
graph G contains a spanning tree T such that both T and its co-tree have maximum degree at
most 3.

While Grünbaum’s conjecture remains open, Biedl proved that there is a spanning tree T such
that T and its co-tree have maximum degree at most 5. By using new structural insights into
Schnyder woods, we prove that there is a spanning tree T such that T and its co-tree have maximum
degree at most 4. This tree can be computed in linear time.
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1 Introduction

Let a k-tree be a spanning tree whose maximum degree is at most k. In 1966, Barnette
proved the fundamental theorem that every planar 3-connected graph contains a 3-tree [3].
Both assumptions in this theorem are essential in the sense that the statement fails for
arbitrary non-planar graphs (as the arbitrarily high degree in any spanning tree of the
complete bipartite graphs K3,n−3 show) as well as for graphs that are not 3-connected (as
the planar graphs K2,n−2 show).

Since then, Barnette’s theorem has been extended and generalized in several directions.
First, one may try to relax the 3-connectedness assumption: Indeed, Barnette’s original proof
holds for the slightly more general class of circuit graphs1, and may also be extended to
arbitrary planar graphs G in form of a local version that guarantees for every 3-connected2

vertex set X of G a (not necessarily spanning) tree of G that has maximum degree at
most 3 and contains X [6]. Alternatively, one may relax the planarity assumption. Ota
and Ozeki [22] proved that for every k ≥ 3, every 3-connected graph with no K3,k-minor
contains a (k − 1)-tree if k is even and a k-tree if k is odd. Further sufficient conditions for
the existence of k-trees may be found in the survey [23].

Second, one may see spanning trees as 1-connected spanning subgraphs and generalize
these to k-connected spanning subgraphs for any k > 1. In this direction, Barnette [4] proved
that every planar 3-connected planar graph contains a 2-connected spanning subgraph whose
maximum degree is at most 15, and Gao [17] improved this result subsequently to the tight
bound of maximum degree at most 6. Interestingly, Gao showed that his result holds as well
for the 3-connected graphs that are embeddable on the projective plane, the torus or the
Klein bottle.

1 that is, planar internally 3-connected graphs with a designated outer face
2 X ⊆ V (G) such that G contains three internally vertex-disjoint paths between every two vertices of X
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Third, one may try to strengthen the 3-tree in question. A recent alternative proof of
Barnette’s theorem based on canonical orderings by Biedl [5, Corollary 1] (which was also
mentioned by Chrobak and Kant) reveals that further degree constraints may be imposed on
the 3-tree for prescribed vertices (for example, two vertices of a common face may be forced
to be leaves of the tree). To strengthen this further, Barnette’s theorem can be seen as a
side-result of a structure obtained in Hamiltonicity studies from generalizing the theory of
Tutte paths and Tutte cycles: Gao and Richter [18] proved that every planar 3-connected
graph contains a 2-walk, which is a walk that visits every vertex exactly once or twice. By
going along such 2-walks and omitting the last edge whenever a vertex is revisited, these
2-walks imply the existence of 3-trees. Here, planar 3-connected graphs may again be replaced
with circuit graphs, and all results have been successfully lifted to higher surfaces. Even
more, the surfaces on which every embedded 3-connected graph contains a 2-walk have been
classified [7].

Perhaps one of the most severe strengthenings of the 3-tree in question is a long-standing
and to the best of our knowledge still open conjecture made by Grünbaum in 1970. Since the
planar dual G∗ = (V ∗, E∗) of every (simple) planar 3-connected graph G is again planar and
3-connected, G∗ contains a 3-tree as well. By the well-known cut-cycle duality, any spanning
tree T of G implies that also ¬T ∗ := (V ∗, (E(G) − E(T ))∗) is a spanning tree of G∗; we call
¬T ∗ the co-tree of T . Taking the best of these two worlds, Grünbaum made the following
conjecture.

▶ Conjecture (Grünbaum [19, p. 1148], 1970). Every planar 3-connected graph G contains a
3-tree T whose co-tree ¬T ∗ is also a 3-tree.

While Grünbaum’s conjecture is to the best of our knowledge still unsolved, progress has
been made by Biedl [5], who proved the existence of a 5-tree, whose co-tree is a 5-tree. We
prove the existence of a 4-tree, whose co-tree is a 4-tree. Our methods exploit insights into
the structure of Schnyder woods. We discuss Schnyder woods, their lattice structure and
ordered path partitions in Section 2, our main result in Section 3 and computational aspects
of this main result in Section 5.

2 Schnyder Woods and Ordered Path Partitions

We only consider simple undirected graphs. A graph is plane if it is planar and embedded
into the Euclidean plane without intersecting edges. The neighborhood of a vertex set A is
the union of the neighborhoods of vertices in A. Although parts of this paper use orientation
on edges, we will always let vw denote the undirected edge {v, w}.

2.1 Schnyder Woods
Let σ := {r1, r2, r3} be a set of three vertices of the outer face boundary of a plane graph
G in clockwise order (but not necessarily consecutive). We call r1, r2 and r3 roots. The
suspension Gσ of G is the graph obtained from G by adding at each root of σ a half-edge
pointing into the outer face. With a little abuse of notation, we define a half-edge as an arc
that has a startvertex but no endvertex. A plane graph G is σ-internally 3-connected if the
graph obtained from the suspension Gσ of G by making the three half-edges incident to a
common new vertex inside the outer face is 3-connected. Note that the class of σ-internally
3-connected plane graphs properly contains all 3-connected plane graphs.
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▶ Definition 1 (Felsner [11]). Let σ = {r1, r2, r3} and Gσ be the suspension of a σ-internally
3-connected plane graph G. A Schnyder wood of Gσ is an orientation and coloring of the
edges of Gσ (including the half-edges) with the colors 1,2,3 (red, green, blue) such that
(a) Every edge e is oriented in one direction (we say e is unidirected) or in two opposite

directions (we say e is bidirected). Every direction of an edge is colored with one of the
three colors 1,2,3 (we say an edge is i-colored if one of its directions has color i) such
that the two colors i and j of every bidirected edge are distinct (we call such an edge
i-j-colored). Similarly, a unidirected edge whose direction has color i is called i-colored.
Throughout the paper, we assume modular arithmetic on the colors 1,2,3 in such a way
that i + 1 and i − 1 for a color i are defined as (i mod 3) + 1 and (i + 1 mod 3) + 1.
For a vertex v, a uni- or bidirected edge is incoming (i-colored) in v if it has a direction
(of color i) that is directed toward v, and outgoing (i-colored) of v if it has a direction
(of color i) that is directed away from v.

(b) For every color i, the half-edge at ri is unidirected, outgoing and i-colored.
(c) Every vertex v has exactly one outgoing edge of every color. The outgoing 1-, 2-, 3-colored

edges e1, e2, e3 of v occur in clockwise order around v. For every color i, every incoming
i-colored edge of v is contained in the clockwise sector around v from ei+1 to ei−1 (see
Figure 1).

(d) No inner face boundary contains a directed cycle (disregarding possible opposite edge
directions) in one color.

1

23
1

1
1

2

2

2
3

3

Figure 1 Properties of Schnyder woods. Condition 1c at a vertex.

For a Schnyder wood and color i, let Ti be the directed graph that is induced by the
directed edges of color i. The following result justifies the name of Schnyder woods.

▶ Lemma 2 ( [12,24]). For every color i of a Schnyder wood of Gσ, Ti is a directed spanning
tree of G in which all edges are oriented to the root ri.

For a directed graph H, we denote by H−1 the graph obtained from H by reversing the
direction of all its edges.

▶ Lemma 3 (Felsner [14]). For every i ∈ {1, . . . , 3}, T −1
i ∪ T −1

i+1 ∪ Ti+2 is acyclic.

2.2 Dual Schnyder Woods
Let G be a σ-internally 3-connected plane graph. Any Schnyder wood of Gσ induces
a Schnyder wood of a slightly modified planar dual of Gσ in the following way [9, 13]
(see [21, p. 30] for an earlier variant of this result given without proof). As common for plane
duality, we will use the plane dual operator ∗ to switch between primal and dual objects
(also on sets of objects).

SWAT 2024



37:4 Toward Grünbaum’s Conjecture

Extend the three half-edges of Gσ to non-crossing infinite rays and consider the planar
dual of this plane graph. Since the infinite rays partition the outer face f of G into three
parts, this dual contains a triangle with vertices b1, b2 and b3 instead of the outer face vertex
f∗ such that b∗

i is not incident to ri for every i (see Figure 2). Let the suspended dual Gσ∗ of
Gσ be the graph obtained from this dual by adding at each vertex of {b1, b2, b3} a half-edge
pointing into the outer face.

r1

r2r3

b1

b2 b3

Figure 2 The completion of G obtained by superimposing Gσ and its suspended dual Gσ∗
(the

latter depicted with dotted edges). The primal Schnyder wood is not the minimal element of the
lattice of Schnyder woods of G, as this completion contains a clockwise directed cycle (marked in
yellow).

Consider the superposition of Gσ and its suspended dual Gσ∗ such that exactly the primal
dual pairs of edges cross (here, for every 1 ≤ i ≤ 3, the half-edge at ri crosses the dual edge
bi−1bi+1).

▶ Definition 4. For any Schnyder wood S of Gσ, define the orientation and coloring S∗ of
the suspended dual Gσ∗ as follows (see Figure 2):
(a) For every unidirected (i − 1)-colored edge or half-edge e of Gσ, color e∗ with the two

colors i and i + 1 such that e points to the right of the i-colored direction.
(b) Vice versa, for every i-(i + 1)-colored edge e of Gσ, (i − 1)-color e∗ unidirected such that

e∗ points to the right of the i-colored direction.
(c) For every color i, make the half-edge at bi unidirected, outgoing and i-colored.

The following lemma states that S∗ is indeed a Schnyder wood of the suspended dual.
The vertices b1, b2 and b3 are called the roots of S∗.

▶ Lemma 5 ([20], [13, Prop. 3]). For every Schnyder wood S of Gσ, S∗ is a Schnyder wood
of Gσ∗ .

Since S∗∗ = S, Lemma 5 gives a bijection between the Schnyder woods of Gσ and the
ones of Gσ∗ . Let the completion G̃ of G be the plane graph obtained from the superposition
of Gσ and Gσ∗ by subdividing each pair of crossing (half-)edges with a new vertex, which
we call a crossing vertex (see Figure 2). The completion has six half-edges pointing into its
outer face.
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Any Schyder wood S of Gσ implies the following natural orientation and coloring G̃S of
its completion G̃: For any edge vw ∈ E(Gσ) ∪ E(Gσ∗), let z be the crossing vertex of Gσ

that subdivides vw and consider the coloring of vw in either S or S∗. If vw is outgoing of v

and i-colored, we direct vz ∈ E(G̃) toward z and i-color it; analogously, if vw is outgoing
of w and j-colored, we direct wz ∈ E(G̃) toward z and j-color it. In the case that vw is
unidirected, say without loss of generality incoming at v and i-colored, we direct zv ∈ E(G̃)
toward v and i-color it. The three half-edges of Gσ∗ inherit the orientation and coloring of S∗

for G̃S . By Definition 4, the construction of G̃S implies immediately the following corollary.

▶ Corollary 6. Every crossing vertex of G̃S has one outgoing edge and three incoming edges
and the latter are colored 1, 2 and 3 in counterclockwise direction.

Using results on orientations with prescribed outdegrees on the respective completions,
Felsner and Mendez [8,12] showed that the set of Schnyder woods of a planar suspension Gσ

forms a distributive lattice. The order relation of this lattice relates a Schnyder wood of Gσ

to a second Schnyder wood if the former can be obtained from the latter by reversing the
orientation of a directed clockwise cycle in the completion. This gives the following lemma,
of which the computational part is due to Fusy [15].

▶ Lemma 7 ([8, 12,15]). For the minimal element S of the lattice of all Schnyder woods of
Gσ, G̃S contains no clockwise directed cycle. Also, S and G̃S can be computed in linear time.

We call the minimal element of the lattice of all Schnyder woods of Gσ the minimal
Schnyder wood of Gσ.

2.3 Ordered Path Partitions
▶ Definition 8. For any j ∈ {1, 2, 3} and any {r1, r2, r3}-internally 3-connected plane graph
G, an ordered path partition P = (P0, . . . , Ps) of G with base-pair (rj , rj+1) is an ordered
partition of V (G) into the vertex sets of induced paths such that the following holds for every
i ∈ {0, . . . , s − 1}, where Vi :=

⋃i
q=0 Pq and the contour Ci is the clockwise walk from rj+1

to rj on the outer face of G[Vi].
(a) P0 is the vertex set of the clockwise path from rj to rj+1 on the outer face boundary of

G, and Ps = {rj+2}.
(b) Every vertex in Pi has a neighbor in V (G) \ Vi.
(c) Ci is a path.
(d) Every vertex in Ci has at most one neighbor in Pi+1.
For the ease of notation we often refer to vertex sets of paths as paths.
▶ Remark 9. Our definition of an ordered path partition P = (P0, . . . , Ps) is essentially the
definition of Badent et al. [2], in which the vertex sets Pi have to induce paths (this is not
explicitly stated in [2], but used in the proof of their Theorem 5). Because a part of the
proof of Theorem 5 in [2] (correspondence of ordered path partitions and Schnyder woods)
was incomplete, Alam et al. [1, Lemma 1] corrected the result, but unfortunately outsourced
the corrected proof into the extended abstract [1, arXiv version, Section 2.2] only. In this
correction however, Alam et al. [1] give an incomplete definition3 of ordered path partitions
that misses Condition b. This incompleteness does however not affect the proof of their
Lemma 4 [1, arXiv version], as this only gives a correction of [2, Theorem 5] regarding the
order of the paths. In this paper, we only use Lemma 4 of [1, arXiv version] which is identical
to [1, Lemma 1].

3 Confirmed by personal communication with the authors of [1].
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By Definition 8a and 8b, G contains for every i and every vertex v ∈ Pi a path from v to
rj+2 that intersects Vi only in v. Since G is plane, we conclude the following.

▶ Lemma 10. Every path Pi of an ordered path partition is embedded into the outer face of
G[Vi−1] for every 1 ≤ i ≤ s.

Compatible Ordered Path Partitions
We describe a connection between Schnyder woods and ordered path partitions that was first
given by Badent et al. [2, Theorem 5] and then revisited by Alam et al. [1, Lemma 1].

▶ Definition 11. Let j ∈ {1, 2, 3} and S be any Schnyder wood of the suspension Gσ of G.
As proven in [1, arXiv version, Section 2.2], the vertex sets of the inclusion-wise maximal
j-(j + 1)-colored paths of S then form an ordered path partition of G with base pair (rj , rj+1),
whose order is a linear extension of the partial order given by reachability in the acyclic graph
T −1

j ∪ T −1
j+1 ∪ Tj+2; we call this special ordered path partition compatible with S and denote

it by Pj,j+1.

For example, for the Schnyder wood given in Figure 2, P2,3 consists of the vertex sets
of six maximal 2-3-colored paths, of which four are single vertices. We denote each path
Pi ∈ Pj,j+1 by Pi := {vi

1, . . . , vi
k} such that vi

1vi
2 is outgoing j-colored at vi

1 and, for every
l ∈ {1, . . . , k − 1}, vi

lv
i
l+1 is a j-(j + 1)-colored edge.

Let Ci be as in Definition 8. By Definition 8c and Lemma 10, every path Pi = {vi
1, . . . , vi

k}
of an ordered path partition satisfying i ∈ {1, . . . , s} has a neighbor vi

0 ∈ Ci−1 that is closest
to rj+1 and a different neighbor vi

k+1 ∈ Ci−1 that is closest to rj (see Figure 3). We call
vi

0 the left neighbor of Pi, vi
k+1 the right neighbor of Pi and P e

i := {vi
0} ∪ Pi ∪ {vi

k+1} the
extension of Pi; we omit superscripts if these are clear from the context. For 0 < i ≤ s,
let the path Pi cover an edge e or a vertex x if e or x is contained in Ci−1, but not in Ci,
respectively.

▶ Lemma 12. Every path Pi ̸= P0 of a compatible ordered path partition Pj,j+1 satisfies the
following (see Figure 3):
(a) Every neighbor of Pi that is in Vi−1 is contained in the path of Ci−1 between vi

0 and
vi

k+1.
(b) vi

0vi
1 and vi

kvi
k+1 are edges of G[Vi].

(c) vi
0vi

1 is (j + 1)-colored outgoing at vi
1 and vi

kvi
k+1 is j-colored outgoing at vi

k.
(d) Every edge vi

lx incident to Pi and Vi−1 except for vi
0vi

1 and vi
kvi

k+1 is unidirected toward
Pi, (j + 2)-colored and satisfies x /∈ {vi

0, vi
k+1}.

Proof. The statement a follows directly from Lemma 10 and the definition of left and right
neighbor of Pi.

Now, we prove statements b and c. According to Definition 11, the order of Pj,j+1 on
the vertex sets of paths is a linear extension of the partial order given by reachability in the
acyclic graph T −1

j ∪ T −1
j+1 ∪ Tj+2. This allows us to characterize the color of the edges that

join Pi with vertices of Vi−1 and V − Vi, respectively. Edges that join Pi with vertices of
Vi−1 are incoming (j + 2)-colored, unidirected outgoing j-colored or unidirected outgoing
(j + 1)-colored at a vertex of Pi. Edges that join Pi with vertices of V − Vi are outgoing
(j + 2)-colored, unidirected incoming j-colored or unidirected incoming (j + 1)-colored at a
vertex of Pi.

Recall that all edges of G[Pi] are j-(j +1)-colored. Let wvi
1 be the outgoing (j +1)-colored

edge at vi
1 and vi

ku be the outgoing j-colored edge at vi
k. If k > 1, vi

1vi
2 is outgoing j-colored

by definition. Thus, as G[Pi] is induced, w /∈ Pi. If k = 1, Pi consists of only one vertex and
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hence w /∈ Pi. Thus, as G[Pi] is a maximal j-(j + 1)-colored path, wvi
1 is either unidirected

(j + 1)-colored or (j + 1)-(j + 2)-colored. As observed above, this implies w ∈ Vi−1 and by a
w ∈ Ci−1. Similarly, we obtain u ∈ Ci−1.

Assume to the contrary that u is closer to rj+1 on Ci−1 than w is. By definition of Pi,
for every vertex of Pi, the outgoing j-colored edge is directed toward u and the outgoing
(j + 1)-colored edge points toward w on G[Pi] ∪ {wvi

1, vi
ku}. By Definition 1c, the outgoing

(j +2)-colored edge e of a vertex of Pi occurs in the counterclockwise sector from the outgoing
j-colored to the outgoing (j + 1)-colored edge excluding both. As we assumed that u is
closer to rj+1 on Ci−1 than w is, this sector is in the interior of the region bounded by
G[Pi] ∪ {wvi

1, vi
ku} and the path from u to w on Ci−1. Hence, by planarity, e joins Pi with a

vertex of Ci−1 ⊆ Vi−1, contradicting our above characterization of edges that join Pi with
vertices of Vi−1. Thus, w is closer to rj+1 on Ci−1 than u is or we have w = u. If u = w,
then Lemma 3 is violated by the cycle formed by Pi ∪ u in Tj ∪ T −1

j+1 ∪ T −1
j+2, which is a

contradiction. Thus, w is closer to rj+1 on Ci−1 than u.
Since Pi is a maximal j-(j+1)-colored path, the outgoing j-colored and (j+1)-colored edges

at every of its vertices are either in Pi or in {wvi
1, vi

ku}. Hence, by our above characterization,
the edges that join Pi with vertices of Ci−1 ⊆ Vi−1 are exactly vi

ku, vi
1w and the unidirected

incoming (j + 2)-colored edges at vertices of Pi. Let vx be such an unidirected incoming
(j + 2)-colored edge with v ∈ Pi. By Definition 1c, vx occurs in the clockwise sector from
the outgoing j-colored edge to the outgoing (j + 1)-colored edge around v excluding both.
By planarity and the fact that w is closer to rj+1 on Ci−1 than u, x is contained in the path
of Ci−1 between w and u. By definition of the left and right neighbor vi

0 and vi
k+1 of Pi, we

thus have vi
0 = w and vi

k+1 = u, which proves b and c.
For d, let vi

lx /∈ {vi
kvi

k+1, vi
1vi

0} be an edge that joins Pi with a vertex x of Vi−1. By
a, x ∈ Ci−1. In the last paragraph, we observed that vi

lx is incoming (j + 2)-colored at a
vertex of Pi. We showed also that the outgoing j-colored and the outgoing (j + 1)-edge of
any vertex in Pi is either in Pi or vi

1vi
0 or vi

kvi
k+1. Thus, we obtain that vi

lx is unidirected
incoming (j + 2)-colored at a vertex of Pi. Assume, for the sake of contradiction, that x = vi

0.
Then the path from vi

l to vi
1 on Pi, vi

0vi
1 and vi

lv
i
0 form an oriented cycle in Tj ∪ T −1

j+1 ∪ T −1
j+2,

which contradicts Lemma 3. A similar argument shows x ̸= vi
k+1. ◀

3 Spanning Trees with Maximum Degree at Most 4

In this section, we prove our main result. The following new lemma on the structure of
minimal Schnyder woods and their compatible ordered path partitions is crucial for this
proof. For 0 < i ≤ s, let the path Pi cover an edge e or a vertex x if e or x is contained in
Ci−1, but not in Ci, respectively.

▶ Lemma 13. Let G be a σ-internally 3-connected plane graph, S be the minimal Schnyder
wood of Gσ and P2,3 = (P0, . . . , Ps) be the ordered path partition that is compatible with S.
Let Pi := {v1, . . . , vk} ̸= P0 be a path of P2,3 and v0 and vk+1 be its left and right neighbor.
Then every edge vlw /∈ {v0v1, vkvk+1} with vl ∈ Pi and w ∈ Vi−1 is unidirected, 1-colored
and incoming at vk and w /∈ {v0, vk+1}.

Proof. Consider any edge vlw /∈ {v0v1, vkvk+1} that is incident to vl ∈ Pi and w ∈ Vi−1
(see Figure 3). By Lemma 12a, w is either v0, vk+1 or a vertex that is covered by Pi. As
vlw /∈ {v0v1, vkvk+1}, vlw must be 1-colored incoming at vl such that w /∈ {v0, vk+1} by
Lemma 12d. It thus remains to show that l = k.

Assume to the contrary that l ̸= k. Observe that, by Definition 1c, all edges in the
clockwise sector from vlvl+1 to vlvl−1 are incoming 1-colored. Choose w such that vlw is
the clockwise first incoming 1-colored edge at vl (see Figure 3). By Corollary 6, the dual
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37:8 Toward Grünbaum’s Conjecture

edge of vlvl+1 is unidirected 1-colored in the completion G̃S of G and the dual edge of vlw is
2-3-colored. Hence, G̃S contains the clockwise cycle shown in Figure 3, which contradicts
the assumption that S is the minimal Schnyder wood. ◀

G[Vi−1]

Pi

e

Ci−1

P0

r3 r2

v0

v1 vl vk ̸= v1

vk+1

w

Figure 3 The clockwise cycle of G̃S of the proof of Lemma 13, depicted in yellow.

For a spanning subgraph T of a plane graph G, let the co-graph ¬T ∗ be the spanning
subgraph (V ∗, (E(G) − E(T ))∗) of G∗. As stated in the introduction, ¬T ∗ is a spanning tree
if T is one and in that case called a co-tree.

▶ Theorem 14. Every {r1, r2, r3}-internally 3-connected plane graph G contains a 4-tree T

whose co-tree ¬T ∗ is a 4-tree.

Proof. We first sketch the general idea of the proof: First, we identify a spanning candidate
graph H ⊆ G such that ¬H∗ is a subgraph of G∗ that has the same structural properties as
H. We then define a subset D of the edges of H such that H − D is acyclic and ¬H∗ + D∗

has maximum degree 4. We use the same arguments to define a similar subset D′ for ¬H∗.
In the end, we need to show that D′∗ and D∗ do not create new cycles in ¬H∗ and H,
respectively. That way we obtain that the co-graph of H − D + D′∗ is ¬H∗ − D′ + D∗,
and both graphs are acyclic and of maximum degree 4. Since a spanning subgraph G′ of
G is connected if and only if G − E(G′) does not contain any edge cut of G, the cut-cycle
duality [10, Prop. 4.6.1] proves that those two graphs are both connected, which gives the
claim.

Let S be the minimal Schnyder wood of Gσ. By Lemma 7, the completion G̃S of G

contains no clockwise directed cycle. Since G̃S contains the completion of the suspended
dual Gσ∗ except for its three outer vertices (which do not affect clockwise cycles), S∗ is a
minimal Schnyder wood of Gσ∗ .

Let H be the spanning subgraph of G whose edge set consists of the bidirected edges of S.
Recall that an edge e ∈ E(G) is not in H if and only if e∗ is in ¬H∗. By Definition 4, ¬H∗

contains therefore exactly the bidirected edges of S∗, except for the three bidirected edges on
the outer face boundary of Gσ∗ , as these are not dual edges of G (in fact, these three edges
appear only in the suspended dual Gσ∗ and were necessary to define dual Schnyder woods).

Since every vertex is incident to at most three bidirected edges by Definition 1c for S and
as well for S∗, both H and ¬H∗ have maximum degree at most three. However, H and ¬H∗

may neither be connected nor acyclic. In fact, H contains always the outer face boundary of
G as a cycle, as all edges are bidirected by the definition of the first paths of the compatible
ordered path partitions P1,2, P2,3 and P3,1.
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We will therefore iteratively identify edges of cycles of H such that ¬H∗ still has maximum
degree at most four when those cycles are deleted in H. In order to do this, we iteratively
define edge sets D and D′ that are deleted from H and ¬H∗, starting with D := D′ := ∅.

Let C be a cycle of H and let (P0, . . . , Ps) be the paths of the compatible ordered path
partition P2,3 of S. Let P be the path of maximal length in C such that P ⊆ PM with
M := max{i | Pi ∩ V (C) ̸= ∅}; we call P the index maximal subpath of C, as it is the fraction
of C highest up in the order of P2,3. Since C has only bidirected edges, the statement of
Lemma 13 about e being unidirected implies that P = PM and that C contains the extension
of P ; in particular, P ∈ P2,3.

Denote by Pmax the set of index maximal subpaths of all cycles of H. For a path
P ∈ Pmax \ {Ps}, let PL with L := min{i | Pi covers an edge of the extension of P} be the
minimal-covering path of P (recall that this extension is part of the cycle and the minimal-
covering path exists, as Ps is excluded). Denote by Pcover the set of the minimal-covering
paths of all index maximal subpaths in Pmax \ {Ps}. In particular, Ps = r1 is the index
maximal subpath of the outer face boundary of G, which is a bidirected cycle, as shown
before. Since no edge of the extension of Ps is covered by another path of P2,3, we add the
outgoing 2-colored edge of r1 to D in order to destroy the outer face cycle.

Next, we process the paths of Pcover in reverse order of P2,3, i.e., from highest to lowest
index. Let Pc = {v1, . . . , vk} ∈ Pcover for some c ∈ {1, . . . , s} be the path under consideration.
Let P ′

1, . . . , P ′
l be the index maximal paths for which Pc is the minimal-covering path, ordered

clockwise around the outer face of G[Vc−1] (see Figure 4); note that there may also be other
paths covered by Pc that are not index maximal. Let f1, . . . , fa be the faces incident to vk

in counterclockwise order from the outgoing 3-colored edge to the outgoing 2-colored edge;
we say that f1, . . . , fa are below Pc. For every path of {P ′

1, . . . , P ′
l }, we will add an edge to

D that is on the extension of that path. Thus, after having processed every path in Pcover

in this way, a cycle in H does not exist in H − D anymore.

Pc

P ′
1

P ′
2

P ′
3

f1

f2
f3 f4

v0

v1 vk

vk+1

Figure 4 Illustration for some of the definitions used in the proof of Theorem 14. If Case 1
applies to Pc, we add the edges marked in yellow to D.

Consider the case that vk+1 = w1 for a path P ′
l = {w1, . . . , wt}. Assume for the sake of

contradiction that then vkvk+1 is not 1-2-colored. Since P ′
l is an index maximal subpath,

w0w1 is 1-3-colored. By Lemma 12c, then vkvk+1 is unidirected 2-colored. By Corollary 6,
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37:10 Toward Grünbaum’s Conjecture

Pc

P ′
l

v0

v1 vk

vk+1 = w1

w0

f∗
a

Figure 5 If vkvk+1 is unidirected 2-colored, then G̃S contains the clockwise cycle depicted in
yellow.

this implies that (vkvk+1)∗ is 1-3-colored. Hence, G̃S contains the clockwise cycle in Figure 5,
which contradicts the assumption that S is the minimal Schnyder wood. We conclude that
vkvk+1 is 1-2-colored in that case.

We will now select one edge from each of the extensions of the paths P ′
1, . . . , P ′

l and add
it to D. We generally aim for selecting those edges that have smallest possible impact on the
maximum degree of the dual graph: we prefer always edges of the paths P ′

1, . . . , P ′
l that are

covered by Pc. For example, for P ′
2 in Figure 4, adding its edge to D causes a higher degree

at the dual vertex f∗
2 while connecting the dual to it; this is fine, as f2 is a triangle by the

mandatory outgoing 1-colored edges and thus the degree of f∗
2 never exceeds 3 anyway. In

detail, we distinguish the following two cases.

Augmentation procedure of D for the path Pc

Case 1: Pc is not an index maximal subpath (see Figure 4).
For every i ∈ {1, . . . , l}, if Pc covers an edge of G[P ′

i ], then we add one such edge to
D. If for P ′

l = {w1, . . . , wt}, we have w1 = vk+1 (note that this excludes the previous
condition), then we add w0w1 to D. For all remaining i ∈ {1, . . . , l} for which none of
the above conditions apply, we set P ′

i = {u1, . . . , ut} and add the edge utut+1 to D.
Case 2: Pc is an index maximal subpath.

Since the minimal-covering path of Pc has higher index than Pc itself, there already is
either an edge of G[Pc], v0v1 or vkvk+1 in D.
Case 2.1: An edge of G[Pc] or v0v1 is in D (see Figure 6a).

We proceed as in Case 1.
Case 2.2: vkvk+1 ∈ D (see Figure 6b)

For every i ∈ {1, . . . , l}, if Pc covers an edge of G[P ′
i ], then we add one such edge to

D. If for P ′
1 = {p1, . . . , pb}, we have pb = v0 (note that this excludes the previous

condition), then we add pbpb+1 to D. For all remaining i ∈ {1, . . . , l} for which none
of the above conditions apply, we set P ′

i = {u1, . . . , ut} and add the edge u0u1 to D.

We now need to show that the maximum degree of ¬H∗ + D∗ does not exceed 4. We
prove that, after having processed Pc, no further boundary edge of any f ∈ {f1, . . . , fa} is
added to D: Assume to the contrary that there is a face f ∈ {f1, . . . , fa} and an edge e
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Pc

v0

v1 v2 v3 v4

v5

(a) The situation in Case 2.1. Here the edge v2v3 is marked in orange and in D before we
consider Pc. The edges that we add to D are marked in yellow.

Pc

v0

v1

v2

(b) The situation in Case 2.2. The edge v1v2 is marked in orange and in D before we consider
Pc. The edges that we then add to D are marked in yellow.

Figure 6 Subcases for which Pc is an index maximal subpath in Theorem 14.

on the boundary of f such that e is not in D after having processed Pc but will be added
later. Let Pi ∈ P2,3 be the path whose extension contains e. Then the minimal-covering
path Pc′ ∈ P2,3 of Pi needs to have lower index than Pc, i.e., c′ < c. As e is covered by Pc,
it is not covered by the minimal-covering path of Pi. Hence e will not be added to D, which
is a contradiction.

First, consider the case a > 1, in which there at least two faces below Pc. By Definition 8b,
the boundary of every fj with j ∈ {1, . . . , a} contains at most two edges that are in the
union of the extensions of paths in {P ′

1, . . . , P ′
l }. For j ∈ {2, . . . , a − 1}, the augmentation

procedure adds at most one of those edges to D, which implies that deg¬H∗+D∗(f∗
j ) ≤ 4 for

every j ∈ {2, . . . , a − 1} (see Figure 6).
Now, consider j = 1, i.e., the face f1 in the case a > 1. Let P ′

1 = {p1, . . . , pb}. In Case 1
of the augmentation procedure, we add at most one edge of the boundary of f1 to D, hence
deg¬H∗+D∗(f∗

1 ) ≤ 4. In Case 2, v0v1 is 1-3-colored, since Pc is an index maximal subpath
(see Figure 6). By Corollary 6, (v0v1)∗ is unidirected 2-colored and outgoing at f∗

1 . This
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37:12 Toward Grünbaum’s Conjecture

implies deg¬H∗(f∗
1 ) ≤ 2, as f∗

1 is incident to at most two bidirected edges. In Case 2.1, there
is an edge of Pc or v0v1 in D. And if pb = v0, the edge pbpb+1 is in D. Those are the only
edges of the boundary of f1 in D in Case 2.1 and hence deg¬H∗+D∗(f∗

1 ) ≤ 4. In Case 2.2,
there is neither an edge of Pc nor v0v1 in D. As above, if pb = v0, the edge pbpb+1 is in D.
And if the left neighbor of P ′

2 is no the boundary of f1, then also the edge from P ′
2 to its

left neighbor is in D. Thus, also in Case 2.2, the augmentation procedure adds at most two
edges of the boundary of f1 to D and hence deg¬H∗+D∗(f∗

1 ) ≤ 4.
Now consider j = a, i.e., the face fa in the case a > 1. Let P ′

l = {w1, . . . , wt}. If vkvk+1
is 1-2-colored, then (vkvk+1)∗ is unidirected 3-colored and outgoing at f∗

a by Corollary 6
and hence deg¬H∗(f∗

a ) ≤ 2. The augmentation procedure adds at most two edges of the
boundary of fa to D and hence deg¬H∗+D∗(f∗

a ) ≤ 4. Assume now that vkvk+1 is unidirected
2-colored. Then Pc is not an index maximal subpath and we are in Case 1. As we observed
above, then w1 ≠ vk+1. The augmentation procedure adds at most one edge of the boundary
of fa to D and we have deg¬H∗+D∗(f∗

a ) ≤ 4.
In the remaining case a = 1, there is exactly one face below Pc. If Pc is not an

index maximal subpath, we use exactly the same arguments as we used to show that
deg¬H∗+D∗(f∗

a ) ≤ 4 for a ̸= 1. If Pc is an index maximal subpath, then, by the same
arguments as above, we know that (vkvk+1)∗ and (v1v0)∗ are unidirected and outgoing at
f∗

1 . This implies deg¬H∗(f∗
1 ) ≤ 1. There are at most three edges of the boundary of f1 in D.

Those potential edges are an edge of the extension of Pc, the outgoing 2-colored edge of v0
and the outgoing 3-colored edge of vk+1.

In addition, there are faces that are never below a path of Pcover. Those faces have at
most one edge of their boundary in D. Thus, their dual vertices in ¬H∗ + D∗ have degree at
most 4 (see Figure 6).

The clockwise path from r2 to r3 on the outer face boundary is not an index maximal
subpath. Hence, the augmentation procedure does not add any edge of the clockwise path
from r2 to r3 on the outer face boundary to D. However, by our assumption, D includes the
outgoing 2-colored edge at r1, which is the only edge of D that is on the boundary of the
outer face of G.

So far we showed that H −D is acyclic and ¬H∗ +D∗ has maximum degree at most 4. We
now apply the same arguments that we used for H to ¬H∗ ∪ {b1b2, b2b3, b3b1} and obtain D′.
Hence, we have that ¬H∗ ∪ {b1b2, b2b3, b3b1} − D′ is acyclic and H + D′∗ \ {b1b2, b2b3, b3b1}∗

has maximum degree at most 4.
The edges b1b2, b2b3 and b3b1 are not in G∗ and there is only one edge on the boundary of

the outer face of G that is also in D. We may thus ignore b1b2, b2b3 and b3b1 in the following
and freely switch from ¬H∗ ∪ {b1b2, b2b3, b3b1} to ¬H∗. Hence, we also remove any of the
edges b1b2, b2b3, b3b1 from D′.

Then the graphs H − D + D′∗ and ¬H∗ − D′ + D∗ have maximum degree at most 4 and
by construction ¬(H − D + D′∗)∗ = ¬H∗ − D′ + D∗. An edge set E ⊆ E(G) is the edge set
of a cycle in G if and only if the edge set E∗ is a minimal edge cut in G∗ [10, Prop. 4.6.1].
So in order to show that ¬H∗ − D′ + D∗ and H − D + D′∗ are both trees it suffices to show
that they are both acyclic. We show that ¬H∗ − D′ + D∗ is acyclic. Applying the same
arguments then shows that H − D + D′∗ is acyclic.

Assume to the contrary that there is a cycle C in ¬H∗ − D′ + D∗. Remember that for
each index maximal subpath in Pmax we pick exactly one edge of the extension and add it
to D. This will finally lead to a contradiction. By construction, every cycle in ¬H∗ has at
least one edge that is also in D′. Hence, C has at least one edge of D∗. Since every edge of
D is in a cycle of H , by [10, Prop. 4.6.1], every edge in D∗ joins two vertices of two different
connected components of ¬H∗.
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For a connected component K of ¬H∗, let EK ⊆ E(G∗) be the minimal edge cut separating
K and G∗ − K. Let CK be the cycle of G with E(CK) = E∗

K and let P CK = Pi ∈ P2,3 be
the index maximal subpath of CK (see Figure 7). Choose K such that K shares a vertex
with C and P CK = Pi has smallest index. Since C is a cycle and intersects at least two
connected components of ¬H∗, there are two edges e, e′ ∈ EK that are also in C. Observe
that these edges need to be in D∗.

K

CK

e′

e′∗

C e

G∗ − K

Figure 7 Illustration for the proof of Theorem 14. The extension of the path P CK is highlighted
in yellow.

Then either e∗ or e′∗ is not in the extension of the index maximal subpath P CK . Assume
w.l.o.g. that e∗ is not in the extension of P CK . Let P ′ = Pj ∈ P2,3 for some j ∈ {1, . . . , s}
be the path such that e∗ is in the extension of P ′. Since P CK is the index maximal subpath
of CK , we have j < i. So there exists a connected component K ′ of ¬H∗ such that K ′ and
C have a vertex in common and P ′ is the index maximal subpath of the cycle CK′ with
(E(CK′))∗ being the minimal cut separating K ′ and G∗ − K ′. This contradicts the definition
of K. So ¬H∗ − D′ + D∗ and H − D + D′∗ are our desired trees. ◀

▶ Corollary 15. Every 3-connected planar graph G contains a 4-tree T whose co-tree ¬T ∗ is
also a 4-tree.

▶ Corollary 16. The root r1 is a leaf in H−D+D′∗ and all edges on the outer face of G except
for the outgoing 2-colored edge at r1 are in H − D + D′∗. We have degH−D+D′∗(r3) = 2 and
degH−D+D′∗(r2) ≤ 3. Also, the dual vertex of the outer face of G is a leaf in ¬H∗ − D′ + D∗.

Proof. The proof of Theorem 14 yields that all edges on the outer face of G except for the
outgoing 2-colored edge at r1 are in H − D + D′∗. In Gσ∗, the path P1 ∈ P2,3 is given by the
duals of the unidirected incoming 1-colored edges at r1 (see Figure 2). Since the outgoing
2-colored and the outgoing 3-colored edge at r1 are bidirected, P1 is not an index maximal
subpath and hence none of the duals of the unidirected incoming 1-colored edges at r1 is
added to D′. Thus, r1 is a leaf in H − D + D′∗.
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The dual edges of the incoming unidirected edges at r2 and r3 are all covered by the
last singleton b1 of P2,3 of ¬H∗ ∪ {b1b2, b2b3, b3b1} (see Figure 2). Let e2 be the dual of
the clockwise first unidirected 2-colored incoming edge at r2 and e3 be the dual of the
counterclockwise first unidirected 3-colored incoming edge at r3. Let Ii be the set of the
duals of the unidirected i-colored incoming edges at ri, i = 2, 3. For e ∈ Ii, i = 2, 3 let
Pe ∈ P2,3 be the path such that e belongs to the extension of Pe. Observe that, for all edges
e ∈ (I2 \ {e2}) ∪ (I3 \ {e3}), b1 is not the minimal-covering path of Pe. Hence, those edges are
not added to D′. On the other hand b1 might be the minimal-covering path of Pe2 and/or
Pe3 . Since we added b1b2 to D′, we do not add e3 to D′ but might do so for e2 (compare
Case 2.2 in the proof of Theorem 14). Hence, degH−D+D′∗(r3) = 2 and degH−D+D′∗(r2) ≤ 3.

Since the outgoing 2-colored edge at r1 is the only edge on the boundary of the outer face
f that is not in H − D + D′∗, we know that the vertex f∗ is a leaf in ¬H∗ − D′ + D∗. ◀

4 Relaxing Connectivity Assumptions

In this section, we relax the connectivity condition. A common relaxation of σ-internal
3-connectedness is internal 3-connectedness. A plane graph G is internally 3-connected if
adding a vertex, the apex vertex, in the outer face and connecting this new vertex with
all the vertices on the outer face of G results in a 3-connected graph. Observe that every
σ-internally 3-connected graph is also internally 3-connected.
▶ Remark 17. The statement of Theorem 14 does not hold for internally 3-connected graphs.
There exist internally 3-connected plane graphs Gk on 2k vertices such that every spanning
tree of the dual graph has maximum degree at least ⌈k/2⌉.

Proof. In order to define Gk, fix an embedding of the cycle Ck on k vertices. Let w0, . . . , wk−1
be the vertices of this cycle in clockwise order. For every i = 0, . . . , k − 1, add a vertex pi

in the outer face and add edges piwi and piwi+1 (indices taken modulo k) such that the
resulting graph Gk is still plane (see Figure 8). Clearly, Gk is internally 3-connected. The
dual of Gk contains parallel edges. Its underlying graph, in which all those vertex pairs
joined by parallel edges are only joined by one edge, is the complete bipartite graph K2,k.
By pigeonhole principle, every spanning tree of K2,k has maximum degree at least ⌈k/2⌉. ◀

f1

f2

Figure 8 The graph G11 of Remark 17. In every spanning tree of the dual graph, f∗
1 or f∗

2 has
degree at least 6.

However, we can apply Theorem 14 to G + x for an internally 3-connected graph G with
an apex vertex x. Then, we obtain after small modifications a 4-tree of G and a tree of
G∗ such that all vertices except for the dual of the outer face have degree at most 4. This
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motivates the notion of k-internally 3-connected graphs. G is k-internally 3-connected if
there are k vertices w1, . . . , wk on the outer face of G such that adding an apex vertex x in
the outer face and the edges xwi for all i ∈ {1, . . . , k} yields a 3-connected graph. Observe
that every σ-internally 3-connected graph is k-internally 3-connected for k ≥ 3 and every
k-internally 3-connected graph is also internally 3-connected.

▶ Lemma 18. For every k-internally 3-connected plane graph G there exists a 4-tree such
that all vertices of its co-tree except for the dual of the outer face have degree at most 4. The
dual of the outer face has degree at most 2k − 2.

Proof. Let Gx be the plane graph obtained by adding and connecting the apex vertex
as described in the statement. Define r1 := x and r2 and r3 to be its clockwise and
counterclockwise neighbor on the outer face of Gx, respectively. Let w1, . . . , wk be ordered
clockwise around the outer face of G such that w1 = r3, wk = r2 and wix ∈ E(Gx) for all
i ∈ {1, . . . , k} (Figure 9). We now apply Theorem 14 to Gx with this choice of roots. We
obtain a 4-tree T of Gx such that ¬T ∗ is a 4-tree of Gx∗. Observe that by Corollary 16 all
edges on the outer face of Gx except for r1r2 are in T , degT (r1) = 1 and degT (r3) = 2 (see
Figure 9). Thus, we have that w1x ∈ E(T ) and wix /∈ E(T ) for all i ∈ {2, . . . , k}. Hence,
T − w1x is a 4-tree of G. We consider the dual graph. As T − w1x is a 4-tree of G, its co-tree
is also a spanning tree of G∗. As ¬T ∗ is a 4-tree of Gx∗, we obtain that in the co-tree of
T − w1x every vertex except for the dual of the outer face has degree at most 4.

We consider the outer face. Take a Schnyder wood as in the proof of Theorem 14. Let
di be the dual vertex of the face incident to wix and wi+1x for i ∈ {1, . . . , k − 1} in Gx. In
¬T ∗, those vertices have degree at most 4. Consider d1. The dual edge (r1r3)∗ is outgoing
at d1. The edge e preceding r1r3 on the face d∗

1 in clockwise order is unidirected 3-colored
and incoming at r3. Thus, there is no index maximal subpath that contains e. And hence,
in the algorithm of the proof of Theorem 14, we add at most one edge to D that is incident
to d1. Furthermore, (xw2)∗ is incident to d1 and in E(¬T ∗). Therefore, there are at most
two edges on the clockwise path from r3 to w2 on the outer face of G that are not in T .

As (wix)∗ and (wi+1x)∗ are incident to di and (wix)∗, (wi+1x)∗ ∈ E(¬T ∗) for all i ∈
{2, . . . , k − 1}, we obtain, that there are at most two edges on the clockwise path from wi to
wi+1 on the outer face of G that are not in T . And hence, the dual vertex of the outer face
of G has degree at most 2k − 2 in the co-tree of T − w1x. ◀

5 Computational Aspects

Let Gσ be the suspension of a σ-internally 3-connected plane graph and let S be the minimal
Schnyder wood of Gσ. Badent et al. showed that an ordered path partition P2,3 that is
compatible to S can be computed in time O(n) [2, Theorem 7]. This P2,3 can also be used
to compute S itself in the same time [2, Theorem 5], which in turn allows to compute the
dual S∗ and thus also the candidate graphs H and ¬H∗in linear time.

For i := 1, . . . , s, we detect whether H ∩ G[Vi] has a cycle that contains the extension
of Pi by maintaining the connected components of the previous graph H ∩ G[Vi−1] and
querying whether the left and right neighbor of Pi are in the same connected component
of H ∩ G[Vi−1]. This can be done in amortized constant time per step using the special
union-find data structure in [16], since the structure of possible union operations is a tree.
This gives the set Pmax of all index maximal subpaths in P2,3 and their minimial-covering
paths.
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r2 = w5

w4

w3
w2

r3 = w1

r1 = x

G

d1
d2 d3

d4

Figure 9 Situation as in Lemma 18. A 5-internally 3-connected graph G with its apex vertex x.
Some edges of the 4-tree T of Gx and its co-tree are highlighted in yellow.

Since the case distinction and every step of the augmentation procedure for every minimal-
covering path Pc can be computed in constant time per index-maximal subpath, we obtain
an algorithm with running time O(n) to compute a 4-tree of G whose co-tree is also a 4-tree.

6 Conclusion

We used Schnyder woods in order to prove that every (σ-)internally 3-connected graph has
a 4-tree such that its co-tree is also a 4-tree. Also, we showed that there is a linear time
algorithm computing such a tree. If we further relax the connectivity condition to (k-)internal
3-connectedness, then we cannot expect a 4-tree on the dual anymore. However, we always
manage to find a tree such that at most one vertex of its co-tree has degree larger than 4.

Grünbaum’s conjecture still remains open. We believe that it could prove worthwhile to
assume further restrictions on the graph in order to decrease the maximum degree in both
the tree and its co-tree or only one of them.
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Abstract
In the last decade, algorithmic frameworks based on a structural graph parameter called mim-
width have been developed to solve generally NP-hard problems. However, it is known that the
frameworks cannot be applied to the Clique problem, and the complexity status of many problems
of finding dense induced subgraphs remains open when parameterized by mim-width. In this
paper, we investigate the complexity of the problem of finding a maximum induced subgraph
that satisfies prescribed properties from a given graph with small mim-width. We first give a
meta-theorem implying that various induced subgraph problems are NP-hard for bounded mim-
width graphs. Moreover, we show that some problems, including Clique and Induced Cluster
Subgraph, remain NP-hard even for graphs with (linear) mim-width at most 2. In contrast to
the intractability, we provide an algorithm that, given a graph and its branch decomposition with
mim-width at most 1, solves Induced Cluster Subgraph in polynomial time. We emphasize
that our algorithmic technique is applicable to other problems such as Induced Polar Subgraph
and Induced Split Subgraph. Since a branch decomposition with mim-width at most 1 can be
constructed in polynomial time for block graphs, interval graphs, permutation graphs, cographs,
distance-hereditary graphs, convex graphs, and their complement graphs, our positive results reveal
the polynomial-time solvability of various problems for these graph classes.
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1 Introduction

Efficiently solving intractable graph problems by using structural graph parameters has
been extensively studied over the past few decades. Tree-width is arguably one of the most
successful parameters in this research direction. Courcelle’s celebrated result indicates that
every problem expressible in MSO2 logic is solvable in linear time for bounded tree-width
graphs [12]. Various graph problems, including Independent Set, Clique, Dominating
Set, Independent Dominating Set, k-Coloring for a fixed k, Feedback Vertex Set,
and Hamiltonian Cycle, can be written in MSO2 logic, and hence Courcelle’s theorem
covers a wide range of problems. Later, Courcelle et al. also gave an analogous result for a
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more general parameter than tree-width, namely, clique-width: every problem expressible in
MSO1 logic is solvable in linear time for bounded clique-width graphs (under the assumption
that a k-expression for a fixed k of an input graph is given) [13]. However, these results
are not applicable directly to problems on interval graphs and permutation graphs, because
these graph classes have unbounded clique-width (and thus unbounded tree-width).

In 2012, Vatshelle introduced mim-width [33], and recently, algorithms based on mim-
width have been widely developed [1, 2, 3, 4, 5, 7, 8, 9, 15, 16, 21, 23, 24]. Roughly speaking,
mim-width is an upper bound on the size of maximum induced matching along a branch
decomposition of a graph. (In Section 2, its formal definition will be given.) Mim-width
is a more general structural parameter than clique-width in the sense that the class of
bounded mim-width graphs properly contains the class of bounded clique-width graphs.
Furthermore, many graph classes of unbounded clique-width have bounded mim-width: for
example, interval graphs, permutation graphs, convex graphs, k-polygon graphs for a fixed
k, circular k-trapezoid graphs for a fixed k, and H-graphs for a fixed graph H. (See [1, 14]
for more details.) Bergougnoux et al. gave an algorithmic meta-theorem [2], which states
that every problem expressible in A&C DN logic is solvable in polynomial time for bounded
mim-width graphs (under the assumption that a suitable branch decomposition of an input
graph is given). Independent Set, Dominating Set, Independent Dominating Set,
k-Coloring for a fixed k, Feedback Vertex Set etc. can be expressed in A&C DN logic.
Thus, Bergougnoux et al. showed that many problems are solvable in polynomial time for a
much wider range of graph classes than the class of bounded clique-width graphs.

Unfortunately, A&C DN logic does not cover all problems expressible in MSO2 logic.
Clique and Hamiltonian Cycle cannot be written in A&C DN logic, whereas they can be
expressed in MSO1 logic and MSO2 logic, respectively. This means that the meta-theorem
by Bergougnoux et al. is not applicable to these problems. In fact, it is known that Clique
is NP-hard for graphs with linear mim-width1 at most 6 [33] and Hamiltonian Cycle is
NP-hard for graphs with linear mim-width 1 [23]. Note that by combining some known facts,
we can show that Clique on graphs with mim-width at most 1 can be solved in polynomial
time (see the discussion in the second paragraph of Section 4). These results lead us to ask
the following questions:

What kind of problems expressible in MSO2 logic are NP-hard for bounded mim-width
graphs?
Is Clique NP-hard for graphs with mim-width less than 6?
Given a graph with mim-width at most 1, which MSO2-expressible problems are poly-
nomial-time solvable?

1.1 Our contributions
To answer the questions above, in this paper, we systematically study the complexity of
the Induced Π Subgraph problems and their complementary problems, called the Π
Vertex Deletion problems, on bounded (linear) mim-width graphs. We first show that
for any nontrivial hereditary graph property Π that admits all cliques, there is a constant
w such that Induced Π Subgraph and Π Vertex Deletion are NP-hard for graphs
with (linear) mim-width at most w. For example, Clique, Induced Cluster Subgraph,
Induced Polar Subgraph, and Induced Split Subgraph satisfy the aforementioned
conditions, and hence all of them are NP-hard for bounded (linear) mim-width graphs. As a

1 The linear mim-width of a graph G is the mim-width when a branch decomposition of G is restricted to
a caterpillar. The formal definition will be given in Section 2.
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byproduct, we also show that connected and dominating variants of them are NP-hard for
bounded (linear) mim-width graphs. Moreover, we give sufficient conditions for Induced Π
Subgraph and Π Vertex Deletion to be NP-hard for graphs with (linear) mim-width
at most 2. Clique, Induced Cluster Subgraph, Induced Polar Subgraph, and
Induced Split Subgraph are proven to be in fact NP-hard even for graphs with (linear)
mim-width at most 2. We thus reveal that there are various NP-hard problems for bounded
mim-width graphs, although they can be expressed in MSO2 logic. Especially, our result for
Clique strengthens the known result that Clique is NP-hard for graphs with mim-width at
most 6 [33].

To complement the intractability, we next seek polynomial-time solvable cases for graphs
with mim-width at most 1. Here we focus on Induced Cluster Subgraph, also known
as Cluster Vertex Deletion. Induced Cluster Subgraph is known to be NP-hard
for bipartite graphs [19, 34], while it is solvable in polynomial time for split graphs, block
graphs, interval graphs [10], cographs [27], bounded clique-width graphs [13], and convex
graphs2. Surprisingly, the complexity status of Induced Cluster Subgraph on chordal
graphs is still open. We show that, given a graph G with mim-width at most 1 accompanied
by its branch decomposition with mim-width at most 1, Induced Cluster Subgraph is
solvable in polynomial time. Although the complexity of computing a branch decomposition
with mim-width at most 1 of a given graph is still open in general, our result yields a
unified polynomial-time algorithm for Induced Cluster Subgraph that works on block
graphs, interval graphs, permutation graphs, cographs, distance-hereditary graphs, convex
graphs, and their complement graphs because all these graphs have mim-width at most 1
and their branch decompositions of mim-width at most 1 can be obtained in polynomial
time [1, 20, 33]3. Consequently, we give independent proofs for some of the results in [10, 27]
via mim-width. Moreover, to the best of our knowledge, this is the first polynomial-time
algorithm for Induced Cluster Subgraph on permutation graphs. We also emphasize
that our algorithmic technique can be applied to other problems such as Induced Polar
Subgraph, Induced Split Subgraph, and so on. Combining our results, we give the
complexity dichotomy of the above problems with respect to mim-width.

Due to the space limitation, the proofs of claims marked ♠ are omitted in this paper,
which can be found in the full version.

1.2 Previous work on mim-width

Mim-width is a relatively new graph structural parameter introduced by Vatshelle [33] and
it has attracted much attention in recent years to design efficient algorithms of problems
on graph classes that have unbounded tree-width and clique-width. Combined with the
result of Belmonte and Vatshelle [1], Bui-Xuan et al. provided XP algorithms of Locally
Checkable Vertex Subset and Vertex Partitioning problems (LC-VSVP for short)
parameterized by mim-width w, assuming that a branch decomposition with mim-width
w of a given graph can be computed in polynomial time [9]. Many problems, including
Independent Set, Dominating Set, Independent Dominating Set, and k-Coloring,
are expressible in the form of LC-VSVP. Jaffke et al. later generalized the result to the

2 If a given graph is convex (more generally K3-free), Induced Cluster Subgraph is equivalent to
Induced Π Subgraph such that Π is the class of graphs with maximum degree at most 1, which is
solvable in polynomial time for convex graphs [9].

3 As far as we know, it was not explicitly stated in any literature that block graphs and distance-hereditary
graphs have mim-width at most 1. This follows from the facts that a graph is distance-hereditary if and
only if its rank-width is at most 1 [20], and block graphs are distance-hereditary graphs.
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distance versions of LC-VSVP [21]. As the name suggests, LC-VSVP can capture problems
whose solutions are defined only by local constraints. Longest Induced Path [23] and
Feedback Vertex Set [24] are the first problems with global constraints for which it
was shown that there exist XP algorithms parameterized by mim-width. Bergougnoux and
Kanté designed a framework to deal with problems with global constraints for bounded
mim-width graphs [3]. The remarkable meta-theorem given by Bergougnoux et al. is not
only a generalization of all the above results in this section, but also a powerful tool for
solving more complicated problems on bounded mim-width graphs [2]. Subset Feedback
Vertex Set is one of the few examples where there exists an XP algorithm parameterized
by mim-width [4] although the meta-theorem does not work for it.

Unfortunately, computing the mim-width of a given graph is W[1]-hard, and there is
no polynomial-time approximation algorithm within constant factor unless NP = ZPP [32].
Even the complexity of determining whether a given graph has mim-width at most 1 is a
long-standing open problem. Fortunately, it is known that various graph classes have constant
mim-width and their branch decompositions with constant mim-width are computable in
polynomial time [1, 7, 8, 14, 26, 30]. In particular, some famous graphs, such as block
graphs, interval graphs, permutation graphs, cographs, distance-hereditary graphs, and
convex graphs, have mim-width at most 1 and their branch decomposition with mim-width
at most 1 can be obtained in polynomial time [1, 20]. The class of leaf power graphs, which
is the more general class than interval graphs and block graphs, also have mim-width at
most 1 [22], although it is not known whether an optimal branch decomposition of a given
leaf power graph can be obtained in polynomial time. On the other hand, the following graph
classes have unbounded mim-width: strongly chordal split graphs [29], co-comparability
graphs [26, 29], circle graphs [29], and chordal bipartite graphs [6].

In contrast to a wealth of research on developing XP algorithms parameterized by mim-
width and establishing lower and upper bounds on mim-width for specific graph classes, there
has been limited research on the NP-hardness of problems for graph classes with constant
mim-width [23, 25, 33].

2 Preliminaries

Let G = (V, E) be a graph. We assume that all the graphs in this paper are simple,
undirected, and unweighted. We denote by V (G) and E(G) the vertex set and the edge set
of G, respectively. For a vertex v of G, we denote by N(G; v) the (open) neighborhood of v in
G, that is, N(G; v) = {w ∈ V | vw ∈ E}. The degree of a vertex v of G is the size of N(G; v).
For a vertex subset V ′ ⊆ V , we denote by G[V ′] the subgraph induced by V ′. We use the
shorthand G − V ′ for G[V \ V ′]. For positive integers i and j with i ≤ j, we write [i, j] as
the shorthand for the set {i, i + 1, . . . , j} of integers. In particular, we write [1, j] = [j].

For two graphs G1 = (V1, E1) and G2 = (V2, E2) with V1 ∩ V2 = ∅, the disjoint union
of G1 and G2 is the graph whose vertex set is V1 ∪ V2 and edge set is E1 ∪ E2. For a
graph H and a positive integer ℓ, ℓH means the disjoint union of ℓ copies of H. The
complement of G, denoted by G, is the graph on the same vertex set V (G) with the edge set
{uv | u, v ∈ V (G), uv /∈ E(G)}. An independent set I of G is a vertex subset of G such that
any two vertices in I are non-adjacent. A clique K of G is a vertex subset of G such that
any two vertices in K are adjacent. Obviously, an independent set of G forms a clique of G,
and vice versa. A dominating set D of G is a vertex subset of G such that N(G; v) ∩ D ̸= ∅
for every vertex v ∈ V (G) \ D. A graph G is said to be connected if there is a path between
any two vertices of G. A maximal connected subgraph of G is called a connected component
of G. A cut vertex of G is a vertex whose removal from G increases the number of connected
components.
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2.1 Graph classes

A graph is bipartite if its vertex set can be partitioned into two independent sets. For disjoint
vertex sets A and B of a graph G, we denote by G[A, B] the bipartite subgraph with the vertex
set A ∪ B and the edge set {ab ∈ E(G) | a ∈ A, b ∈ B}. A bipartite graph G = (A ∪ B, E)
consisting of disjoint independent sets A and B is called a chain graph if there is an ordering
a1, a2, . . . , a|A| of vertices in A such that N(G; a1) ⊆ N(G; a2) ⊆ · · · ⊆ N(G; a|A|). Note
that, if A has such an ordering, then B also has an ordering b1, b2, . . . , b|B| of vertices in B

such that N(G; b1) ⊆ N(G; b2) ⊆ · · · ⊆ N(G; b|B|).
A tree is a connected acyclic graph. A vertex of a tree is called a leaf if it has degree 1;

otherwise, it is an internal vertex. A rooted tree T is a tree with a specific vertex r called the
root of T . For a rooted tree T and two adjacent vertices x and y of T , we say that x is the
parent of y, and conversely, y is a child of x if x lies on a path from y to r. A full binary
tree is a rooted tree such that each vertex has zero or exactly two children. A tree T is a
caterpillar if it contains a path P called a spine such that every leaf of T is adjacent to a
vertex of P . In this paper, we assume that the spine P is maximum, that is, there is no path
longer than P . The vertices of degree at most 1 in P are called the endpoints of P . A tree T

is called subcubic if every internal vertex of T has degree exactly 3.
We denote by Kn and Pn the complete graph and the path graph with n vertices,

respectively. We say that a graph G is H-free if G does not contain a graph isomorphic to
H as an induced subgraph.

2.2 Mim-width

For an edge subset E′ of a graph G, we denote V (E′) = {v, w ∈ V (G) | vw ∈ E′}. An
edge subset M ⊆ E(G) is an induced matching of G if every vertex of G[V (M)] has degree
exactly 1. For a vertex subset A ⊆ V (G), let mim(A) be the maximum size of an induced
matching in the bipartite subgraph G[A, A], where A = V (G) \ A.

A branch decomposition of a graph G is a pair (T, L), where T is a subcubic tree with
|V (G)| leaves and L is a bijection from V (G) to the leaves of T . In particular, a branch
decomposition (T, L) is called linear if T is a caterpillar. To distinguish vertices of T from
those of the original graph G, we call the vertices of T nodes. For each edge e of T , as
T is acyclic, removing e from T results in two trees T e

1 and T e
2 . Let (Ae

1, Ae
2) be a vertex

bipartition of G, where Ae
i = {L−1(ℓ) | ℓ is a leaf of T e

i } for each i ∈ {1, 2}. The mim-width
mimw(T, L) of a branch decomposition (T, L) of G is defined as maxe∈E(T ) mim(Ae

1). The
mim-width mimw(G) of G is the minimum mim-width over all branch decompositions of G.
Similarly, the linear mim-width lmimw(G) of G is the minimum mim-width over all linear
branch decompositions of G. Note that mimw(G) ≤ lmimw(G) holds for any graph G.

In this paper, to make a branch decomposition easier to handle, we often consider its
rooted variant. A rooted layout of a graph G is a pair (T ′, L), where T ′ is a rooted full binary
tree with |V (G)| leaves and L is a bijection from V (G) to the leaves of T ′. The mim-width
of a rooted layout (T ′, L) is defined in the same way as a branch decomposition. A rooted
layout of G is obtained from a branch decomposition (T, L) of G with the same mim-width
by inserting a root r to an arbitrary edge of T . (If |V (T )| = 1, we regard the unique node of
T as the root r of T ′.)

Here we note propositions concerning mim-width. Vatshelle showed that for a graph G

and a vertex v ∈ V (G), it holds that mimw(G − v) ≤ mimw(G) [33]. One can see that the
proof given by Vatshelle suggests the next proposition.
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▶ Proposition 1. For a graph G and an induced subgraph G′ of G, it holds that mimw(G′) ≤
mimw(G) and lmimw(G′) ≤ lmimw(G).

We here focus on graphs with mim-width at most 1. It is known that a graph G is a
chain graph if and only if G is a bipartite graph with a maximum induced matching of size
at most 1 [18]. Thus, we obtain the following proposition.

▶ Proposition 2. Let (T, L) be a branch decomposition of a graph G. Then, mimw(T, L) ≤ 1
if and only if for any edge e of T , the bipartite subgraph G[Ae

1, Ae
2] of G is a chain graph.

Moreover, for a graph G and a vertex subset A ⊂ V (G), it is not hard to see that
mim(A) ≤ 1 on G if and only if mim(A) ≤ 1 on G from the definition of a chain graph. This
implies the following proposition.

▶ Proposition 3 ([33]). Suppose that a graph G has mim-width at most 1. Then, any branch
decomposition (T, L) of G with mimw(T, L) ≤ 1 is also the branch decomposition of G with
mimw(T, L) ≤ 1. Consequently, mimw(G) ≤ 1 if and only if mimw(G) ≤ 1.

Combined with the observation that any cycle of length at least 5 has mim-width 2 and
the strong perfect graph theorem [11], Proposition 3 leads to the following proposition.

▶ Proposition 4 ([33]). All graphs with mim-width at most 1 are perfect graphs.

2.3 Graph properties and problems
Let Π be a fixed graph property. We often regard Π as a collection of graphs satisfying
the graph property. A graph property Π is nontrivial if there exist infinitely many graphs
satisfying Π and there exist infinitely many graphs that do not satisfy Π. A graph property
Π is said to be hereditary if for any graph G satisfying Π, every induced subgraph of G also
satisfies Π. We denote by Π the complementary property of Π, that is, Π = {G : G ∈ Π}.

For a graph G, a vertex subset S ⊆ V (G) is called a Π-set of G if G[S] satisfies Π. The
Induced Π Subgraph problem asks for a Π-set S of maximum size for a given graph G. If
G[S] is also required to be connected, then the problem is called the Connected Induced
Π Subgraph problem. For example, Independent Set is equivalent to Induced K2-free
Subgraph, and Clique is equivalent to Induced 2K1-free Subgraph and Connected
Induced P3-free Subgraph. Note that a vertex set S of G is a Π-set if and only if S is a
Π-set of G. In Induced Π Subgraph, if the Π-set S is also required to be a dominating set
of G, then the problem is called the Dominating Induced Π Subgraph problem.

Under the polynomial-time solvability, Induced Π Subgraph is equivalent to the Π
Vertex Deletion problem, which asks for a minimum vertex subset S′ of G such that
G − S′ satisfies Π. The vertex subset S′ is called a Π-deletion set of G. The Vertex
Cover problem is equivalent to K2-free Vertex Deletion. If G[S′] is also required to
be connected, then the problem is called the Connected Π Vertex Deletion problem.
In Π Vertex Deletion, if the Π-deletion set S′ is also required to be a dominating set of
G, then the problem is called the Dominating Π Vertex Deletion problem.

3 NP-hardness

In this section, we show the NP-hardness of Induced Π Subgraph and Π Vertex Deletion
on graphs with linear mim-width at most w, where w is some constant.
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▶ Theorem 5. Let Π be a fixed nontrivial hereditary graph property that admits all cliques.
Then there is a constant w such that Induced Π Subgraph and Π Vertex Deletion, as
well as their connected variants and their dominating variants, are NP-hard for graphs with
linear mim-width at most w, even if a branch decomposition with mim-width at most w of an
input graph is given.

Since Induced Π Subgraph is the complementary problem of Π Vertex Deletion,
we only prove the hardness of Π Vertex Deletion.

The girth of a graph G is the length of a shortest cycle in G. We reduce Vertex Cover
on graphs with girth at least 7, which is known to be NP-complete [31], to Π Vertex
Deletion by following the classical reduction technique of Lewis and Yannakakis [28].

First, we define a sequence on a graph. Consider a graph H with p connected components
H1, H2, . . . , Hp. Suppose that Hi for i ∈ [p] has a cut vertex c and the removal of c from
Hi results in q connected components Ci,1, Ci,2, . . . , Ci,q with |V (Ci,1)| ≥ |V (Ci,2)| ≥ · · · ≥
|V (Ci,q)|. For each j ∈ [q], we denote by Hi,j the subgraph induced by V (Ci,j) ∪ {c} and
ni,j = |V (Hi,j)|. The cut vertex c gives a non-increasing sequence αc = ⟨ni,1, ni,2, . . . , ni,q⟩.
For two sequences αc and αc′ according to cut vertices c and c′ of Hi, we write αc′ <L αc if
αc′ is smaller than αc in the sense of lexicographic order. Let αi be the lexicographically
smallest sequence among all sequences according to the cut vertices of Hi. If Hi has no
cut vertex, we let αi = ⟨|V (Hi)|⟩. Define βH = ⟨α1, α2, . . . , αp⟩, where we assume that
α1 ≥L α2 ≥L · · · ≥L αp. For example, for the graph H depicted in Figure 1(a), we have
βH = ⟨⟨4, 2⟩, ⟨2, 2⟩⟩. For two graphs H with p connected components and H ′ with q connected
components, we write βH′ <R βH if βH′ is smaller than βH in the sense of lexicographic
order: more precisely, assuming that βH = ⟨α1, α2, . . . , αp⟩ and βH′ = ⟨α′

1, α′
2, . . . , α′

q⟩, there
exists an integer i ∈ [min{p, q}] such that α′

j = αj for every j ∈ [i − 1] and α′
i <L αi; or

q < p and α′
i = αi for every i ∈ [q].

Consider the complementary property Π of Π. Note that, since all cliques satisfy Π, all
independent sets satisfy Π. Let F be a graph satisfying the following two conditions:
1. there is an integer ℓ ≥ 1 such that ℓF violates Π, whereas (ℓ − 1)F satisfies Π; and
2. for any integer ℓ′ ≥ 1 and any graph F ′ with βF ′ <R βF , ℓ′F ′ satisfies Π.
We call F the base of Π-forbidden subgraphs. Notice that the existence of F is guaranteed
because Π is nontrivial. Moreover, F and ℓ depend on Π solely and are independent of an
instance of Vertex Cover, that is, F and ℓ are fixed.

Let F1, F2, . . . , Fp be p connected components of F , where α1 ≥L α2 ≥L · · · ≥L αp. We
denote by c1 the cut vertex of F1 that realizes α1 (see Figure 1(a)) and by F1,1 the induced
subgraph of F1 corresponding to n1,1 (see Figure 1(b)). If F1 has no cut vertex, then c1
is any vertex of F1. We then arbitrarily choose a vertex from N(F1,1; c1) and label it as d.
Notice that N(F1,1; c1) ̸= ∅; otherwise, since α1, α2, . . . , αp are lexicographically sorted, ℓF

is an independent set and violates Π, which contradicts that all independent sets satisfy Π.
Let F ′ be the graph obtained by removing V (F1,1) \ {c1} from F (see Figure 1(c)).

We now construct an input graph G for Π Vertex Deletion from an input graph H

with girth at least 7 for Vertex Cover. Let n = |V (H)| and H∗ be the disjoint union of
ℓn copies of H. We assume that n ≥ 2, k < n − 1, and H has at least one edge; otherwise,
Vertex Cover is trivially solvable. For each vertex u of H∗, make a copy of F ′ and identify
c1 with u. For each edge uv of H∗, make a copy of F1,1 and identify c1 and d with u and v,
respectively. (See Figure 2.) Let H ′ be the graph resulting from the above transformation.
Finally, we let G = H ′. Since ℓ, F ′, and F1,1 are fixed, G can be constructed in polynomial
time in the size of H.
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c1 c2
c1

d

c1

(a) (b) (c)

Figure 1 Let F be the graph depicted in (a). The cut vertex c1 of the left connected component
F1 of F gives α1 = ⟨4, 2⟩ and the cut vertex c2 of the right connected component F2 of F gives
α2 = ⟨2, 2⟩, where α1 >L α2. Thus, if F is selected as the base of Π-forbidden subgraphs, F1,1 and
F ′ are defined as the graphs depicted in (b) and (c), respectively.

u v u v

Figure 2 A transformation of an edge uv with F1,1 and F ′, which are the graphs depicted in
Figure 1(b) and (c), respectively.

In [28], it is shown that H has a vertex cover of size at most k if and only if H ′ has
a Π-deletion set S of size at most kℓn. Notice that H ′ has ℓn ≥ 2 connected components
because H ′ is obtained from H∗, which is the disjoint union of ℓn copies of H . Moreover, we
have the following lemma.

▶ Lemma 6. Suppose that H ′ has a Π-deletion set S of size at most kℓn. Then the following
two claims (a) and (b) are true:
(a) there are two connected components C1 and C2 of H ′ such that V (C1) \ S ̸= ∅ and

V (C2) \ S ̸= ∅; and
(b) there are two connected components C ′

1 and C ′
2 of H ′ such that V (C ′

1) ∩ S ̸= ∅ and
V (C ′

2) ∩ S ̸= ∅.

Proof. In the claim (a), assume for a contradiction that there is at most one connected
component C of H ′ such that V (C)\S ≠ ∅. In other words, V (H ′ −C) ⊆ S holds. Recall that
k < n − 1 and H ′ has ℓn ≥ 2 connected components. Moreover, each connected component
of H ′ − C has at least n vertices from the construction of H ′. Thus, we have

|S| ≥ |V (H ′ − C)| ≥ n(ℓn − 1) > (k + 1)(ℓn − 1) = kℓn + ℓn − k − 1 > kℓn,

a contradiction.
To prove the claim (b), assume for a contradiction that there is at most one connected

component C ′ of H ′ such that V (C ′) ∩ S ̸= ∅. In other words, there are at least ℓn − 1 (≥ ℓ

because n ≥ 2) connected components of H ′ − C ′ that contain no vertex in S. Consider ℓ

connected components of H ′ − C ′. Since each of them contains F as an induced subgraph,
H ′ − C ′ contains ℓF as an induced subgraph. However, ℓF violates Π because F is the base
of Π-forbidden subgraphs. This contradicts that S is a Π-deletion set of H ′. ◀

Observe that S is a Π-deletion set of H ′ of size at most kℓn if and only if S is a Π-deletion
set of G = H ′ of size at most kℓn. Combined with Lemma 6, this implies that H has a
vertex cover of size at most k if and only if G has a Π-deletion set S of size at most kℓn such
that the induced subgraphs G[S] and G − S are both connected, and S and V (G) \ S are
dominating sets of G.
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Our remaining task is to show that G has linear mim-width at most w for some constant
w. To this end, we consider a sequence of subgraphs of H ′. Let V (H∗) = {v1, v2, . . . , vn}
and E(H∗) = {e1, e2, . . . , em}, where n and m are the numbers of vertices and edges of H∗,
respectively. We make a sequence H = ⟨H∗ = H0, H1, . . . , Hn+m = H ′⟩ such that Hi for
i ∈ [n] is obtained from Hi−1 by attaching a copy of F ′ to vi, and Hi for i ∈ [n + 1, n + m]
is obtained from Hi−1 by attaching a copy of F1,1 to ei−n. Since G = H ′, the following
lemma completes the proof of Theorem 5. (Recall that F is fixed and hence lmimw(F ) is a
constant.)

▶ Lemma 7. For any graph Hi in the sequence H = ⟨H∗ = H0, H1, . . . , Hn+m = H ′⟩, a
linear branch decomposition of Hi with mim-width at most lmimw(F ) + 2 can be obtained in
polynomial time in the size of H∗.

Proof. We prove the lemma by induction, where the base case is H0 = H∗. Note that H∗

has girth at least 7 because H∗ consists of copies of H whose girth is at least 7. Consider a
linear branch decomposition (T0, L0) of H0, where L0 is an arbitrary bijection from V (H0) to
the leaves of T0. To show that mimw(T0, L0) ≤ 2 ≤ lmimw(F ) + 2, assume for a contradiction
that there is an edge e of T0 such that mim(Ae

1) ≥ 3 for the bipartition (Ae
1, Ae

2). Let
x1x2, y1y2, z1z2 be edges that form an induced matching in G[Ae

1, Ae
2], where x1, y1, z1 ∈ Ae

1
and x2, y2, z2 ∈ Ae

2. Then, x1y2, y2z1, z1x2, x2y1, y1z2, z2x1 /∈ E(H) and hence they form a
cycle of length 6 in H0. This contradicts that the girth of H0 is at least 7.

Consider the case of i > 0. We here define a concatenation of two linear branch
decompositions. Let G1 and G2 be vertex-disjoint induced subgraphs of a graph G such that
V (G1) ∪ V (G2) = V (G), and let (T1, L1) and (T2, L2) be linear branch decompositions of G1
and G2, respectively. A concatenation of (T1, L1) and (T2, L2) is to construct a new linear
branch decomposition (T, L) of G as follows. For each i ∈ {1, 2}, let ei be an edge incident
to an endpoint of the spine of Ti. Insert nodes t1 and t2 into e1 and e2, respectively, and
then connect t1 and t2 by an edge. (If |V (Ti)| = 1 for i ∈ {1, 2}, we define ti as the unique
node of Ti.) Observe that T is a subcubic caterpillar. Finally, set a bijection L from V (G)
to the leaves of T such that L(v) = L1(v) if v ∈ V (G1) and L(v) = L2(v) if v ∈ V (G2).

By the induction hypothesis, there exists a linear branch decomposition (Ti−1, Li−1)
of Hi−1 such that mimw(Ti−1, Li−1) ≤ lmimw(F ) + 2. Recall that Hi is constructed by
attaching a copy of F ′ to vi or a copy of F1,1 to ei−n. We denote by Fi the subgraph
of Hi obtained by removing all vertices in V (Hi−1). We may assume that |V (Fi)| ≥ 1;
otherwise, Hi = Hi−1 and thus we immediately conclude that lmimw(Hi) ≤ lmimw(F ) + 2.
Let (T ′

i , L′
i) be a linear branch decomposition of Fi such that mimw(T ′

i , L′
i) ≤ lmimw(F ).

Notice that, since Fi is an induced subgraph of F , such a linear branch decomposition exists
by Proposition 1. Moreover, it can be constructed in constant time because F is fixed. We
define (Ti, Li) as a linear branch decomposition obtained by a concatenation of (Ti−1, Li−1)
and (T ′

i , L′
i). Clearly, the construction of (Ti, Li) can be done in polynomial time in the size

of H∗.
To show that mimw(Ti, Li) ≤ lmimw(F ) + 2, assume for a contradiction that there is

an edge e of Ti such that the bipartite subgraph G[Ae
1, Ae

2] of Hi has an induced matching
M of size lmimw(F ) + 3, where (Ae

1, Ae
2) is the bipartition of V (Hi) given by e. From the

construction of (Ti, Li), the following two cases are considered: (I) Ae
1 ⊆ V (Hi−1) and

V (Fi) ⊆ Ae
2; and (II) Ae

1 ⊆ V (Fi) and V (Hi−1) ⊆ Ae
2.

Case (I). Let e′ be an edge of Ti−1 such that Ae′

1 = Ae
1 and Ae′

2 = Ae
2 \ V (Fi). If V (M) ⊆

V (Hi−1), then M is also an induced matching of the bipartite subgraph G[Ae′

1 , Ae′

2 ] defined
by the linear branch decomposition (Ti−1, Li−1). This implies that mimw(Ti−1, Li−1) ≥
|M | = lmimw(F ) + 3, which contradicts that mimw(Ti−1, Li−1) ≤ lmimw(F ) + 2.
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Without loss of generality, we assume that M has three distinct edges x1x2, y1y2, z1z2
such that x1, y1, z1 ∈ Ae

1 ⊆ V (Hi−1), x2 ∈ Ae
2 ∩ V (Fi), and y2, z2 ∈ Ae

2. Then, the sequence
⟨x2, y1, z2, x1, y2, z1, x2⟩ of vertices forms a cycle C of length 6 of Hi. If i ∈ [n], as x2 ∈ V (Fi)
is adjacent to at most one vertex in V (Hi−1) from the construction of Hi, then we have
y1 = z1, a contradiction. Suppose that i ∈ [n + 1, n + m]. Recall that, from the construction
of Hi, each vertex of Fi is not adjacent to vertices in V (Hi−1) except for the endpoints
of ei−n. Since x2 ∈ V (Fi) is adjacent to the distinct vertices y1, z1 ∈ V (Hi−1), we have
ei−n = y1z1. Furthermore, x1 ∈ V (Hi−1) is not adjacent to any vertex in V (Fi) and hence
we have y2, z2 ∈ V (Hi−1). Therefore, we obtain the cycle C1 = ⟨y1, z2, x1, y2, z1, y1⟩ with
smaller length than that of C, where the vertices of C1 are in V (Hi−1). Similarly, if C1
contains vertices of Fj for j ∈ [n + 1, i], there exists a smaller cycle of Hi−1 that contains no
vertices of Fj . We eventually obtain a cycle C ′ of H of length less than 6, which contradicts
that H has girth at least 7.

Case (II). Recall that at most two vertices in V (Hi−1), say u and w, are adjacent to some
vertex in V (Fi) on Hi and thus no vertex in V (Hi−1) \ {u, w} is adjacent to any vertex in
V (Fi) on Hi. If some vertex in V (M) is in V (Hi−1) \ {u, w}, then we can take three distinct
edges x1x2, y1y2, z1z2 ∈ M such that x1, y1, z1 ∈ Ae

1 ⊆ V (Fi), x2 ∈ V (Hi−1) \ {u, w} ⊆ Ae
2,

and y2, z2 ∈ Ae
2. However, this implies that x2 is adjacent to y1 and z1 on Hi, which

contradicts that no vertex in V (Hi−1) \ {u, w} is adjacent to any vertex in V (Fi) on Hi.
If there is no vertex in V (M) is in V (Hi−1) \ {u, w}, then there is an induced matching

M ′ ⊆ M of G[Ae
1, Ae

2] such that V (M ′) ⊆ V (Fi) and |M ′| ≥ |M | − |V (M) ∩ {u, w}| ≥
lmimw(F ) + 1. For an edge e′ of T ′

i such that Ae′

1 = Ae
1 and Ae′

2 = Ae
2 \ V (Hi−1), M ′ is

also an induced matching of G[Ae′

1 Ae′

2 ] defined by the linear branch decomposition (T ′
i , L′

i).
This implies that mimw(T ′

i , L′
i) ≥ lmimw(F ) + 1, which contradicts that mimw(T ′

i , L′
i) ≤

lmimw(F ). ◀

Refining the proof of Lemma 7 yields stronger claims for some problems. (See the full
version of this paper.)

▶ Theorem 8 (♠). All the following problems, as well as their connected variants and their
dominating variants, are NP-hard for graphs with linear mim-width 2: (i) Clique; (ii)
Induced Cluster Subgraph; (iii) Induced Polar Subgraph (iv) Induced P3-free
Subgraph; (v) Induced K3-free Subgraph; and (vi) Induced Split Subgraph. The
NP-hardness for these problems holds even if a linear branch decomposition with mim-width
at most 2 of an input graph is given.

Theorem 8 strongly suggests that the complements of graphs with linear mim-width 2
have unbounded mim-width, because Independent Set, the complementary problem of
Clique, is solvable in polynomial time for bounded mim-width graphs.

4 Polynomial-time algorithms for graphs with mim-width at most 1

A graph G is called a cluster if every connected component of G is a complete graph. Induced
Cluster Subgraph is equivalent to Induced P3-free Subgraph and Cluster Vertex
Deletion (in terms of polynomial-time solvability). From Theorem 8, Induced Cluster
Subgraph is NP-hard for graphs with linear mim-width at most 2.

Recall that all graphs with mim-width at most 1 are perfect graphs by Proposition 4. It
is known that Clique is solvable in polynomial time for perfect graphs [17] and hence also
for graphs with mim-width at most 1. In contrast, Induced Cluster Subgraph remains
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NP-hard for bipartite graphs [19, 34], which are perfect graphs. Thus, the same argument
as Clique is not applicable to Induced Cluster Subgraph. Nevertheless, assuming
that a rooted layout (T, L) of an input graph with mimw(T, L) = 1 is given, we design a
polynomial-time algorithm for Induced Cluster Subgraph.

▶ Theorem 9. Given a graph and its rooted layout of mim-width at most 1, Induced
Cluster Subgraph is solvable in polynomial time.

It is known that all interval graphs, permutation graphs, distance-hereditary graphs, and
convex graphs have mim-width at most 1 and their rooted layout of mim-width at most 1
can be obtained in polynomial time [1, 20]. Moreover, by Proposition 3, rooted layouts with
mim-width at most 1 for the complement of these graphs can also be obtained in polynomial
time. Thus, our algorithm directly indicates the following corollary.

▶ Corollary 10. There is an algorithm that solves Induced Cluster Subgraph in polyno-
mial time for interval graphs, permutation graphs, distance-hereditary graphs, convex graphs,
and their complements.

Here we give an idea of our algorithm. For a rooted layout (T, L) of a given graph with
mim-width at most 1, we compute an optimal solution by means of dynamic programming
from the leaves to the root of T . To complete the computation in polynomial time, for each
node t of T , we discard redundant partial solutions and store essential ones of polynomial
size. This approach was also employed in the previous algorithmic work of mim-width [2, 3,
4, 9, 21, 23, 24]. Especially, an equivalence relation called the d-neighbor equivalence plays
a key role in compressing partial solutions and designing XP algorithms parameterized by
mim-width [2, 3, 4, 9, 21]. However, Theorem 8 suggests that the d-neighbor equivalence
does not work for designing an algorithm for Induced Cluster Subgraph; otherwise,
we would obtain an XP algorithm parameterized by mim-width, which is quite unlikely
by Theorem 8. A rooted layout with mim-width at most 1 resolves the difficulty. Recall
that mimw(T, L) ≤ 1 if and only if G[Ae

1, Ae
2] for any edge e of T is a chain graph as in

Proposition 2. This property allows us to give strict total orderings of vertices in Ae
1 and

Ae
2 with respect to neighbors of vertices. We define new equivalence relations over the strict

total orderings, which enables the dynamic programming to run in polynomial time.
Let G be a graph and <A be a strict total order on A ⊆ V (G). For a vertex subset

C ⊆ A, we denote by head(C, <A) and tail(C, <A) the largest and smallest vertices in C

with respect to <A, respectively. More precisely, for a vertex u ∈ C, u = head(C, <A) if
and only if v <A u for any vertex v ∈ C \ {u}, and u = tail(C, <A) if and only if u <A w

for any vertex w ∈ C \ {u}, respectively. (For the sake of convenience, we allow C = ∅ and
in this case we let head(C, <A) = ∅ and tail(C, <A) = ∅.) For a subset S ⊆ A, a partition
(C1, C2, . . . , Cp) of S into p disjoint subsets C1, C2, . . . , Cp is called a component partition of
S over G if for every i ∈ [p], the subgraph of G induced by Ci is a connected component of
G[S]. We say that a partition (C1, C2, . . . , Cp) of S ⊆ A is indexed by <A if it holds that
head(Cj , <A) <A head(Ci, <A) for any pair of integers i, j with 1 ≤ i < j ≤ p.

For a non-empty vertex subset A of G such that mim(A) ≤ 1, a strict total order <A

of A is called a chain order if for any two distinct vertices v, w in A, v <A w means
N(G; v) \ A ⊆ N(G; w) \ A. (If |A| = 1, we define that the trivial strict total order of A is
also a chain order.) By Proposition 2 and the definition of chain graphs, there is a chain
order of A if and only if mim(A) ≤ 1. Note that mim(A) ≤ 1 also holds and thus there is a
chain order <A of A.

For subsets SA and S′
A of A, let (C1, C2, . . . , Cp) denote the component partition of SA

over G and let (C ′
1, C ′

2, . . . , C ′
q) denote the component partition of S′

A over G, where p and
q are positive integers and both the component partitions are indexed by a chain order
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<A. We write SA ≡cl
G,<A

S′
A if head(C1, <A) = head(C ′

1, <A), tail(C1, <A) = tail(C ′
1, <A),

and head(C2, <A) = head(C ′
2, <A). If the graph G and the chain order <A involved in the

component partitions of SA and S′
A are clear from the context, then we use the shorthand ≡cl

A.
It is not hard to see that ≡cl

A is an equivalence relation over subsets of A. A representative
of SA, denoted by repA(SA), is the set R = {head(C1, <A), tail(C1, <A), head(C2, <A)}. In
the same way, we define an equivalence relation ≡cl

<
A

over subsets of A according to a chain
order <A and a representative repA(SA) of SA ⊆ A.

Consider two subsets SA, S′
A ⊆ A with |SA| ≥ |S′

A|. Assume that for any subset SA ⊆ A,
SA ∪ SA is a cluster set of G if and only if S′

A ∪ SA is a cluster set of G. This suggests that
there is no need to store S′

A during dynamic programming over T . Formally, we give the
following lemma.

▶ Lemma 11 (♠). For a vertex subset A of a graph G such that mim(A) ≤ 1, let SA, S′
A ⊆ A

be cluster sets of G with SA ≡cl
A S′

A and let SA be any subset of A. Then, SA ∪ SA is a
cluster set of G if and only if S′

A ∪ SA is a cluster set of G.

Lemma 11 asserts that the equivalence relation ≡cl
A allows us to determine vertex sets to

be stored. However, Lemma 11 is not enough to construct a dynamic programming algorithm.
If a chain order is arbitrarily given for each node t of T , then the ordering of the stored
sets may change, which causes the algorithm to output an incorrect solution. To avoid the
inconsistency, we need to define chain orders with additional constraints.

Let (T, L) be a rooted layout of a graph G = (V, E). For a node t of T , we denote by
Tt the subtree of T rooted at t. We define Vt = {L−1(ℓ) | ℓ is a leaf of Tt}, Vt = V \ Vt,
Gt = G[Vt], and Gt = G[Vt]. We use the shorthand notations Gt,t for the bipartite subgraph
G[Vt, Vt] and rept for the representative repVt

. We define a strict total order <t on vertices
in Vt, called a lower chain order, that satisfies the two conditions below:
(ℓ-1) <t is a chain order of Vt; and
(ℓ-2) if t has a child c, then for any pair of distinct vertices v, w in Vc, it holds that v <c w

if and only if v <t w.

We also define an upper chain order <t as a strict total order on vertices in Vt that holds
the following three conditions:
(u-1) <t is a chain order of Vt;
(u-2) if t has a child c, then for any pair of distinct vertices v, w in Vt, it holds that v <t w

if and only if v <c w; and
(u-3) if t has the parent p, then for any pair of distinct vertices v, w in Vt ∩ Vp, it holds that

v <t w if and only if v <p w, where <p is a lower chain order on Vp.

Lemma 12 asserts that the above strict total orders can be found in polynomial time.

▶ Lemma 12 (♠). Let (T, L) be a rooted layout of a graph G with mimw(T, L) ≤ 1. For
every node t of T , a lower chain order <t and an upper chain order <t exist and can be
obtained in polynomial time.

We here give the following two lemmas, which are keys to show the correctness of our
algorithm given later.

▶ Lemma 13 (♠). Let (T, L) be a rooted layout of a graph G with mimw(T, L) ≤ 1 and
t be an internal node of T with a child c. For any subset S ⊆ Vc ∩ Vt of G, it holds that
repc(S) = rept(S).
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▶ Lemma 14 (♠). Let (T, L) be a rooted layout of a graph G with mimw(T, L) ≤ 1 and
let t be an internal node of T with children a and b. For disjoint cluster sets X ⊆ Va and
Y ⊆ Vb, if X ∪ Y is a cluster set of G, then rept(X ∪ Y ) = rept(rept(X) ∪ rept(Y )) holds.
Moreover, for a cluster set Z ⊆ Vt of G, if X ∪ Z (resp. Y ∪ Z) is a cluster set of G, then
repb(X ∪ Z) = repb(repb(X) ∪ repb(Z)) (resp. repa(Y ∪ Z) = repa(repa(Y ) ∪ repa(Z))) holds.

We now provide a polynomial-time algorithm for Induced Cluster Subgraph. Suppose
that (T, L) is a rooted layout of a graph G with mimw(T, L) ≤ 1 and t is a node of T . We let
Rt = {rept(St) : St ⊆ Vt} and Rt = {rept(St) : St ⊆ Vt}. For two sets Rt ∈ Rt and Rt ∈ Rt,
we define ft(Rt, Rt) as the function that returns the largest size of a subset St ⊆ Vt such that
1. rept(St) = Rt; and
2. St ∪ Rt is a cluster set of G.

We let ft(Rt, Rt) = −∞ if there is no subset satisfying the above conditions. For each
triple of t ∈ V (T ), Rt ∈ Rt, and Rt ∈ Rt, we compute ft(Rt, Rt) by means of dynamic
programming from the leaves to the root r of T . As G = Gr, we obtain the maximum size of
cluster sets of G by computing min{fr(Rr, ∅) : Rr ∈ Rr}. Notice that, for simplicity, our
algorithm computes the size of an optimal solution. One can easily modify our algorithm so
that it finds the largest cluster set in the same time complexity.

The case where t is a leaf of T . Denote by v the unique vertex in Vt. Then, Rt = {∅, {v}}.
If Rt = ∅, only St = ∅ satisfies the prescribed conditions for any Rt ∈ Rt. If Rt = {v}, then
St = {v} and we have to check that {v} ∪ Rt is a cluster set of G. In summary, we have

ft(Rt, Rt) =


0 if Rt = ∅ and Rt is a cluster set of G,
1 if Rt = {v} and {v} ∪ Rt is a cluster set of G,
−∞ otherwise.

The case where t is an internal node of T . Suppose that t has children a and b, and
fa(Ra, Ra) and fb(Rb, Rb) have already been computed for any Ra ∈ Ra, Ra ∈ Ra, Rb ∈ Rb,
and Rb ∈ Rb. For the largest subset St ⊆ Vt that satisfies the prescribed conditions, St

can be partitioned into two cluster sets St ∩ Va and St ∩ Vb. In addition, (St ∩ Vb) ∪ Rt

and (St ∩ Va) ∪ Rt form cluster sets of G[Va] and G[Vb], respectively. We guess that
rept(St ∩ Va) = repa(St ∩ Va) = Ra ∈ Ra and rept(St ∩ Vb) = repb(St ∩ Vb) = Rb ∈ Rb. By
Lemma 14, Rt can be represented as follows:

Rt = rept(St)
= rept((St ∩ Va) ∪ (St ∩ Vb))
= rept(rept(St ∩ Va) ∪ rept(St ∩ Vb))
= rept(Ra ∪ Rb).

To obtain the value ft(Rt, Rt), we calculate the sum of fa(Ra, repa((St ∩ Vb) ∪ Rt)) and
fb(Rb, repb((St ∩ Va) ∪ Rt)) for each pair (Ra, Rb) such that Ra ∈ Ra, Rb ∈ Rb, and
Rt = rept(Ra ∪ Rb). Combining Lemmas 13 and 14 with repa(Rt) = rept(Rt), which is
observed from the condition (u-2) for an upper chain order, it holds that

repa((St ∩ Vb) ∪ Rt) = repa(repa(St ∩ Vb) ∪ repa(Rt))
= repa(rept(St ∩ Vb) ∪ rept(Rt))
= repa(Rb ∪ Rt).

SWAT 2024
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Similarly, we have repb((St ∩ Va) ∪ Rt) = repb(Ra ∪ Rt). We conclude that

ft(Rt, Rt) = max
Ra∈Ra∧Rb∈Rb

{fa(Ra, repa(Rb ∪ Rt))

+ fb(Rb, repb(Ra ∪ Rt)) : Rt = rept(Ra ∪ Rb)}.

Since Rt and Rt are of polynomial size for every t of T , our algorithm runs in polynomial
time. This completes the proof of Theorem 9.

We can extend the above algorithm to other several problems. (For more details, see the
full version of this paper.) Combined with Theorem 8, we obtain the following dichotomy
theorem.

▶ Theorem 15 (♠). All the following problems, as well as their connected variants and their
dominating variants, are NP-hard for graphs with mim-width at most 2: (i) Clique; (ii)
Induced Cluster Subgraph; (iii) Induced Polar Subgraph; (iv) Induced P3-free
Subgraph; (v) Induced Split Subgraph; and (vi) Induced K3-free Subgraph. On
the other hand, given a graph and its branch decomposition of mim-width at most 1, all
the above problems, as well as their connected variants and their dominating variants, are
solvable in polynomial time.

5 Concluding remarks

We discuss future work here. Our proof of Theorem 5 relies on the assumption that all cliques
satisfy a fixed property Π, and hence Theorem 5 is not applicable to Induced Π Subgraph
such that Π excludes some clique. Such problems include Independent Set, Induced
Matching, Longest Induced Path, and Feedback Vertex Set. In fact, there exist
XP algorithms of the problems listed above when parameterized by mim-width [1, 9, 23, 24].
This motivates us to seek Π such that Induced Π Subgraph is NP-hard for bounded
mim-width graphs although Π excludes some clique. As the first step, it would be interesting
to consider Induced K3-free Subgraph.

In [2], Bergougnoux et al. showed that Clique is expressible in A&C DN + ∀, which is
A&C DN logic that allows to use a single universal quantifier ∀, and hence their meta-theorem
cannot be extended to A&C DN + ∀. Our results in this paper suggest that the barrier could
be broken down for graphs with mim-width at most 1. The next goal is to obtain a more
general logic than A&C DN such that all problems expressible in the logic are solvable in
polynomial time for graphs with mim-width at most 1.

Finally, we end this paper by leaving the biggest open problem concerning mim-width:
Given a graph G, is there a polynomial-time algorithm that computes a branch decomposition
with mim-width 1, or concludes that G has mim-width more than 1?
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A Fast 3-Approximation for the Capacitated Tree
Cover Problem with Edge Loads
Benjamin Rockel-Wolff
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Abstract
The capacitated tree cover problem with edge loads is a variant of the tree cover problem, where we
are given facility opening costs, edge costs and loads, as well as vertex loads. We try to find a tree
cover of minimum cost such that the total edge and vertex load of each tree does not exceed a given
bound. We present an O(m log n) time 3-approximation algorithm for this problem.

This is achieved by starting with a certain LP formulation. We give a combinatorial algorithm
that solves the LP optimally in time O(m log n). Then, we show that a linear time rounding and
splitting technique leads to an integral solution that costs at most 3 times as much as the LP solution.
Finally, we prove that the integrality gap of the LP is 3, which shows that we can not improve the
rounding step in general.
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1 Introduction

Graph cover problems deal with the following base problem. Given a graph G, the task is to
find a set of (connected) subgraphs of G, the cover, such that each vertex of G is contained
in at least one of the subgraphs. Usually, the subgraphs are restricted to some class of
graphs, like paths, cycles or trees. Different restrictions can be imposed on the subgraphs,
like a maximum number of edges, or a total weight of the nodes for some given node weights.
Recently, Schwartz [12] published an overview of the literature on different covering and
partitioning problems.

We consider the capacitated tree cover problem with edge loads. It is a variation of the
tree cover problem that has not been studied so far to the best of our knowledge.

In the capacitated tree cover problem with edge loads, we are given a complete graph
G = (V, E), metric edge costs c : E → R+, vertex loads b : V → [0, 1), metric edge loads
u : E → R≥0 with u(e) < u(f) ⇒ c(e) ≤ c(f), and a facility opening cost γ ≥ 0. The task is
to find a number of components k ∈ N≥1 and a forest F in G consisting of k trees minimizing∑

e∈E(F )

c(e) + γk,

such that each tree Ti has total load

u(Ti) :=
∑

e∈E(Ti)

u(e) +
∑

v∈V (Ti)

b(v) ≤ 1.

For simplicity of presentation, we additionally require that u > 0. This is not necessary
in general and the extended proofs for u ≥ 0 are covered in the full paper [11].
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The capacitated tree cover problem with edge loads is closely related to the facility location
problem with service capacities discussed by Maßberg and Vygen in [10]. Their problem uses
Steiner trees to connect the nodes, not spanning trees. Furthermore, in their case edge cost
and edge load are the same. They make use of this fact to prove a lower bound on the value
of an optimum solution. Both problems have important practical applications in chip design.
In [4] they are called the sink clustering problem and used for clock tree construction. In
[2] they are used for repeater tree construction. In these applications terminals and edges
have an electrical capacitance. A source can drive only a limited capacitance. Edge cost and
capacitance usually are proportional to the length of an edge. As the edge length is given by
the l1-distance between its endpoints, this naturally matches our problem.

Our problem is also related to other facility location and clustering problems, like the
(capacitated) k-center problem ([5, 8]) or the k-means problem ([6, 9]).

Other tree cover problems include the k-min-max tree cover problem and the bounded
tree cover problem ([1, 3, 7]). In the k-min-max tree cover problem, we are given edge weights
and want to find k trees such that the maximum of the total weights of the trees is minimized.
In the bounded tree cover problem, we are given a bound on the maximum weight of a tree
in the cover and try to minimize the number of trees that are required. For these problems
Khani and Salavatipour [7] gave a 3- and 2.5-approximation respectively. They improve
over the previously best known results by Arkin et al. [1], who presented a 4-approximation
algorithm for the min-max tree cover problem and a 3-approximation algorithm for the
bounded tree cover problem. Even et al. [3] independently gave a 4-approximation algorithm
for the min-max tree cover problem. Furthermore, a rooted version of these problems has
been studied. The best known approximation ratio for the capacitated tree case is 7 and was
developed by Yu and Liu [15].

Many algorithms for cycle cover problems are also based on tree cover algorithms ([3,
13, 14]). An example is the capacitated cycle covering problem, where the cover consists of
cycles (and singletons) and are given an upper bound on the total nodeweight of the cycles.
The task is to minimize the total weight of the cycles plus the facility opening costs. Traub
and Tröbst [13] presented a 2 + 2

7 -approximation for this problem. They use an algorithm for
the capacitated tree cover problem as a basis for their 2 + 2

7 -approximation. In particular,
they present a 2-approximation for the capacitated tree cover problem without edge loads.

2 Our contribution

In Section 3, we present an LP formulation of the capacitated tree cover problem with edge
loads that is based on the formulation in [13].

Then, we will present a combinatorial algorithm that can optimally solve the LP in time
O(m log n) in Section 4, where n is the number of vertices and m is the number of edges of
the graph.

Next, we show how to round the solution to an integral solution in Section 5, employing
a splitting technique that runs in linear time from [10], and show that the resulting integral
solution costs at most 3 times as much as the LP-solution. This proves our main theorem:

▶ Theorem 1. There is a 3-approximation algorithm for the capacitated tree cover problem
with edge loads that runs in time O(m log n).

While the overall approach is similar to the one used in [13], edges with load require
a different algorithm for solving the LP. Furthermore, we need to be more careful in the
analysis of our rounding step.

Finally, in Section 6, we will give an example proving that the integrality gap of our LP
is at least 3.
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3 The LP-formulation

We may assume that γ ≥ c(e) for all e ∈ E, as an edge with c(e) > γ will never be used
in an optimum solution (and could be removed from the solution of the algorithm without
increasing the cost).

For simplicity, we will introduce some notation here: For any function f : A → B ⊆ R
from a finite set A into a set B ⊆ R and X ⊆ A we write f(X) :=

∑
x∈X f(x).

Given a solution F to our problem with k components {T1, . . . , Tk}, we know that each
tree Ti contains exactly |V (Ti)|−1 edges and hence k = |V |−|E(F )|. Each induced subgraph
of F is a forest. So we know

|E(F [A])| ≤ |A| − 1 for each A ⊆ V.

Let us now consider the load on the subgraph of F , induced by A ⊆ V . Each connected
component in F [A] can have load at most 1. So there must be at least b(A) + u(E(F [A]))
components in F [A]. As each of the components is a tree, the inequality

|E(F [A])| ≤ |A| − (b(A) + u(E(F [A])))

must be fulfilled. Using these properties, we can formulate the following LP relaxation of
this problem:

min ctx + γ(|V | − x(E)) (1)

s.t. x(E(G[A])) ≤ |A| − 1 for each A ⊆ V (2)∑
e∈E(G[A])

(1 + u(e))x(e) ≤ |A| − b(A) for each A ⊆ V (3)

0 ≤ x(e) ≤ 1 for each e ∈ E (4)

Here x(e) denotes the fractional usage of the edge e. We will call an edge e active if x(e) > 0.
The LP can be reformulated by using variables y(e) := x(e)(1 + u(e)):

min
∑
e∈E

c(e)
1 + u(e)y(e) + γ

(
|V | −

∑
e∈E

y(e)
1 + u(e)

)
(5)

s.t.
∑

e∈E(A)

y(e)
1 + u(e) ≤ |A| − 1 for each A ⊆ V (6)

y(E(G[A])) ≤ |A| − b(A) for each A ⊆ V (7)
0 ≤ y(e) ≤ 1 + u(e) for each e ∈ E (8)

For simplicity, we will always consider solutions x, y of both LPs at once. In the following,
we will denote by ux(e) := x(e) · u(e) the fractional load of edge e.

▶ Definition 2. For a solution x, y to the LP, we define the support graph Gx := (V, {e ∈
E | x(e) > 0}), i.e. the graph consisting of the vertices V and all active edges.

We call an edge tight if y(e) = 1 + u(e), and we call a set A ⊆ V of vertices tight if
inequality (7) is tight.
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Our goal will be to solve the LP exactly and then round to a forest that may violate the
capacity constraints. This increases the edge cost by at most a factor of 2. In a final step
each tree T in the forest with a load b(V (T )) + u(E(T )) > 1 can be split into at most
2 · (b(V (T )) + u(E(T ))) trees. This may decrease the edge cost, but loses a factor of 3 in the
number of components, compared to the LP solution.

4 Solving the LP

Altough the LP has an exponential number of inequalities, we can solve it using a simple
greedy algorithm, shown in Algorithm 1. We will focus on solving the second LP (5) – (8).

As a first step, we sort the edges {e1, . . . , em} = E(G) such that

c(e1) − γ

1 + u(e1) ≤ . . . ≤ c(em) − γ

1 + u(em) .

In each iteration, we compute a partition Ai ⊂ 2V (G) of the vertices of G, based on the
previous partition Ai−1. We initialize y to 0 and start with A0 := {{v}|v ∈ V (G)}. Then
we iterate through the edges from e1 to em. For each edge ei, we do the following:

If ei has endpoints in two different sets of the partition A1
i , A2

i ∈ Ai−1, we increase y(ei)
to the maximum possible value. This maximum value is the sum of the slacks of inequalities
(7) for the sets A1

i and A2
i : |A1

i |−b(A1
i )−y(E(G[A1

i ]))+ |A2
i |−b(A2

i )−y(E(G[A2
i ])). However,

we assign at most 1+u(ei), such that we do not violate inequality (8). Finally, if we increased
y(ei) by a positive amount, we create the new partition Ai that arises from Ai−1 by removing
A1

i and A2
i and adding their union.

We set A :=
⋃

i=1,...,m Ai. Observe that A is a laminar family. This guarantees that the
support graph is always a forest and inequality (6) is automatically fulfilled.

Algorithm 1 Algorithm for solving the LP (5) – (8).

Input : G, c, u.
Output : y optimum solution of the LP (5) – (8).

1 Sort edges such that c(e1)−γ
1+u(e1) ≤ . . . ≤ c(em)−γ

1+u(em) ;
2 Set A0 := {{v}|v ∈ V (G)} and y := 0;
3 for i = 1 . . . m do
4 if there are sets A1

i , A2
i ∈ Ai−1 with ei ∩ A1

i ̸= ∅, ei ∩ A2
i ̸= ∅ and A1

i ̸= A2
i then

5 y(ei) := min{1 + u(ei), |A1
i | − b(A1

i ) − y(E(A1
i )) + |A2

i | − b(A2
i ) − y(E(A2

i ))};
6 if y(ei) > 0 then
7 Ai := (Ai−1 \ {A1

i , A2
i }) ∪ {A1

i ∪ A2
i };

8 else
9 Ai := Ai−1

▶ Lemma 3. Let x, y be the solution computed by Algorithm 1. If a set A ∈ A from the
algorithm is not tight, then all the edges in its induced subgraph Gx[A] of the support graph
are tight.

Proof. Assume this were false. Take a minimal counterexample A. As the claim certainly
holds for sets consisting only of one vertex (Gx[A] has no edges if |A| = 1), we know that
|A| ≥ 2. We can write A = A1

i ∪ A2
i with their associated edge ei (for some i). We know
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that ei has to be tight by line 5, as A is not tight. Otherwise, the algorithm could have
increased y(ei) further. At least one of the subsets A1

i and A2
i of A is not tight, otherwise, A

were tight. W.l.o.g we may assume that A1
i is not tight. Then all of its edges are tight, by

minimality of A. However, then we know that x(E(G[A1
i ])) = |A1

i | − 1. Thus,

|A1
i | − b(A1

i ) − y(E(G[A1
i ])) = |A1

i | − b(A1
i ) − x(E(G[A1

i ])) − ux(E(G[A1
i ]))

= |A1
i | − b(A1

i ) − (|A1
i | − 1) − ux(E(G[A1

i ])) = 1 − (ux(E(G[A1
i ]) + b(A1

i )) < 1 + u(ei).

This implies that A1
i does not have enough slack to make ei tight. Thus A2

i cannot be tight.
As A contains an edge that is not tight in its support graph, this edge must be contained in
A2

i . We can conclude that A2
i is a smaller counterexample. This contradicts the minimality

of A. ◀

▶ Corollary 4. Let ei ∈ E, A1
i and A2

i fulfill the conditions in line 4 of Algorithm 1. If ei is
tight then neither A1

i , nor A2
i are tight.

▶ Theorem 5. Algorithm 1 works correctly and has running time O(m log n).

Proof. The running time is dominated by sorting. Due to space constraints, we will only
give the ideas of the correctness proof. The details are contained in the full version [11] of
this paper.

We first check that the algorithm outputs a solution to our LP. The minimum in line 5
guarantees that inequality (8) is fulfilled. We have already seen that the support graph of our
solution is a forest, which means that inequality (6) is also satisfied. It remains to check that
inequality (7) holds. Each A ∈ A fulfills the inequality, when it is introduced by line 5. Since
A is a laminar family, we never change the value of y(E(G[A])) after A has been introduced,
so we already know that all A ∈ A satisfy inequality (7) when the algorithm is finished.

We define the slack of a set A ⊆ V as the slack of inequality 7 for that set and denote it
by σ(A) := |A| − b(A) − y(E(G[A])).

Then we can prove that when the algorithm introduces a new set A, it has no more slack
than each of the joined subsets.

▷ Claim 6. Let A1
i , A2

i , A ∈ A such that A = A1
i ∪ A2

i . We claim that σ(A) ≤ σ(Aj
i ) for

j = 1, 2.

The idea to prove this, is to show that σ(A) = σ(A1
i ) + σ(A2

i ) − y(ei). Then we use Corollary
4 and Lemma 3 to derive that max{σ(A1

i ), σ(A2
i )} ≤ y(ei), which proves the claim. As a

next step, we extend Claim 6 to all subsets of A.

▷ Claim 7. Let A ∈ A. We claim that each subset B ⊆ A has slack σ(B) ≥ σ(A).

We prove this by induction on the number of iterations. The main idea here is to first split
B into subsets B1, B2 of the two sets A1

i , A2
i that have been merged to form A. We show

that σ(B) ≥ σ(B1) + σ(B2) − y(ei). Then we apply our induction hypothesis to both sets
and use the equality from Claim 6 to prove Claim 7.

Finally, we observe that for B1 ⊆ V and B2 ⊆ V from different connected components
of Gx, we have σ(B1 ∪ B2) = σ(B1) + σ(B2). This means that we can split any subset of
the vertices B ⊆ V into subsets of the toplevel sets of A, which are exactly the connected
components of Gx. Then we can use Claim 7 on each of the subsets to see that they have
nonnegative slack. The observation implies that also B has nonnegative slack. So inequality 7
is always satisfied.

SWAT 2024



39:6 A Fast 3-Approximation for the Capacitated Tree Cover Problem with Edge Loads

Next we want to prove optimality. Assume that y were not optimum. Let y∗ be an
optimum solution that fulfills the following: It maximizes the index of the first edge in the
order of the algorithm in which y and y∗ differ. Among those it minimizes the difference in
this edge. Let this index be denoted by k. As the algorithm always sets the values to the
maximum that is possible without violating an inequality, we know that y∗(ek) < y(ek).

By the ordering of the algorithm, we know that

c(ek) − γ

1 + u(ek) ≤ c(ei) − γ

1 + u(ei)

for all i > k. Our goal will be, to find an edge ei with i > k such that we can increase y∗(ek)
and avoid violating constraints or increasing the objective by decreasing y∗(ei) in x∗, y∗.

Let Gk be the connected component of ek in the subgraph of G that contains only ek

and the active edges with index less than k. Define

Γ := {ei ∈ E(Gx∗) | i > k and ei incident to v ∈ V (Gk)}.

Note that Γ ̸= ∅, because otherwise, we could increase y∗(ek) to y(ek) without violating any
constraints. Since c(e) ≤ γ, this would not increase the objective value.

We will prove that all tight sets containing the vertices of Gk must have a common edge
in Γ.

▷ Claim 8. Let T := {B ⊆ V | V (Gk) ⊆ B and B tight} be the family of tight sets of x∗, y∗

containing the vertices of Gk. We claim that

Γ ∩
⋂

B∈T
E(Gx∗ [B]) ̸= ∅.

If there is an edge in Γ between vertices of Gk, then this certainly holds. Otherwise, we
know that V (Gk) is not tight, because the algorithm was able to set y(ek) > y∗(ek).

Let S := {S1, . . . , Sp} ⊆ T be a set of p ≥ 2 tight sets containing the vertices of Gk

and set Z :=
⋃

Si∈S Si. First, we observe that Z is tight as well. Then, we will prove our
claim by induction on p. The key idea is to use the tightness of Z and the Si to decompose
y∗(E(G[Z])) into an alternating sum of y∗ on intersections of the Si and then reassemble
y∗(E(G[Z])) from the parts (see [11]). Then, we see that there must be slack on the cut
defined by Gk in the intersection of all Si. Thus there must be an edge in the cut, which
proves our claim.

Finally, we can pick an edge f ∈ Γ that is contained in all tight sets that contain the
vertices of Gk. If u(f) ≤ u(ek), we know that 1

1+u(f) ≥ 1
1+u(ek) . So we can decrease y∗(f)

and increase y∗(ek) by the same amount without violating any constraints. By the ordering
of our algorithm, this can not increase the objective value. This would contradict our choice
of y∗. Hence u(f) > u(ek). But then c(f) ≥ c(ek) and we could decrease x∗(f) and increase
x∗(ek) without increasing the objective value. Furthermore, we also do not create a violation
this way, because ϵ · (1 + u(f)) > ϵ · (1 + u(ek)) for ϵ > 0. This contradicts our choice of y∗

and concludes the proof. ◀

The support graph of the LP solution computed by Algorithm 1 is always a forest. Thus,
Theorem 5 implies the following:

▶ Corollary 9. There is always a solution x, y to both LPs, such that the support graph Gx

is a forest.
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5 The Rounding Strategy

Now we want to round the LP solution, computed by Algorithm 1, to get an integral solution.
We do so by rounding up edges e with x(e) ≥ α, for some 0 ≤ α ≤ 1 to be determined
later. All other edges are rounded down. The forest arising from this rounding step may
contain components T with b(V (T )) + u(E(T )) > 1. These large components will be split
into at most 2 · (b(V (T )) + u(E(T ))) legal components. We achieve this by using a splitting
technique that is often used for these cases, for example in [10] and also in [13]. During
splitting, we need to shortcut some paths. This is possible, because G is a complete graph
and u and c are metric.

The splitting technique traverses the trees in a bottom up fashion (for an arbitrary root).
At each node, it approximately solves a bin packing problem to split off components that are
too heavy. However, for the analysis, we only require the result that it is possible to split the
trees into 2 · (b(V (T )) + u(E(T ))) legal components.

▶ Lemma 10 (Maßberg and Vygen 2008 [10]). If G is a complete graph and u and c are
metric, there is a linear time algorithm that splits a tree with total load b(V (T ))+u(E(T )) > 1
into at most 2 · (b(V (T )) + u(E(T ))) legal trees and does not increase the total edge cost.

In Section 5.1, we will study the LP solution, that we get from Algorithm 1. We will
exploit the structure of this solution in our analysis. Then we will bound the number of
components that we get after rounding and splitting in Section 5. We do this by providing an
upper bound on the value of each edge after rounding and splitting. Finally, in Section 5.2.4,
we show that α := 2

3 will lead to an approximation factor of 3 independent of the edge loads.

5.1 The general structure of the LP solution
Let x, y be a solution found by the algorithm. Recall that for edges e ∈ E(G), ux(e) :=
x(e) · u(e) was the fractional load of the edge e in our solution. Note that then it holds for
each set A ⊆ V (G) and edge e ∈ E(G) that

y(E(G[A])) = x(E(G[A])) + ux(E(G[A])) and y(e) = x(e) + x(e)u(e).

Without loss of generality, we can assume that 0 < x(e) < 1 for all edges and Gx does
not contain singletons. We simply remove all edges with x(e) = 0. Then we contract all
inclusionwise maximal sets A ∈ A such that all edges in their respective induced support
graph are tight and set the load of the new vertex to b(A) + ux(E(G[A])). Corollary 4 implies
that we contracted all tight edges this way. These operations only make the approximation
guarantee worse, because these components will have the same value in the rounded solution
as in the LP-solution. In the remaining graph the following assertions hold:
1. |{v}| − b({v}) − y(E(G[{v}])) = 1 − b(v) ≤ 1 for all v ∈ V .
2. All A ∈ A containing more than 1 vertex are tight, by Lemma 3.
Now, we will take a closer look at the sets Aj

i for i = 1, . . . , m and j = 1, 2. In the following
analysis, we will assume without loss of generality that |A1

i | ≤ |A2
i |. By the above assertions,

we have for an edge ei and the two associated sets A1
i , A2

i , either
(i) both A1

i and A2
i contain only one vertex and one of them is not tight, or

(ii) A1
i contains only one vertex and is not tight and A2

i contains more vertices and is tight
To make the following easier to read, we add the following definitions

▶ Definition 11. Edges that fulfill condition (i) are called seed edges and edges that fulfill
condition (ii) are called extension edges. For each edge ei we denote by vei the unique vertex
in set A1

i .
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Note that every edge ei is either a seed edge or an extension edge, but this only holds after
contracting the sets of tight edges as described above.

Thus, whenever ei is a seed edge, the algorithm sets

y(ei) := |A1
i | − b(A1

i ) − y(E(G[A1
i ])) + |A2

i | − b(A2
i ) − y(E(G[A2

i ])) = 1 − b(A1
i ) + 1 − b(A2

i ),

where we use the fact that E(G[Aj
i ]) = ∅ for j = 1, 2. Since both A1

i and A2
i were singletons,

we can conclude

x(ei) + u(ei)x(ei) = y(ei) = 2 − b(A1
i ∪ A2

i ).

Similarly, for extension edges, we get

x(ei) + u(ei)x(ei) = 1 − b(A1
i ).

In the analysis of the rounding step, we need some further observations:

▶ Observation 12. Let T be a connected component in Gx. Then
T is a tree.
If |V (T )| > 1, then T contains exactly one seed edge and all other edges are extension
edges.
If T contains a seed edge ei, then i = min

ej∈E(T )
j or in other words, ei was the first edge of

T considered in the algorithm.
A proof of these observations is not difficult, but deferred to the full version of this paper for
space reasons.

5.2 Analyzing the rounding step
First note that by our rounding procedure, the sum of the edge-weights can increase by
at most 1

α . So for the edge-weights it is sufficient to make sure that α ≥ 1
2 and the main

difficulty is to bound the number of components.
Before we choose α, let us estimate how many components we get after rounding and

splitting. To do this, we take a look at the connected components after rounding. Let T be
such a component. We denote by comp(T ) the number of connected components we need to
split T into.

Let C∗ be the set of components before splitting and C be the set of components after
splitting. Our goal here is to estimate |C| by a contribution est(e) of each edge e ∈ E(G),
such that the number of components after splitting is

|C| =
∑

T ∈C∗

comp(T ) ≤
∑

T ∈C∗

|V (T )| −
∑

e∈E(G)

est(e) = |V (G)| −
∑

e∈E(G)

est(e)

There are three cases:
1. singletons: T consists of only one vertex.
2. good trees: T consists of more than one vertex and u(E(T )) + b(V (T )) ≤ 1
3. large trees: T consists of more than one vertex and u(E(T )) + b(V (T )) > 1

Case 1. T is a singleton. Its number of components is

comp(T ) := 1 = |V (T )| − 0.
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Case 2. T is a good tree. So we can keep this component for a solution to the problem.
The number of components is

comp(T ) := 1 = |V (T )| − (|V (T )| − 1) ≤ |V (T )| −
∑

e∈E(T )

[1 − 2b(ve) − 2u(e)] .

For all e ∈ E(T ), we set est(e) := 1 − 2b(ve) − 2u(e).

Case 3. T is a large tree. So we have to split this component to get a feasible solution.
Denote by e′ the edge in T with the lowest index according to the sorting of the algorithm.
Let v̄ ̸= ve′ be incident to e′. Note that this does not have to be a seed edge, as the
components after rounding do not necessarily contain a seed edge. We rewrite the number of
components:

comp(T ) ≤ 2 · (u(E(T )) + b(V (T ))) = |V (T )| − [2 − 2b(ve′) − 2u(e′) − 2b(v̄)]

−
∑

e′ ̸=e∈E(T )

[1 − 2b(ve) − 2u(e)] .

If T contains a seed edge, then this edge is e′. This means that the number of components
can be estimated by edges in T . We set est(e′) := 2 − 2b(ve′) − 2u(e′) − 2b(v̄) and est(e) :=
1 − 2b(ve) − 2u(e) for all e ∈ E(T ) \ {e′}.

Otherwise T only consists of extension edges. In this case, we write

[2 − 2b(ve′) − 2u(e′) − 2b(v̄)] +
∑

e′ ̸=e∈E(T )

[1 − 2b(ve) − 2u(e)]

= [1 − 2b(v̄)] +
∑

e∈E(T )

[1 − 2b(ve) − 2u(e)] .

Then, we set est(e) := 1 − 2b(ve) − 2u(e) for all e ∈ E(T ). However, in this case we need
to account for the additional 1 − 2b(v̄). To do so, we call the edge incident to v̄ that is not
contained in T a filler edge. For all filler edges {v, w} = e ∈ E(G), we w.l.o.g. assume that e

is a filler edge for the component that contains v and set

est(e) :=
{

2 − (b(v) + b(w)), if e is the filler edge of two components
1 − b(v), otherwise.

For all edges not considered before, we set est(e) := 0.
Now we have that

|C| ≤ |V (G)| −
∑

e∈E(G)

est(e)

Our next goal is to find a lower bound on
∑

e∈E(G)
est(e). Here we will leave out most of the

computations, due to space restrictions, but they are contained in the full version [11] of this
paper.

5.2.1 Lower bounds for the extension edges
We start with the simpler case of extension edges. An overview over the cases in which they
can appear is shown in Figure 1. Let e be an extension edge. If it appears inside a good tree
or a large tree. Then

est(e) = 2x(e) − 1 − 2u(e)(1 − x(e)).
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(a) Inside a (good or large) tree. (b) Leading towards a good tree
or a singleton.

(c) As a filler edge leading to a
large tree.

Figure 1 The cases in which extension edges can occur. Dashed edges have been rounded down,
while solid ones have been rounded up. Thick edges belong to a large tree. For each edge e the
arrowhead points towards ve.

If it is incident to a singleton or a good tree, we can estimate

est(e) = 0 ≥ 2x(e) − 1 − (2x(e) − 1).

If it is a filler edge, we can estimate

est(e) = 1 − 2b(ve) = 1 − 2(1 − x(e) − x(e)u(e)) = 2x(e) − 1 + x(e)u(e) ≥ 2x(e) − 1.

5.2.2 Lower bounds for the seed edges

Next we consider seed edges. An overview over the cases in which they can appear is shown
in Figure 2. Let e be a seed edge. e = {ve, v̄} can not be contained in a singleton. It can
also not be contained in a good tree, as we have

1 + u(e) > y(e) = 1 − b(ve) + 1 − b(v̄) ⇔ b(ve) + b(v̄) + u(e) > 1.

So if it is contained in a connected component, then this component is a large tree and it
was the first edge considered in this component. We estimate

est(e) = 2x(e) − 2 − 2u(e)(1 − x(e)).

Otherwise both endpoints are incident to different components. This means that it was
rounded down. If these components are singletons or good trees, we can estimate

est(e) = 0 ≥ 2x(e) − 2.

If both are large trees, then e is a filler edge for both and we have

est(e) = 2−2(b(ve)+b(v̄)) = 2−2(2−x(e)−x(e)u(e)) = 2x(e)−2+2u(e)x(e) ≥ 2x(e)−2.

The last case is that e is incident to one large tree and a good tree or a singleton. This
means it is a filler edge for only one endpoint. W.l.o.g. let this endpoint be ve. We set
y1 := (1 + u(e)), x1 := 1 − b(ve) and y2 := (1 + u(e)), x2 := 1 − b(v̄). For a later estimate
note that then x2 ≤ α as x(e) ≤ α. We can estimate

est(e) ≥ 2x(e) − 2 − (2x2 − 1).

Now almost all estimates are of the same form.
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(a) Inside a large tree. (b) Incident only to
good trees or single-
tons.

(c) As a filler edge for
two large trees.

(d) As a filler edge for
one large tree and incid-
ent to a good tree or a
singleton.

Figure 2 The cases in which seed edges can occur. Dashed edges have been rounded down, while
solid ones have been rounded up. Thick edges belong to a large tree. For each extension edge e the
arrowhead points towards ve. Seed edges have arrowheads on both ends.

5.2.3 Summary of the estimates
Before we choose α and derive the approximation guarantee, let us summarize the derived
estimates.

est(e) ≥
seed edges

2x(e) − 2 − 0 incident to good trees or singletons, filler for both ends
2x(e) − 2 − (2x2 − 1) filler for one end
2x(e) − 2 − 2u(e)(1 − x(e)) in a large tree

extension edges
2x(e) − 1 − 0 filler edge
2x(e) − 1 − (2x(e) − 1) incident to good tree or singleton
2x(e) − 1 − 2u(e)(1 − x(e)) inside a component

The base part, which is left in black, now sums up to at most 2x(E(G))−|V (G)|, because there
is exactly one seed edge for every component that is not a singleton. So it remains to estimate
the parts marked in blue. Our goal will be to estimate this part in terms of |V (G)|−x(E(G)).
That is, find a β, such that we have “sum of blue parts” ≤ β(|V (G)| − x(E(G)). We will
achieve this by first estimating for each {ve, w} ∈ E(Gx∗) that

“blue part” ≤

{
β(b(ve) + b(w) + x(e)u(e)) for seed edges
β(b(ve) + x(e)u(e)) for extension edges.

Then, we can use that to sum up the estimates of the differences

“sum of blue parts” ≤ β(b(V (G)) + u(x(E(G)))) ≤ β(|V (G)| − x(E(G))),

where the last inequality follows directly from the LP-inequalities.
In total, we are left with

|C| ≤ |V (G)| −
∑

e∈E(G)

est(e)

≤ |V (G)| − (2x(E(G)) − |V (G)| − β(|V (G)| − x(E(G)))) = (2 + β)(|V (G)| − x(E(G)))
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For some special instances, we can get approximation ratios that are better than 3, but
in general we can not be better than a factor 3 with this technique. We will show this in the
last section.

5.2.4 A general approximation guarantee
For a general approximation guarantee, we will choose α := 2

3 to achieve a 3-approximation
(so β = 1).

We start with the edges {ve, w} = e with a “blue part” of 0: Seed edges that are incident
to good trees or singletons, filler edges for both ends or extension edges that are filler edges.
Here, we directly see that

0 ≤ b(ve) + b(w) + x(e)u(e) for seed or 0 ≤ b(ve) + x(e)u(e) for extension edges.

Next, we cover extension edges that are incident to good trees or singletons. They have been
rounded down as well, so we have x(e) ≤ 2

3 . This implies

2x(e) − 1 ≤ 1
3 ≤ 1 − x(e) = b(ve) + x(e)u(e).

Analogously, for seed edges that are filler edges for one end, we get

2x2 − 1 ≤ b(ve) + b(w) + x(e)u(e).

Finally, we cover the edges that have been rounded up. These are seed edges in a large tree
or extension edges inside a component. Here we have x(e) ≥ 2

3 ≥ 2(1 − x(e)). So we can get

2u(e)(1 − x(e)) ≤ x(e)u(e)

and again from this 2u(e)(1−x(e)) ≤ b(ve)+b(w)+x(e)u(e) for seed edges or 2u(e)(1−x(e)) ≤
b(ve) + x(e)u(e) for extension edges.

6 The integrality gap of the LP

We will now prove that the integrality gap of the LP is 3. This means that using the approach
discussed here, we can not achieve a better approximation guarantee.

▶ Theorem 13. The integrality gap of the LP-relaxation given in Section 3 is at least 3.

Proof. For an instance I denote by OPT(I) the value of an optimum (integral) solution
and by OPTLP(I) the value of an optimum LP-solution. We will provide a sequence Ik of
instances, such that lim

k→∞
OPT(Ik)

OPTLP(Ik) = 3.
Let 0 < ϵ < 1

2 . For some k ≥ 3, let G be a k-star. That is a graph with k + 1 vertices
{C} ∪ {v1, . . . , vk} and edges {{C, vi} | i = 1, . . . , k}. We set c ≡ 0 and γ := 1. For all edges
e ∈ E(G), we set u(e) := 1

2 . Finally, we set b(C) := 1 − ϵ and b(vi) := ϵ for i = 1, . . . , k.
In order to get to a complete graph, we extend G, by adding edges between all pairs vi, vj

for i < j and set c({vi, vj}) = 0 and u({vi, vj}) := 1 − ϵ. Clearly, the resulting u and c are
metric. We will denote this instance by Ik,ϵ. A depiction of Ik,ϵ is shown in Figure 3.

In an optimum integral solution to this instance, no edge can be used. This means that
OPT(Ik,ϵ) = k + 1. Now we solve the LP using the algorithm from section 2, showing that

OPTLP(Ik,ϵ) = |V | −
∑

i=1,...,k

x(ei) = k + 1 − 2
3 − (k − 1)

(
2
3 − ϵ

3

)
= k

3 + (k − 1)ϵ
3 + 1.
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Figure 3 A picture showing the instance described in the proof of Theorem 13. The solid edges
belong to the k-star. Edge loads are marked in blue and node loads are marked in green. The
dashed edge is an example for the edges added to complete the graph.

Setting Ik := I
k,

1
k2

, we get

lim
k→∞

OPT(Ik)
OPTLP(Ik) = lim

k→∞

k + 1
k
3 + (k−1)

3k2 + 1
= 3. ◀

Together with the upper bound of 3 given by the analysis of the algorithm, we can conclude:

▶ Corollary 14. The integrality gap of the LP is 3.
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Abstract
In this paper, we present approximation algorithms for the airport and railway problem (AR) on
several classes of graphs. The AR problem, introduced by [2], is a combination of the Capacitated
Facility Location problem (CFL) and the network design problem. An AR instance consists of a
set of points (cities) V in a metric d(., .), each of which is associated with a non-negative cost fv

and a number k, which represent respectively the cost of establishing an airport (facility) in the
corresponding point, and the universal airport capacity. A feasible solution is a network of airports
and railways providing services to all cities without violating any capacity, where railways are
edges connecting pairs of points, with their costs equivalent to the distance between the respective
points. The objective is to find such a network with the least cost. In other words, find a forest,
each component having at most k points and one open facility, minimizing the total cost of edges
and airport opening costs. Adamaszek et al. [2] presented a PTAS for AR in the two-dimensional
Euclidean metric R2 with a uniform opening cost. In subsequent work [1] presented a bicriteria
4
3

(
2 + 1

α

)
-approximation algorithm for AR with non-uniform opening costs but violating the airport

capacity by a factor of 1 +α, i.e. (1 +α)k capacity where 0 < α ≤ 1, a
(
2 + k

k−1 + ε
)
-approximation

algorithm and a bicriteria Quasi-Polynomial Time Approximation Scheme (QPTAS) for the same
problem in the Euclidean plane R2. In this work, we give a 2-approximation for AR with a uniform
opening cost for general metrics and an O(log n)-approximation for non-uniform opening costs. We
also give a QPTAS for AR with a uniform opening cost in graphs of bounded treewidth and a QPTAS
for a slightly relaxed version in the non-uniform setting. The latter implies O(1)-approximation on
graphs of bounded doubling dimensions, graphs of bounded highway dimensions and planar graphs
in quasi-polynomial time.
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1 Introduction

We study a problem that integrates capacitated facility location and network design problems.
The problem referred to as Airport and Railway problem denoted as AR (introduced by [2]
and studied further in [1]) is the following. Suppose we are given a complete weighted graph
G = (V,E) embedded in some metric space (for instance the Euclidean plane), with two
cost functions f : V → R≥0 for opening facilities (also known as airports) at vertices (also
known as cities) and c : E → R≥0 for installing railways on the edges in order to connect
cities to airports. We are also given a positive integer k ∈ Z+ as the capacity of each airport.

© Mohammad R. Salavatipour and Lijiangnan Tian;
licensed under Creative Commons License CC-BY 4.0

19th Scandinavian Symposium and Workshops on Algorithm Theory (SWAT 2024).
Editor: Hans L. Bodlaender; Article No. 40; pp. 40:1–40:16

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

mailto:mrs@ualberta.ca
https://webdocs.cs.ualberta.ca/~mreza/
https://orcid.org/0000-0002-7650-2045
mailto:lijiangn@ualberta.ca
https://webdocs.cs.ualberta.ca/~lijiangn/
https://orcid.org/0009-0002-8143-8938
https://doi.org/10.4230/LIPIcs.SWAT.2024.40
https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


40:2 Approximation Algorithms for the Airport and Railway Problem

u

u1 u2

v

v1 v2

(a)

u

u1 u2

v

v1 v2

(b)

u

u1 u2

v

v1 v2

2 2

3

1 1

(c)

Figure 1 a) An example tree where we assume the airport capacity is 3 and u1 and u2 have an
opening cost of zero while other vertices have cost infinity; b) The solution to ÃR. Pink vertices
represent cities with an airport. Each edge is coloured to indicate its cluster. The dashed edge is
used by both clusters; c) The solution to AR′. Each directed edge is labelled with its flow value.

The goal is to partition the vertices into a set of clusters each of size at most k, find a set of
vertices A ⊆ V at which we open facilities (airports) so that each cluster has exactly one
airport, and a set of edges R ⊆ E, such that the edges on each cluster induce a connected
graph, while minimising the total cost of the edges plus the opening of selected facilities.

Clearly, the graph induced by each cluster must be a tree. So we have a collection of
trees, each of size at most k and each having an open facility. The idea is each open facility
serves as an airport that will serve all the cities in the cluster it belongs to (including the
city at that vertex). The goal is to minimise the total cost

C =
∑
v∈A

fv +
∑
e∈R

ce.

To be more precise, a cluster is an airport and the set of all the cities served by it, together
with the set of railways connecting the cities to the airport that forms a tree. Adamaszek et
al. [1] also defined a relaxed version of AR (they called AR′) where in a feasible solution a
component of the forest might have multiple airports and multiple copies of any edge and
each component allows routing one unit of flow from all its cities to the airports so that each
airport receives at most k flows and each copy of an edge has capacity k. Note that in this
version of the problem, the cities belonging to different airports can share the edges of the
network. So an edge might be used by cities from different clusters but no more than k in
total; in this case, the cost of the edge occurs only once in the objective.

When considering special metrics (e.g. shortest path metrics induced by trees or other
special graph classes) we may not have a feasible solution to AR in the strict setting that
clusters need to be disjoint. For this reason, we consider a slightly relaxed version of AR,
denoted by ÃR where the clusters do not need to be edge-disjoint but each cluster will pay
for the edges it uses separately. In other words, each edge is allowed to be used by multiple
clusters but each of them needs to pay the cost of the edges they use separately. Considering
this relaxed version becomes useful when we are working on specific metrics e.g. shortest
path metrics of certain graph classes such as trees (e.g. see Figure 1). Note that in ÃR, each
connected component in a feasible solution may contain multiple clusters and the total cost
that we want to minimise is

∑
v∈A fv +

∑
e∈R ce · ϕ(e) where ϕ(e) is the number of clusters

using the edge e. We highlight that AR′ is a strictly more relaxed setting vs. ÃR. In AR′

the cities sending flows to different airports can share the edges of the network and if the
flow over an edge is ≤ k (even if used to send flow to different airports) the cost of the edge
is paid for only once. This is not the case in ÃR. For instance, a feasible solution to ÃR in
this Figure 1 has two clusters, one u1, u, v and the other u2, v1, v2 and has a total cost of 6
whereas a feasible solution to AR′ has one component with cost 5.

The AR problem has some characteristics of the Capacitated Facility Location (CFL)
problem and network design problem. The instance of AR is the same as CFL with uniform
capacities. However, in CFL one has to open a number of facilities and assign each client/city
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to an open facility (by a direct edge) so that each facility is assigned at most k clients and
we minimise the total opening cost and connection cost. The main difference is that in CFL
each cluster forms a star (with the facility being the centre) while in AR each cluster is a tree,
whose cost might be much cheaper than the star. In AR, the clients might share the same
path to be connected to the facility and hence reduce the total cost of forming the railroad
network. AR has also similarities to the Capacitated Vehicle Routing Problem (CVRP)
and Capacitated Minimum Spanning Tree (CMST). In CMST, the goal is to construct a
minimum-cost collection of trees covering all the input vertices, each tree spanning at most k
vertices, connected to a single root node. As discussed in [1], AR can be modelled as CMST
in general weighted (non-metric) graphs.

The following variants of AR have been studied [1, 2]. For some constant β > 1, ARβ

refers to the bicriteria version of AR, where airport capacity is allowed to be violated by
a factor of β (also known as resource augmentation). AR∞ is a relaxed version where the
airport capacity is dropped, or equivalently, set to infinity: k = +∞. When airport opening
costs are uniform we refer to it by 1AR. Another special case is ARP where each component
is a path with both endpoints having an airport. ARP is a relaxation of the capacitated
vehicle routing problem (CVRP) since not all the paths need to have a common endpoint
(the centralised dépôt in CVRP). The original problem is sometimes denoted as ARF (or
simply AR) where we have a general forest.

1.1 Related Work

As mentioned above, [1, 2] have studied AR and some variants of it defined above. No true
(non-trivial) approximation is known for AR in general setting. For the case of uniform
airport opening cost, for both 1AR and 1ARP , [2] show that the problems are NP-hard in
Euclidean metrics and present PTAS’s for them.

In [1] the authors consider bicriteria approximations. They present a 4
3 ·(2+ 1

p )-approximate
for AR1+p, p ∈ (0, 1] for general metrics. For Euclidean R2 they present a QPTAS for AR1+µ,
for arbitrary µ > 0 (i.e. violating the capacities by 1 + µ) and a (2 + k

k−1 + ε)-approximation
in polynomial time. To obtain the latter result they obtain a PTAS for AR′ on Euclidean
metrics and show that a solution to AR′ implies a solution for AR at a loss of factor 2 + k

k−1 .
In CFL, we are given a weighted (metric) graph G = (V,E), a facility opening cost

function f : V → R≥0, and edge costs c : E → R≥0, and a capacity uv. The goal is to
open a set of facilities F ⊆ V , and assign each point v ∈ V to an open facility so that each
open facility v has at most uv points assigned to it while minimizing the total opening costs
plus the assignment costs of points to open facilities. The only difference between CFL
and AR is that in CFL the assignment edges in each cluster form a star whereas in AR it
forms a minimum tree spanning the nodes of that cluster. There are constant approximation
algorithms for CFL in general as well as uniform settings [12, 16].

For CVRP and its variants there are constant-factor approximations in general settings
and QPTAS for special metrics such as Euclidean and doubling metrics and minor-free graphs
[3, 6, 9, 10]. Another related problem is the capacitated cycle cover problem (CCCP) studied
in [20]. In this problem, we are given a weighted graph G and parameters k and γ. The goal
is to find a spanning collection of cycles of size at most k while minimizing the cost of the
edges of the cycles plus γ times the number of cycles. This problem is related to Min-Max
Tree Cover and Bounded Tree Cover studied earlier [13, 21]. In [20] the authors present a
(2 + 2

7 )-approximation for CCCP. This also implies a (4 + 4
7 )-approximation for uniform AR.

SWAT 2024
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For CMST, Jothi and Raghavachari [11] give a 3.15-approximation algorithm for Euclidean
CMST and a (2 + γ)-approximation for metric CMST, where γ ≤ 2 is the ratio of minimum-
cost Steiner tree and minimum spanning tree. As pointed out by [1], AR can be reduced to
CMST in non-metric setting.

We refer to [1] for discussion of other related works such as capacitated-cable facility
location problem (CCFLP) [17] and sink clustering problem [14].

1.2 Contributions
Although AR (and ÃR) are similar to both CFL and CVRP, the mix of capacitated facility
location and network design components appears to make it significantly more difficult
than both. The approximability of AR for general metrics remains uncertain. Even for
more restricted settings such as special metrics (e.g. trees) or uniform opening costs, the
approximability of the problem is open.

In this paper, we make progress on some special cases. First, we consider AR with
uniform opening cost (i.e. 1AR) on various metrics. For general metrics, we present a simple
2-approximation algorithm for this.

▶ Theorem 1. There is a 2-approximation for uniform AR on general metrics.

We also consider graphs of bounded treewidth and present a QPTAS for ÃR on such
metrics.

▶ Theorem 2. There is a QPTAS for uniform ÃR on graphs of bounded treewidth which
runs in time nO(ωω·log3 n/(ε2 logω ω)). where ω is the treewidth of the input graph.

Next, we consider AR′ in the general setting (i.e. with non-uniform facility opening costs).
We propose an exact algorithm for trees and graphs of bounded treewidth.

▶ Theorem 3. AR′ can be solved in polynomial time on graphs with bounded treewidth.

Using embedding results for general metrics into tree metrics with O(log n) distortion as
well as embedding of graphs of bounded doubling dimension, graphs of bounded highway
dimension, and minor-free graphs into graphs with polylogarithmic treewidth as well as
O(1)-reduction from AR to AR′ ([1]) we obtain the following corollary.

▶ Corollary 4. There is a polynomial time O(log n)-approximation for AR on general graphs,
a QPTAS for AR′ and therefore a quasi-polynomial O(1)-approximation for AR for graphs
with bounded doubling dimension, graphs of bounded highway dimension, and minor-free
graphs.

We also show that at a factor 2 loss, we can reduce the general AR problem to the case
that facilities have cost 0 or +∞, we denote this case by 0/+∞ AR. In other words, the
special case of the problem that all facilities (to be opened) are given to us and we simply
have to build clusters of size at most k each of which has one of the open facilities. Even for
this special case, a good approximation remains elusive.

▶ Theorem 5. Given an instance G for AR, we can build an instance G′ for 0/+∞ AR
such that any α-approximate solution to 0/+∞ AR implies a 2α-approximate solution for
AR on G.

In the next section, we prove Theorem 1. Then in Section 3 we prove Theorem 2 and in
Section 4 we prove Theorem 3 and Corollary 4. We defer the proof of Theorem 5 to the full
version.
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2 Algorithm for Uniform AR in General Metric

In this section, we prove Theorem 1. Since each facility (airport) is trivially serving its own
city, we refer to the remaining capacity k − 1 (to serve other clients) as k for simplicity.
We assume opening a facility at each vertex costs a uniform value f . Given an instance G
we first define a modified instance G̃ for each input graph G. The graph G̃ is obtained by
adding a dummy node r to G and connecting r to all the vertices v ∈ V with an edge of cost
cvr = f . We first define the MSTσ

r problem and prove the following lower bound.

▶ Definition 6. In the MSTσ
r problem, we are given a graph G = (V,E) with a vertex r ∈ V .

The task is to find the minimal cost of the spanning tree of the input graph, while ensuring
that the degree of vertex r in the solution is at most σ.

▶ Lemma 7. If σ is the number of components in an optimum solution to AR on G then
the cost of an optimal solution to the MSTσ

r problem on G̃ is a lower bound on the optimal
solution to AR on G.

Proof. Consider an optimal solution ξ to AR on G. Say there are σ components in ξ. After
adding into ξ a dummy node r and connecting r to the vertices that are open facilities with
an edge of cost f , we obtain a spanning tree T for G̃ of the same cost, where the vertex r has
a degree of σ. Namely, this is a feasible solution to MSTσ

r . Therefore, an optimal solution
to MSTσ

r on G̃ cannot cost more than the optimal solution to AR on G. ◀

Our algorithm first guesses the number of components in the optimal solution. We do
this by enumerating all possibilities. Say there are σ components in the optimal solution for
some integer σ ≤ n. Note that we know σ ≥

⌈
n
k

⌉
for certain, as otherwise there must exist

some cities that are not getting served. Our algorithm is as follows.
Construct the instance G̃. Solve the MSTσ

r problem on instance G̃. After removing the
dummy vertex r, we obtain a set T = {T1, T2, . . . Tσ} of σ connected components (i.e. trees).
Note that we can solve the MSTσ

r problem using the technique of matroid intersection [7].
Let M1 = (Ẽ, I1) represent the graphic matroid of G̃ (also known as the cycle matroid or

polygon matroid), where the ground set Ẽ is the set of edges in G̃, and the set of independent
sets I1 consists of acyclic subgraphs of G̃. That is to say, each independent set corresponds
to the edges of a forest in the underlying graph G̃. Let M2 = (Ẽ, I2) denote the partition
matroid, where the set of independent sets I2 is defined as follows, where N(r) represents all
the edges incident to the vertex r and Ṽ is the vertex set of G̃,

I2 =
{
S ⊆ Ẽ

∣∣∣ |S ∩N(r)| ≤ σ, |S ∩ (Ẽ \N(r))| ≤ |Ṽ | − 1 − σ
}
.

In other words, each independent set of this partitional matroid corresponds to the edge set
of a subgraph of G̃ with at most |Ṽ | − 1 edges, where there are at most σ edges incident to
the vertex r and at most |Ṽ | − 1 − σ edges not incident to r.

Note that a feasible solution to MSTσ
r is an independent set of both matroids. The

underlying graph must form a spanning tree, so it is an independent set of M1. The set of
edges must satisfy the degree requirement for vertex r, so it is an independent set of M2.
For each connected component Ti ∈ T , we obtain a cycle Ci in the following way: double
the edges of Ti and trace them while short-cutting whenever we encounter a vertex that
has been visited. We cut each cycle Ci into a set of disjoint subpaths of fixed length k,
except for at most one subpath per cycle that is strictly shorter than k. Essentially, we have
transformed the trees in T into a set of paths. Let Pk denote the set of paths with length
exactly k. For each path in Pk, we simply open one of its cities as an airport. Note that
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|Pk| ≤
⌊
n
k

⌋
since there are at most n vertices (other than the vertex r) in the graph. In

addition, as we know σ ≥
⌈
n
k

⌉
, we have |Pk| ≤

⌊
n
k

⌋
≤

⌈
n
k

⌉
≤ σ. Consequently, the cost of

opening these |Pk| airports is |Pk| · f ≤ σ · f . For those subpaths of length less than k, we
simply open one of its vertices as the facility. Note that since there are |T | = σ trees Ti
(hence there are σ corresponding cycles Ci), we have at most σ such short subpaths. The
current cost is bounded by twice the edge cost of all the trees in T , as well as the facility
cost of all these subpaths, which is at most f · σ + |Pk| · f ≤ 2σ · f . Meanwhile, the cost of
the MSTσ

r solution is the edge cost of all the trees in T , plus the cost of incident edges of r
in the solution, which is f · σ. Thus, it is obvious that the cost is no more than twice the
cost of the MSTσ

r solution.
From the analysis above, it should be easy to see that Theorem 1 follows.

3 QPTAS for Uniform Case in Graphs of Bounded Treewidth

In this section, our goal is to prove Theorem 2. First, recall the definition of graphs with
bounded treewidth.

▶ Definition 8. A tree decomposition of a graph G = (V,E) is a tree T = (V ′, E′) and a
mapping Ξ : V ′ → 2V where each vertex β ∈ V ′ (also known as a bag) corresponds to a set
of vertices of G, such that

For each vertex v in G, it must be included in at least one bag of T .
For each edge uv in G, the pair of vertices u, v ∈ V must be included in at least one bag
of T .
For each vertex v in G, consider the set of all the bags in T that include v. These bags
induce a connected component in T .

The width of a tree decomposition is defined as the cardinality of its largest bag minus
one. The treewidth of a graph G is the smallest w such that G has a tree decomposition
with width w. Given a graph G = (V,E) of treewidth ω, there is a tree decomposition
T = (V ′, E′) of G where T is binary, with depth h ∈ O(log n) (where n = |V |) and treewidth
not exceeding ω′ = 3ω + 2, according to [4]. For simplicity, denote ω′ as ω instead. We
assume the tree height h = δ log n for some constant δ > 0.

Our algorithm for uniform ÃR on bounded treewidth graph relies on the technique
developed in [10] for designing QPTAS for CVRP on such metrics. First, we ignore the
concept of facilities/airports, we simply pay an extra f for each cluster in our solution (later
we designate one vertex in each cluster as the facility to be opened). For that, we define a
new version of the problem which we call UAR (meaning AR with undetermined airports).

▶ Definition 9. (UAR) The goal is to find a set F of (not necessarily disjoint) clusters
(i.e. trees) using edges in the graph. The size of each cluster must not exceed the capacity
constraint k. Each cluster γ ∈ F has a cost of f and we want to minimise the total cost,
which is defined as

|F| · f +
∑
γ∈F

cost(γ)

where cost(γ) denotes the railway cost of the cluster γ.

Since this is a relaxed version of the original problem (as we do not specify the location of
the facilities), its cost is a lower bound of that of the original problem. We can think of each
vertex in V to have one unit of demand which needs to be sent to an airport to be served. We
may add dummy demands to a vertex during the algorithm, so a vertex may end up having
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more than one unit of demand. The size of a cluster is defined to be the sum of demands
on all its vertices, instead of just the number of vertices. Note that a component may not
include every vertex that it passes through, as a component may be simply using the edges
of a vertex to get to somewhere else, which can also be seen as not picking up the demand of
the vertex. Be mindful that, from the perspective of demands, the size of a component is the
number of demands it includes, instead of the number of vertices. Therefore the clusters
in the solution are not necessarily edge-disjoint or vertex-disjoint, but the total number of
demands in each cluster obeys the capacity constraint.

For clarity, we refer to the vertices in T as bags, to differentiate them from the vertices
in G. For the notation β, we refer to it as the name of the bag β ∈ V (T ) as well as the
corresponding set of vertices β ⊆ V (G). For each bag β, denote the union of vertices in all
of the bags in the subtree Tβ as Cβ . Note that Cβ also denotes the set of all bags in Tβ .

Each vertex of G may appear in multiple bags of T as tree decomposition generates
duplicates. In order to make sure the demand of a vertex does not get duplicated in T , for
every vertex v ∈ V (G), we assume that the copy/instance of v in the bag β̃ that is the closest
to the root bag (we know there is a unique one and we denote this copy of v as ṽ) has a
demand of one, and the rest of the copies of v (which resides in other bags) have demand
zero.

Given an optimal solution denoted as OPT, we will demonstrate a process for transforming
it into a near-optimal solution for UAR and thereby show the existence of such a near-optimal
solution. This transformation occurs incrementally on T , moving from the bottom to the
top, one level at a time. The solution before modifying level ℓ is denoted as OPTℓ, and after
the modification as OPTℓ−1.

Overview of the approach and relation to [10]. Our goal is to show the existence of a
near-optimum solution with certain structures. Suppose OPT is an optimum solution for
UAR and opt is its value. We aim to find a near-optimal solution, of cost (1 +O(ε))opt,
where each vertex has at least one unit of demand, and the size of partial clusters in any
subtree Tβ can only be one of polylogarithmically many values. Two concepts are required to
describe the following data structures, namely, the notions of partial and complete clusters.
We consider a non-root bag β ∈ V (T ) and the subtree rooted at β, Tβ . A complete cluster in
Tβ is a cluster that is entirely in the graph Cβ , and a partial cluster is one that uses vertices
both inside Cβ and outside. Similar to [10], we first assume that the number of clusters in
OPT is sufficiently large, that is, at least λ log n for some large number λ. Otherwise, if the
number of clusters in OPT is upper-bounded by Σ = λ log n then a simple DP can solve the
problem exactly (see [19]). Given an optimal solution OPT, we will demonstrate a process
for transforming it into a near-optimal solution with certain structural properties that help
us find one using dynamic programming. This transformation occurs incrementally on T ,
moving from the bottom to the top, one level at a time. The solution before modifying level
ℓ is denoted as OPTℓ, and after the modification as OPTℓ−1. Looking at how OPTℓ looks
like, we would like to “approximately” keep the sizes of partial clusters that extend below β

in Tβ . A standard approach is to “bucket” the sizes of partial clusters into buckets where
each bucket contains all those sizes that are within (1 + ε) of each other (e.g. bucket i being
values in (1 + ε)i . . . [(1 + ε)i+1 − 1]. This will reduce the complexity of the DP table to
quasi-polynomial: we keep the number of partial clusters of each bucket and try to fill in the
DP table bottom-up. The problem is that then when we are combining solutions in the DP
table, since we are keeping the sizes approximately (and sacrificing precision), we may violate
the capacities unknowingly. The idea developed in [10] was to modify OPT by reducing the
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sizes of the clusters (at a small increase in the number of clusters) so that even if we scale
the sizes of the new clusters by a small number, they are still capacity-respecting. They
used a technique that was used later in [15], called adaptive rounding that we also use here
to round the sizes of partial clusters in Tβ for any bag β ∈ T . At each bag β, for clusters
that are in the same “bucket” we swap parts of them with a net effect of reducing their sizes
while having only a poly-logarithmic many possible bucket sizes at the end. We formalize
this in the following.

▶ Definition 10. Define the threshold values {σ1, . . . , στ} where

σi =
{
i 1 ≤ i ≤ ⌈1/ε⌉
⌈σi−1 · (1 + ε)⌉ i > ⌈1/ε⌉

in such a way that the last threshold στ = k. So τ ∈ O(log k/ε).

We adapted the definitions from [10]. Consider a bag β that is situated at level ℓ. We
consider partial clusters that cross β and based on their size in Cβ we bucket them. Bucket i
contains those partial clusters whose size is in the range [σi, σi+1). Now let’s focus on all
(partial) clusters that are in bucket i of bag β. Each of these clusters has some vertices in Cβ
and some vertices outside. For a set S ⊂ β consider all the partial clusters in bucket i that
their intersection with β is S. So each of them will form a number of connected components
in Cβ where each component contains some part of S; this defines a partition of S. We
consider all those partial clusters that have the same partition of S together (defined below).

▶ Definition 11. For a bag β at level ℓ in T , for each set S ⊆ β and partition ℘S of S,
consider the set b℘S

S which contains the clusters that use exactly the set of vertices S ⊆ β

to span into Cβ, where ℘S denotes a partition of the set S based on connectivity of the of
those clusters in Cβ. Define the i-th bucket of b℘S

S , denoted as bi, to store clusters in OPTℓ

that have a size between [σi, σi+1) inside Cβ, where σi is the i-th threshold value. Denote
this bucket by a tuple (β, bi, S, ℘S). Denote the number of clusters in bucket (β, bi, S, ℘S) as
nS,℘S

β,i .

Essentially, the set S represents the interface that the clusters in the bucket (β, bi, S, ℘S)
use to attach to the rest of their parts in Cβ , and ℘S is a set that describes the connectivity
between the vertices of S in Cβ . That is, each part in the partition ℘S specifies a subset
of vertices of S that need to be connected below. So if u, v ∈ S and there is some set
P ∈ ℘S such that P ⊇ {u, v}, then u and v need to be connected in Cβ by some cluster. For
simplicity, we just write ℘S as ℘.

▶ Definition 12. A bucket b is said to be small if it contains no more than α log2 n/ε clusters
and is otherwise said to be big, for some constant α ≥ max{1, 20δ}.

▶ Definition 13. For a big bucket (β, bi, S, ℘), define g groups where g = 2δ logn
ε , denoted as

Gβ,S,℘i,1 , Gβ,S,℘i,2 , . . . , Gβ,S,℘i,g in the following way (for simplicity assume the size of this bucket
is a multiple of g, if not add some empty clusters to achieve this). Sort the clusters in
the (padded) bucket in non-decreasing order, and put the first nS,℘

β,i

g clusters into Gβ,S,℘i,1 , the

second nS,℘
β,i

g into Gβ,S,℘i,2 , etc. For each group Gβ,S,℘i,j , denote the size of its smallest cluster as
hβ,S,℘,min
i,j and the size of its biggest cluster as hβ,S,℘,max

i,j .

Suppose we are considering a big bucket of β and a partial cluster Γ is in the group j > 1
of the big bucket. We find its top (that is, the part of the cluster that is outside of Tβ)
and reassign it to another partial cluster (that is no bigger than Γ) with the same order in
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the previous group (i.e., group j − 1) as the order of Γ in group j. The vertices that were
originally covered by the partial clusters in the last group are referred to as orphans. This is
essentially the rounding between groups of a big bucket that was done in [10] for the CVRP
on bounded treewidth graphs. The idea is that by this operation, the size of each cluster
goes down enough such that if we “approximate” the sizes by the size of the biggest cluster
in each group, we are still satisfying the capacity constraints. However, some vertices that
were covered by the partial clusters of the last group are now left “uncovered” (or orphan).
We will use some extra clusters to pick up (serve) the now orphan vertices.

We come up with a structure theorem that shows the existence of a near-optimal solution
with certain structures, and then provide a dynamic programming algorithm for the UAR
problem.

3.1 Structure Theorem for Graphs with Bounded Treewidth
The steps of modifying OPT to a near-optimal solution (denoted as OPT′) are largely the
same as the ones in [10]. Let’s assume we randomly choose clusters from OPT, denoted as
C, with a probability of ε. After selecting these clusters, we duplicate each chosen one and
assign both duplicates of each chosen cluster to one of the levels ℓ that it visits1, with equal
probability. These duplicated clusters are referred to as the extra clusters. We will bound
their total cost. The proof is very similar to the one in [10] and we only need to show the
part concerning the facility costs.

Recall f is the (uniform) facility opening cost, ε is the probability each cluster γ in OPT
is selected as the extra cluster, k is the capacity of each cluster, and ω is the treewidth of G.

▶ Lemma 14. The expected cost of the extra clusters sampled is 2ε · opt.

We make use of the following modified definitions and lemmata from [10]. They apply to
our problem as the proofs of the lemmata are almost identical.

Denote the bags in level ℓ of T as Bℓ. Define the set Xℓ to comprise the extra clusters
assigned to bags at level ℓ. For every bag β ∈ Bℓ and its bucket (β, bi, S, ℘), let XS,℘

β,i

represent the extra clusters (using vertices in S to span into Cβ , with ℘ depicting connectivity
downwards) in Xℓ whose partial clusters inside Cβ has a size that falls within the range
defined by bucket bi. For an extra cluster γ ∈ XS,℘

β,i , it covers some partial cluster ζ ∈ Gβ,S,℘i,g

(which is without its top). That is, the extra cluster γ only picks up demands at the levels
≥ ℓ and acts as the top of ζ, in particular, this combined cluster picks up only those demands
of ζ’s vertices (which are all orphans).

▶ Lemma 15. At any level ℓ, each bag β ∈ Bℓ and its big buckets (β, bi, S, ℘) satisfy, w.h.p.∣∣∣XS,℘
β,i

∣∣∣ ≥ ε2

δ log n · nS,℘β,i .

▶ Lemma 16. For all bags β at level ℓ in T , their big buckets (β, bi, S, ℘) and partial clusters
in Gβ,S,℘i,g ⊆ bi, we can make adjustments to the extra clusters present in XS,℘

β,i without
incurring any additional cost, and introduce some dummy demands within β when necessary,
so that:
1. The partial clusters in Gβ,S,℘i,g are now incorporated into some clusters in XS,℘

β,i . (That
is, all the demands that were covered by some partial cluster in Gβ,S,℘i,g are picked up by
some cluster in XS,℘

β,i .)

1 If a cluster γ passes crosses bag of level ℓ, we say γ visits or crosses level ℓ.
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2. The modified partial clusters that cover the orphans (i.e., vertices in Gβ,S,℘i,g ) have precisely
the size of hβ,S,℘,max

i,g and all clusters remain underneath the size limit of k units of
demand.

3. For each modified partial cluster in the set XS,℘
β,i , its partial clusters at a bag β′ ∈ Bℓ′ is

also of one of O(log k log2 n/ε2) many sizes, where ℓ′ is any lower levels > ℓ.

Note that when we add dummy demands for some cluster γ in some bucket (β, bi, S, ℘),
we simply add these dummy demands onto the vertices in S. Using these lemmata and a very
similar proof to the one in [10], we can obtain a Structure Theorem for our UAR problem in
the case of graphs with bounded treewidth.

▶ Theorem 17. (Structure Theorem) Consider an instance I for the UAR problem. Denote its
optimal solution as OPT, with cost opt. We can transform OPT to another solution OPT′

so that, with high probability, OPT′ is a near-optimal solution of cost at most (1 + 2ε)opt.
Additionally, at every β in OPT′, all the clusters in Cβ have one of O(log k log2 n/ε2)
possible sizes. Consider a bucket (β, bi, S, ℘) in OPT′. We must have

If bi is small, the number of partial clusters in Cβ whose size falls within bi is at most
α log2 n/ε.
If bi is big, it has exactly g = 2δ log n/ε group sizes which are denoted as

σi ≤ hβ,S,℘,max
i,1 ≤ hβ,S,℘,max

i,2 ≤ · · · ≤ hβ,S,℘,max
i,g < σi+1

Each cluster in bi has a size of one of the h-values above.

Having this structure theorem one can design a (relatively complex) DP to compute a
near-optimum solution as guaranteed by this structure theorem. This DP builds upon ideas
of the DP in [10] but has more complexity as the clusters here do not necessarily have a
common point (like the dépôt in the CVRP problem). This will show that we can compute
a solution such as OPT′ in Theorem 17 in time nO(ωω·log3 n/(ε2 logω ω)).

We can transform the approximate solution obtained for the UAR problem into a solution
to the ÃR problem, without any increase in the cost. All we need to do is to pick a node in
each cluster to open a facility at (since we are already paying f for each cluster, this cost is
accounted for in the solution to UAR). This can be easily done since in a solution to UAR
each vertex is “covered” by a unique cluster.

4 Constant Approximation for Nonuniform-AR

In this section, we prove Theorem 3. For ease of exposition, we present the proof for the
case of trees (the extension to graphs with bounded treewidth appears in the full version).
Recall that in the relaxation AR′, we are given a graph G = (V,E) where each vertex v ∈ V

has a non-negative opening cost av and each edge e ∈ E has a non-negative weight ce. Every
edge and vertex has capacity k ∈ N+. Find a subset of vertices Φ ⊆ V as facilities (also
known as airports), and a multiset Ξ of edges from E to get a transportation network that
ensures one unit of flow from each vertex in V can be sent to facilities in Φ, without violating
the capacity constraint on any edge or facility. The goal is to find such a network while
minimising the total cost

∑
v∈Φ

av +
∑
e∈Ξ

ce. First, we prove some properties in an optimum

solution to AR′.

▶ Lemma 18. In an optimum solution, we can assume there are not any flows of opposite
directions on the same edge, as we can uncross them by redirecting each flow and attain a
lower cost.



M. R. Salavatipour and L. Tian 40:11

α1

vι

vj

α2

Figure 2 A simplest example of crossing flows in AR′. The red vertices are open facilities.

Note that it is allowed for multiple clients to use the same edge to send their demands in the
same direction.

v′ u w υ

α1

α2

path

pa
th

pa
th

path

Figure 3 The crossing flow is at the edge uw.

Proof. Without loss of generality, assume the vertices v′ and υ caused crossing flow at edge
uw. That is, the demand of v′ travels from v′ to u, crosses the edge uw from u to w, and
from w to a facility α2; and the demand of υ travels from υ to w, crosses the edge uw from
w to u, and from u to a facility α1. We can reroute so that the demand of v′ travels from v′

to u, and then from u to the facility α1; and similarly, the demand of υ travels from υ to w,
and then from w to the facility α2. It is easy to see such a rerouting makes the total cost
decrease, for the demands of both vertices v′ and υ now take a shorter path to be served. ◀

Consider a tree T as the input graph. A subproblem here is defined on the subtree Tv for
each vertex v. Since we aim to obtain a flow network in T , each vertex v, as the root of the
subtree Tv, will be considered a portal in the corresponding subproblem. There is thus a DP
cell for each vertex v in T . Note that at each vertex v, the portal configuration ψv simplifies
to the direction and value of the flow at v

ψv = ±fv

where we use − (minus sign) to signify the flow is leaving Tv, and + (plus sign) to signify the
flow is entering Tv. fv is the absolute value of the signed integer ψv and denotes the value
of the unidirectional (integral) flow passing through the vertex v and satisfies 0 ≤ fv ≤ n,
where n is the number of vertices in T . Note that in AR′, if an edge needs to carry a flow
fv, then we need to install

⌈
fv

k

⌉
parallel edges in the solution. At each vertex v, we also

consider both of the scenarios where v is an airport or it is not. We use a Boolean variable
πυ = True (or πυ = 1) to indicate that the portal υ is opened as an airport.

We define the DP table D as follows, for each v in T , let the entry D[v, πv, ψv] store
the cost of the optimal solution to AR′ on Tv with the amount of flow going in/out of Tv
conforming to ψv, with portal v opened as an airport if and only if πv.
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At each node, we also consider its parent edge and see it as part of the subtree Tv. For the
root node ϑ, we assume its parent edge has cost 0. The result will be minπϑ

{D[ϑ, πϑ, ψϑ = 0]}
as there will be no flow entering or leaving T at the root.

Base cases: At a leaf node v, denote the parent edge of v as e. Recall fv = |ψv|.

D[v, πv, ψv] = av · πv +


ce if ψv = −1

ce ·
⌈
fv
k

⌉
if 0 ≤ ψv < +k and πv = 1

+∞ otherwise

Here ψv = −1 means there is one unit of flow going out of the leaf v (actually does not need
to open a facility at v). If 0 ≤ ψv < +k, it means v does not emit any flow or it is absorbing
flows, then we have to make sure πv = True. Note that in this case,

⌈
fv

k

⌉
= 1 when

0 < ψv < +k, and
⌈
fv

k

⌉
= 0 when ψv = 0. If ψv ≥ +k then we know it is not achievable,

since a facility has capacity k and cannot absorb more flows. If ψv < −1 then it is simply
impossible, as a vertex only has one unit of demand and cannot emit more than that. For
these cases, we set the entry to +∞.

For a node v with z children w1, w2, . . . , wz, similar to the case of uniform facility cost
on trees in the previous chapter, we define an inner DP table B. Assume we have computed
D[wj , πwj

, ψwj
] for all possible πwj

and ψwj
, for all 1 ≤ j ≤ z. Let B[v, πjv, ψjv, j] store the

cost of the optimal solution to AR′ on Tv as if the portal v only has children w1, w2, . . . , wj .
Lastly, we define D[v, πv, ψv] = B[v, πv, ψv, z].

Case 1: j = 1. Only consider the first child of v.

B[v, π1
v , ψ

1
v , 1] = min

ψw1

{
D[w1, πw1 , ψw1 ] + av · π1

v + ce ·
⌈
f1
v

k

⌉ ∣∣∣∣∣ η(π1
v , ψ

1
v , ψw1) = True

}

where η(π1
v , ψ

1
v , ψw1) is a Boolean indicator function that takes into account the flow on v’s

parent edge and the edge vw1, as well as the decision about whether or not to open the
portal v as an airport. It is true if and only if all these parameters are compatible. Recall
that fv is the absolute value of ψv.

η(π1
v , ψ

1
v , ψw1) =


True if 0 ≤ ψ1

v − ψw1 < k ∧ π1
v = True,

or if ψw1 − ψ1
v = 1

False otherwise

The case ψw1 − ψ1
v = 1 means that v does not act like an airport as it is not absorbing any

flow, and is sending its own demand elsewhere (hence unnecessary to open an airport there).
The case 0 ≤ ψ1

v − ψw1 < k means the portal v is absorbing flows and v must be opened
as an airport. The other cases are impossible, either because v is absorbing too much flow
which violates its capacity limit, or because v is sending out more than one unit of flow.

Case 2: For 2 ≤ j ≤ z. Assume all entries of the form B[v, πj−1
v , ψj−1

v , j − 1] have been
computed. We define

B[v, πjv, ψjv, j] = min
πwj

,πj−1
v ,ψwj

,ψj−1
v :

πjv ≥ πj−1
v ,

η
(
πjv, ψ

j
v, ψ

j−1
v , ψwj

)
= True

(Ω)
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v

w1

−µ

−(µ+ 1)

(a) Portal v is sending its demand outside Tv.

v

w1

+(ζ + 1)

+ζ

(b) Portal v is sending its demand into Tw1 .

Figure 4 Here µ and ζ are non-negative integers. The label on edge vw1 represents ψw1 and the
label above v stands for ψ1

v.

The expression Ω should be{
D[wj , πwj

, ψwj
] + B[v, πj−1

v , ψj−1
v , j − 1] + av ·

(
πjv − πj−1

v

)
+ ce ·

⌈
f jv − f j−1

v

k

⌉}
where we define the indicator function η as follows:

η(πjv, ψjv, ψj−1
v , ψwj ) =


True if 0 < ψjv − (ψj−1

v + ψwj ) ≤ k ∧ πjv = True,
or if ψj−1

v + ψwj
= ψjv

False otherwise

Let e denote v’s parent edge. The case ψj−1
v +ψwj

= ψjv means that after taking wj (the j-th
child of v) into consideration, the flow on e whilst only considering the first j − 1 children
(which is ψj−1

v ), and the flow on the edge vwj adds up to the flow on e while considering all
the j children (which is ψjv). This means the portal v is not absorbing any of the flow from
Twj

, and thus there is no need to open it as an airport if it has not been opened. The case
0 < ψjv− (ψj−1

v +ψwj
) ≤ k means after taking wj into consideration, the portal v is absorbing

flows and needs to be opened, if it has not been opened. Note that
⌈
fj

v −fj−1
v

k

⌉
can be negative

if f jv < f j−1
v , which means the “load” on the parent edge of v has decreased and we pay less

on the edge cost. This exact algorithm on trees suggests we have an O(log n)-approximation
algorithm for the general metric (using metric approximation, also known as embeddings by
tree metrics).

4.1 Algorithm Efficiency
We will use a bottom-up approach, assuming that the relevant entries for subproblems have
already been pre-computed. At any step, checking the value for the indicator function η takes
O(1) time. To compute B[v, πjv, ψjv, j], we need to consider all possible ψwj

and ψj−1
v , which

is in total O(n2) possibilities. Since there are n nodes in the tree, the time for computing
the table D is in O(n4).

4.2 Generalisation for AR with Steiner Vertices
In this section, we describe how the algorithm above can be generalised for AR′ with Steiner
vertices with a few modifications. More generally, this algorithm can apply to the case where
the set of facilities or the set of clients is not the same as the entire vertex set of the input
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graph. If a vertex v is not part of the set of facilities, it should not be opened as a facility
(after all, no facility cost has been defined for it). So the Π-vector should not allow any copy
of v to be opened. If a vertex v is not part of the set of clients, it carries no demand, and so
does any of its copies in the tree decomposition.

Note that this will be useful when we try to embed a graph into a graph with bounded
treewidth where the host graph of the input graph (via graph embedding) may have Steiner
vertices. If ∆ is the aspect ratio of G (ratio of largest to smallest edge cost) then by standard
scaling (see for e.g. [10]) one can assume that ∆ is bounded by polynomial in n at a loss of
(1 + ϵ) on optimum solution.

We use the following lemma by [18] about embedding graphs of doubling dimension D

into a graph with treewidth ω ≤ 2O(D)
⌈(

4D log ∆
ε

)D⌉
.

▶ Lemma 19 (Theorem 9 in [18]). Let (X, d) be a metric with doubling dimension D and
aspect ratio ∆. Given any ε > 0, the metric (X, d) can be (1+ε) probabilistically approximated
by a family of treewidth ω-metrics for

ω ≤ 2O(D)

⌈(
4D log ∆

ε

)D
⌉
.

We adapt Theorem 8 and its proof from [10] to get the following result.

▶ Theorem 20. For any ε > 0 and D > 0, given an input graph G of the AR′ problem
where G has doubling dimension D, there is an algorithm that finds a (1 + ε)-approximate
solution in time nO(DD logD n/εD).

We introduce the following lemma proposed by [8] about embedding graphs of highway
dimension W into a graph with treewidth ω ∈ (log ∆)O(log2( W

ελ )/λ).

▶ Lemma 21 (Theorem 1.3 in [8]). Let G be a graph with highway dimension W of violation
λ > 0, and aspect ratio ∆. For any ϵ > 0, there is a polynomial-time computable probabilistic
embedding H of G with expected distortion 1 + ε and treewidth ω where

ω ∈ (log ∆)O(log2( W
ελ )/λ).

We adapt Theorem 9 and its proof from [10] to get the following result.

▶ Theorem 22. For any ε > 0, λ > 0 and W > 0, given an input graph G of the AR′

problem where G has highway dimension W and violation λ, there is an algorithm that finds

a (1 + ε)-approximate solution in time n
O

(
loglog2( W

ελ )· 1
λ n

)
.

We introduce the following lemma proposed by [5] about embedding minor-free graphs
(including planar graphs, which is a kind of K-minor-free graphs) into a graph with treewidth
OK

(
(ℓ+ lnn)6/ε · ln2 n · (lnn+ ln ℓ+ ln(1/ε))5)

where ℓ is the logarithm of the aspect ratio
of the input graph.

▶ Lemma 23 (Theorem 1.1 in [5]). For every fixed graph K, there exists a randomised
polynomial-time algorithm that, given an edge-weighted K-minor-free graph G = (V,E) and
an accuracy parameter ε > 0, constructs a probabilistic metric embedding of G with expected
distortion (1 + ε) into a graph of treedepth (the treedepth of a graph is an upper bound on its
treewidth)

OK
(
(ℓ+ lnn)6/ε · ln2 n · (lnn+ ln ℓ+ ln(1/ε))5)

where n = |V | and ℓ = log ∆ is the logarithm of the aspect ratio ∆ of the metric induced
by G.
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▶ Theorem 24. For any ε > 0, given an input graph G of the AR′ problem where G is a
minor-free graph, there exists an algorithm that finds a (1 + ε)-approximate solution in time
nOK(log8 n·(logn+log(1/ε))5/ε).

Theorems 20, 22, and 24 imply Corollary 4.

5 Concluding Remarks

The special case of 0/+∞ AR (at a factor 2 loss) is equivalent to the following variant of
CCCP: given a collection R of dépôts in a metric, find a collection of cycles of size ≤ k each
containing a unique dépôt that together covers all the non-dépôt nodes. Although there are
constant-factor approximations for CVRP, we do not know of a good approximation for this
version.
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