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Abstract
We consider finite-state Markov decision processes with the combined Energy-MeanPayoff objective.
The controller tries to avoid running out of energy while simultaneously attaining a strictly positive
mean payoff in a second dimension.

We show that finite memory suffices for almost surely winning strategies for the Energy-
MeanPayoff objective. This is in contrast to the closely related Energy-Parity objective, where
almost surely winning strategies require infinite memory in general.

We show that exponential memory is sufficient (even for deterministic strategies) and necessary
(even for randomized strategies) for almost surely winning Energy-MeanPayoff. The upper bound
holds even if the strictly positive mean payoff part of the objective is generalized to multidimensional
strictly positive mean payoff.

Finally, it is decidable in pseudo-polynomial time whether an almost surely winning strategy
exists.
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1 Introduction

Background. Markov decision processes (MDPs) are a standard model for dynamic systems
that exhibit both stochastic and controlled behaviour [28]. MDPs play a prominent role in
many domains, e.g., artificial intelligence and machine learning [32, 30], control theory [5, 1],
operations research and finance [31, 23, 9, 29], and formal verification [2, 31, 20, 14, 3, 11].

An MDP is a directed graph where states are either controlled or random. If the
current state is controlled then the controller can choose a distribution over all possible
successor states. If the current state is random then the next state is chosen according to
a fixed probability distribution. One assigns numeric rewards to transitions (and this can
be generalized to multidimensional rewards). Moreover, priorities (aka colours), encoded by
bounded non-negative numbers, are assigned to states. By fixing a strategy for the controller
and an initial state, one obtains a probability space of runs of the MDP. The goal of the
controller is to optimize the expected value of some objective function on the runs.

The strategy complexity of a given objective is the amount of memory (and randomization)
needed for an optimal (resp. ε-optimal) strategy. Common cases include memoryless strategies,
finite-memory strategies, Markov strategies (using a discrete clock, aka step counter), and
general infinite-memory strategies.
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Related work. The Parity, MeanPayoff and Energy objectives have been extensively studied
in the formal verification community. A run satisfies the (min-even) Parity objective iff the
minimal priority that appears infinitely often in the run is even. It subsumes all ω-regular
objectives, and in particular safety, liveness, fairness, etc. The MeanPayoff objective requires
that the limit average reward per transition along a run is positive (resp. non-negative in
some settings). MeanPayoff objectives go back to a 1957 paper by Gillette [21] and have
been widely studied, due to their relevance for efficient control. The Energy objective [10]
requires that the accumulated reward at any time in a run stays above some finite threshold
(typically 0). The intuition is that a controlled system has some finite initial energy level
that must never become depleted.

Combinations of these objectives have also been studied, where the runs need to satisfy
several of the above conditions simultaneously.

The existence of almost surely winning strategies for MeanPayoff-Parity in MDPs is
decidable in polynomial time [12]. These strategies require only finite memory for MeanPayoff
> 0 [22], but infinite memory for MeanPayoff ≥ 0 [13].

The existence of almost surely winning strategies for Energy-Parity in MDPs is decidable
in NP ∩ coNP and in pseudo-polynomial time [25]. (The NP ∩ coNP upper bound holds even
for turn-based stochastic games [26].) Almost surely winning strategies in MDPs require
only finite memory in the special case of Energy-Büchi [12], but infinite memory for Energy-
co-Büchi and thus for Energy-Parity [25]. However, ε-optimal strategies for Energy-Parity
require only finite (at most doubly exponential) memory, and the value can be effectively
approximated in doubly exponential time (even for turn-based stochastic games) [17].

The Energy-MeanPayoff objective is similar to Energy-Parity, but replaces the Parity part
by a MeanPayoff objective for a second reward dimension. I.e., one considers an MDP with
2-dimensional transition rewards, where the Energy condition applies to the first dimension
and the MeanPayoff condition applies to the second dimension. (It can be generalized to
higher dimensions d, where the MeanPayoff condition applies to all dimensions 2, 3, . . . , d.)
This might look like a direct generalization of the Energy-Parity objective, since Parity games
are reducible to MeanPayoff games [27, 24]. However, this reduction does not work in the
context of these combined objectives when one considers stochastic systems like MDPs; see
below. Non-stochastic Energy-MeanPayoff games have been studied in [8].

A sightly different objective has been studied in [16] who consider MDPs with d-
dimensional rewards, where d = d1 +d2. The objective requires a strictly positive MeanPayoff
surely in the first d1 dimensions, and almost surely in the remaining d2 dimensions. This
objective is strictly stronger than Energy-MeanPayoff. E.g., a MeanPayoff of zero in the first
dimension may or may not satisfy the Energy objective, but it never satisfies the objective
in [16].

The objective studied in [6] aims to maximize the expected MeanPayoff (rather than
the probability of it being strictly positive) while satisfying the energy constraint. However,
unlike in our work, the reward function has a single dimension (i.e., both criteria apply to
the same value) and ε-optimal strategies can require infinite memory.

Our contribution. We consider the Energy-MeanPayoff objective in MDPs with d-dimensio-
nal rewards. The first dimension needs to satisfy the Energy condition (never drop below
0), while each other dimension needs to have a strictly positive MeanPayoff. We show that
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almost surely winning strategies for Energy-MeanPayoff require only finite memory. 1 This
is in contrast to the Energy-Parity objective where almost surely winning strategies require
infinite memory in general [25, Page 4] (even for the simpler Energy-co-Büchi objectives).
This also shows that Energy-Parity is not reducible to Energy-MeanPayoff in MDPs, unlike
the reduction from Parity to MeanPayoff in [27, 24].

We show that almost surely winning strategies for Energy-MeanPayoff, if they exist, can
be chosen as deterministic strategies with an exponential number of memory modes. The
crucial property is that it suffices to remember the stored energy only up to some exponential
upper bound. A small counterexample shows the corresponding exponential lower bound.
Even for randomized strategies, an exponential number of memory modes is required, and
this holds even for the case of small transition rewards in {−1, 0, +1}.

Although almost surely winning strategies are “exponentially large” in this sense, their
existence is still decidable in pseudo-polynomial time; cf. Section 7.

2 Preliminaries

A probability distribution over a countable set S is a function f : S → [0, 1] with
∑

s∈S f(s) = 1.
supp(f) def= {s | f(s) > 0} denotes the support of f and D(S) is the set of all probability
distributions over S. Given an alphabet Σ, let Σω and Σ∗ (Σ+) denote the set of infinite and
finite (non-empty) sequences over Σ, respectively. Elements of Σω or Σ∗ are called words.

MDPs and Markov chains. A Markov Decision Process (MDP) is a controlled stochastic
directed graph M def= (S, S2, S#, E, P, r) where the set of vertices S (also called states) is
partitioned into the states S2 of the player 2 (Maximizer), and chance vertices (aka random
states) S#. Let E ⊆ S × S be the transition relation. We write s−→s′ if (s, s′) ∈ E and
assume that Succ(s) def= {s′ | sEs′} ̸= ∅ for every state s. The probability function P assigns
each random state s ∈ S# a distribution over its successor states, i.e., P (s) ∈ D(Succ(s)).
We extend the domain of P to S∗S# by P (ρs) def= P (s) for all ρs ∈ S+S#. A Markov chain is
an MDP with only random states, i.e., S2 = ∅. In this paper we consider finite-state MDPs,
i.e., the set of states S is finite.

Strategies. A run is an infinite sequence s0s1 . . . ∈ Sω such that si−→si+1 for all i ≥ 0. A
path is a finite prefix of a run. Let Runs(M) def=

{
ρ = (qi)i∈N |qi−→qi+1

}
denote the set of all

possible runs. A strategy of the player 2 is a function σ : S∗S2 → D(S) that assigns to every
path ws ∈ S∗S2 a probability distribution over the successors of s. If these distributions
are always Dirac then the strategy is called deterministic (aka pure), otherwise it is called
randomized (aka mixed). The set of all strategies of player 2 in M is denoted by ΣM.
A run/path s0s1 . . . is compatible with a strategy σ if si+1 ∈ supp(σ(s0 . . . si)) whenever
si ∈ S2. Finite-memory strategies are a subclass of strategies using a finite set M of memory
modes. A function nxt : M × S2 7→ D(S) chooses a (distribution over) successor states based
on the current memory mode and state and upd : M × E 7→ D(M) updates the memory
mode upon observing a transition. Let σ[m] denote the finite-memory strategy σ starting in

1 Our results do not carry over to Energy-MeanPayoff objectives with non-strict inequalities where one
just requires a MeanPayoff ≥ 0 almost surely. This needs infinite memory even for the case of d = 2,
i.e., one energy-dimension and one MeanPayoff-dimension. It suffices to modify the counterexample for
Energy-co-Büchi from [25, Page 4] such that a visit to a state with unfavourable colour incurs a reward
of −1 in the MeanPayoff-dimension.
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memory mode m. The set of all finite-memory strategies in M is denoted by ΣM
f . Strategies

with memory |M| = 1 are called memoryless. Memoryless deterministic (resp. randomized)
strategies are called MD (resp. MR). By fixing some finite-memory strategy σ from some
initial state in a finite-state MDP M, we obtain a finite-state Markov chain, denoted by Mσ.

Measure. An MDP M with initial state s0 and strategy σ yields a probability space
(s0Sω, Fs0 , PM

σ,s0
) where Fs0 is the σ-algebra generated by the cylinder sets s0s1 . . . snSω for

n ≥ 0. The probability measure PM
σ,s0

is first defined on the cylinder sets. For ρ = s0 . . . sn, let
PM

σ,s0
(ρ) def= 0 if ρ is not compatible with σ and otherwise PM

σ,s0
(ρSω) def=

∏n−1
i=0 τ(s0 . . . si)(si+1)

where τ is σ or P depending on whether si ∈ S2 or S#, respectively. If M is a Markov chain
then there is only a single strategy, and we simply write PM

s0
. By Carathéodory’s extension

theorem [4], this defines a unique probability measure on the σ-algebra. Given some reward
function v : s0Sω → R, we write E (.) for the expectation w.r.t. P and v.

Objectives. General objectives are defined by real-valued measurable functions. However,
we mostly consider indicator functions of measurable sets. Hence, our objectives can be
described by measurable subsets O ⊆ Sω of runs starting at a given initial state. By PM

σ,s(O)
we denote the payoff under σ, i.e., the probability that runs from s belong to O. The value of
a state is defined as valM

O (s) def= supσ∈ΣM PM
σ,s(O). For ε > 0 and state s, a strategy σ ∈ ΣM

is ε-optimal iff PM
σ,s(O) ≥ valM

O (s) − ε. A 0-optimal strategy is called optimal. An MD/MR
strategy is called uniformly ε-optimal (resp. uniformly optimal) if it is so from every start
state. An optimal strategy from s is called almost surely winning if valM

O (s) = 1. By AS(O)
(resp. ASf (O)) we denote the set of states that have an almost surely winning strategy (resp.
an almost surely winning finite-memory strategy) for objective O. For ease of presentation,
we drop subscripts and superscripts wherever possible if they are clear from the context.

We use the syntax and semantics of the LTL operators [15] F (eventually), G (always)
and X (next) to specify some conditions on runs. A reachability objective is defined by a
set of target states T ⊆ S. A run ρ = s0s1 . . . belongs to F T iff ∃i ∈ N si ∈ T . Similarly, ρ

belongs to F≤nT (resp. F≥nT ) iff ∃i ≤ n (resp. i ≥ n) such that si ∈ T . Dually, the safety
objective G T consists of all runs which never leave T . We have G T = ¬F¬T .

Energy/Reward/Counter-based objectives. Let r : E → {−R, . . . , 0, . . . , R} be a bounded
function that assigns rewards to transitions. Depending on context, the sum of these rewards
in a path can be viewed as energy, cost/profit or a counter. If s−→s′ and r((s, s′)) = c, we
write s

c−→ s′. Let ρ = s0
c0−→ s1

c1−→ . . . be a run. We say that ρ satisfies
1. the k-energy objective EN(k) iff

(
k +

∑n−1
i=0 ci

)
≥ 0 for all n ≥ 0.

2. the l-storage condition Infix(l) if l+
∑n−1

i=m ci ≥ 0 holds for every infix sm
cm−→ sm+1 . . . sn

of the run. Let ST(k, l) denote the set of runs that satisfy both the k-energy and the
l-storage condition. Let ST(k) def=

⋃
l ST(k, l). Clearly, ST(k) ⊆ EN(k).

3. Mean payoff MP(� c) for some constant c ∈ R iff
(

lim infn→∞
1
n

∑n−1
i=0 ci

)
� c for � ∈

{<, ≤, =, ≥, >}.
A different way to consider the energy objective is to encode the energy level (the sum of the
transition weights so far) into the state space and then consider the obtained infinite-state
game with a safety objective.

An objective O is called shift-invariant iff for all finite paths ρ and plays ρ′ ∈ Sω, we have
ρρ′ ∈ O ⇐⇒ ρ′ ∈ O. Mean payoff objectives are shift-invariant, but energy and storage/infix
objectives are not.



M. Dantam and R. Mayr 133:5

Multidimensional reward-based objectives. Let N,Q,R denote the set of positive integers,
rationals and reals respectively. For a d-dimensional real vector µ, let µi denote the ith

component of µ for 1 ≤ i ≤ d. Given two vectors µ, ν ∈ Rd, ∼∈ {<, ≤, >, ≥, =} we say
µ ∼ ν if µi ∼ νi for every i. In particular, µ > 0 means that every component of µ is
strictly greater than 0. For a multidimensional reward function r : E → [−R, R]d, we can
consider any boolean combination of reward based objectives using any components of r.
For instance, O1 = EN1(k) ∩ MP2(> 0) denotes the objective that contains all runs that satisfy
EN(k) in the 1st dimension and MP(> 0) in the 2nd one. We denote conjunctions of the same
objective across different dimensions in vectorized form, with the dimension information
in the subscript. Therefore, EN[a,b](k) ∩ MP[c,d](> x) denotes the runs where the ENi(ki)
objective is satisfied for each i ∈ [a, b] and the MPj(> xj) objective is satisfied for each
j ∈ [c, d]. Given an infinite run ρ = s0

c0−→ s1
c1−→ . . ., let Xn(ρ) def= sn denote the n-th state.

Let Yn be the sum of the rewards in the first n steps, i.e., Yn(ρ) def=
∑n−1

i=0 ci. These become
random variables once an initial distribution and a strategy are fixed.

Size of an instance. Given an MDP M = (S, S2, S#, E, P, r) with reward function r : E →
[−R, R]d, its size |M| is the number of bits used to describe it. Similarly for |P |. Transition
probabilities and rewards can thus be stored in binary. We call a size pseudo-polynomial in
|M| if it is polynomial for the case where R is “small”, i.e., if R is given in unary.

3 The Main Result

▶ Theorem 1. Let M = (S, S2, S#, E, P, r) be an MDP with d-dimensional rewards on the
edges r : E → [−R, R]d. For the multidimensional Energy-MeanPayoff objective EN1(k) ∩
MP[2,d](> 0) the following properties hold.
1. The existence of an almost-surely winning strategy implies the existence of an almost-surely

winning finite-memory strategy.
2. Moreover, a deterministic strategy with an exponential number of memory modes is

sufficient.
3. An exponential (in |P |) number of memory modes is necessary in general, even for

randomized strategies, even for |S| = 5, d = 2 and R = 1.

In the following three sections we prove items 1.,2.,3. of Theorem 1, respectively.
Here we sketch the main idea for the upper bound. Except in a special corner case

where the energy fluctuates only in a bounded region, almost-surely winning strategies for
Energy-MeanPayoff can be chosen among some particular strategies that alternate between
two modes, playing two different memoryless strategies. This alternation keeps the balance
between the Energy-part and the MeanPayoff-part of the objective. This is similar to
almost-surely winning strategies for the Energy-Parity objective in [25]. In one mode, one
plays a randomized memoryless strategy that almost surely yields a positive mean payoff in
all dimensions (in case of Energy-Parity, instead of mean payoff it satisfies Parity almost
surely). This is called the Gain phase. Whenever the energy level (the cumulative reward
in dimension 1) gets dangerously close to zero, one switches to the other mode and plays
a different memoryless strategy that focuses exclusively on getting the energy level up
again, while temporarily neglecting the other part of the objective (Parity or Mean payoff,
respectively). This is called a Bailout. Once the energy level is sufficiently high, one switches
back to the Gain phase again. The crucial property is that, except in a null set, only
finitely many Bailouts are required, and thus the temporary neglect of the second part
of the objective does not matter in the long run. Such a strategy uses infinite memory,

ICALP 2024
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because it needs to remember the unbounded energy level. For Energy-Parity (and even
Energy-co-Büchi) this cannot be avoided and finite-memory strategies do not work [25].
However, for Energy-MeanPayoff one can relax the requirements somewhat. Suppose that
one records the stored energy only up to a certain bound b, i.e., one forgets about potential
excess energy above b. In that case, one might have to do infinitely many Bailouts with high
probability, most of which are unnecessary (but one does not know which ones). However,
for a sufficiently large bound b, these superfluous Bailouts occur so infrequently that they
do not compromise the MeanPayoff-part of the objective. The critical part of the proof is
to show this property and an upper bound on b. Once this is established, one obtains a
finite-memory strategy, because it suffices to record the energy level only in the range [0, b]
(plus one extra bit of memory to record the current phase, Gain or Bailout).

Note that the argument above is different from the one that justifies finite-memory
ε-optimal strategies for Energy-Parity in [17]. These also record the energy only in a bounded
region, but stop doing Bailouts after the upper bound has been visited. I.e., they do too
few Bailouts, and thus incur an ε-chance of losing. In contrast, our almost-surely winning
strategies for Energy-MeanPayoff rather do too many Bailouts, but sufficiently infrequently
such that they don’t compromise the objective.

4 Proof of Item 1

W.l.o.g, we assume that every state in M has an almost surely winning strategy for Energy-
MeanPayoff for some initial energy level. (Otherwise, consider a suitably restricted sub-MDP.)
For conciseness, we denote the objective by O(k) def= EN1(k) ∩ MP[2,d](> 0). Let

Win(s) def= {k | s ∈ AS(O(k))}, is
def= min(Win(s))

denote the possible initial energy levels and the minimum initial energy level such that one
can win almost surely from state s. In particular, is is well defined by our assumption on M.

Towards a contradiction, assume that not all configurations are winnable with a finite-
memory strategy. I.e., let Winf (s) def= {k | s ∈ ASf (O(k))} denote the energy levels from which
one can win almost surely with a finite-memory strategy from s, and assume that there is a
state s† such that is† /∈ Winf

(
s†)

. We then construct a finite-memory winning strategy from
s† for O(is†), leading to a contradiction. Similar to is, let fs denote the minimal k such that
k ∈ Winf (s) and ∞ if there is no such k.

▶ Definition 2. We construct a new MDP M∗ which abstracts away all the Winf configura-
tions. At every state s, the player gets the option to enter a winning sink state if the energy
level is sufficiently large to win with finite memory, i.e., if the current energy level is at least
fs. The states of the MDP M∗ will have two copies of each state s of M, namely s and s′.
Moreover, we add a new state swin. All states s′ are controlled by 2 and every step s1−→s

in the original MDP M is now mapped to a step s1−→s′ with the same reward (and the
same probability if s1 was a random state). In s′, the player has two choices: he can either
go to s with reward 0 or go to swin with reward (−fs, 0). The latter choice is only available
if fs < ∞. swin is a winning sink where swin−→swin with reward 1, i.e., reward +1 in all
dimensions.

The following lemma shows that the existence of almost surely winning (finite-memory)
strategies coincides in M∗ and M.

▶ Lemma 3. Let s ∈ S and k ∈ N, and consider the objective O(k). There exists an
almost surely winning strategy σ∗ from s in M∗ if and only if there exists an almost surely
winning strategy σ from s in M. Moreover, if σ∗ is finite-memory then σ can be chosen as
finite-memory, and vice-versa.
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Proof. Towards the “only if” direction, let σ∗ be a strategy from s in M∗ that is almost
surely winning for O(k). We define a strategy σ from s in M that plays as follows. First σ

imitates the moves of σ∗ until (if ever) σ∗ chooses a move s′
1 → swin with non-zero probability

at some state s′
1. This is possible, since any finite path in M∗ that does not contain swin

can be bijectively mapped to a path in M. The only difference is that paths in M∗ contain
extra steps via primed states, which are skipped in the paths in M. Moreover, the transition
probabilities at random states coincide in M∗ and M. If σ∗ chooses a move s′

1 → swin with
non-zero probability at some state s′

1 then the current energy level must be ≥ fs1 , because σ∗

satisfies the energy objective almost surely (and thus even surely). Thus, in M, there exists
an almost surely winning finite-memory strategy σ̂ for O(fs1) from s1. In this situation σ

continues by playing σ̂ from s1. Therefore, σ satisfies the energy objective surely. Moreover,
by shift invariance and the properties of σ̂, it also satisfies the Mean payoff objective almost
surely. Thus, σ satisfies O(k) almost surely. Finally, if σ∗ is finite-memory then so is σ,
because σ̂ is also finite-memory.

Towards the “if direction, let σ be a strategy from s in M that is almost surely winning
for O(k). We define a strategy σ∗ from s in M∗ that imitates the moves of σ. Moreover, at
primed states q′ it always goes to q (and never to swin). Since the probabilities at random
states coincide in M∗ and M, also the probabilities of the induced paths coincide. The only
difference is that the runs in M∗ contain extra steps via primed states and these extra steps
carry reward zero. Thus, the mean payoff of a run in M∗ is 1/2 the mean payoff of the
corresponding run in M. However, this does not affect the property that the mean payoff
is > 0 almost surely in either MDP. Thus, σ∗ satisfies O(k) almost surely. Finally, if σ is
finite-memory then so is σ∗. ◀

The next lemma shows that, in M∗, it is impossible to satisfy Energy-MeanPayoff from s

with arbitrarily high probability, unless one also allows arbitrarily large fluctuations in the
energy level, or fs = is. (Recall that fs, is are defined relative to M.)

▶ Lemma 4. For every state s with fs > is and every ℓ ∈ N, there exists a δℓ > 0 such that
valM∗

O(is) ∩ Infix1(ℓ)(s) ≤ 1 − δℓ.

Proof. Towards a contradiction, assume that valM∗

O(is) ∩ Infix1(ℓ)(s) = 1 for some ℓ.
O(is) ∩ Infix1(ℓ) = EN1(is) ∩ MP[2,d](> 0) ∩ Infix1(ℓ) = ST1(is, ℓ) ∩ MP[2,d](> 0).

Therefore, we have valM∗

s

(
ST1(is, ℓ) ∩ MP[2,d](> 0)

)
= 1. Below we prove that this objective

has a finite-memory almost-surely winning strategy σ in M∗. Consider a modified MDP
M∗

1 that encodes the energy level up to is + ℓ in the states. A step exceeding the upper
energy bound is + ℓ results in a truncation to is + ℓ, while a step leading to a negative
energy leads to a losing sink. There exists a memoryless randomized (MR) strategy σ1
in M∗

1 from state (s, is) that wins MP[2,d](> 0) almost surely, by Lemma 6. We can then
carry σ1 back to M∗ as a finite-memory strategy σ with is + ℓ + 1 memory modes such
that PM∗

σ,s

(
ST1(is, ℓ) ∩ MP[2,d](> 0)

)
= 1. By set inclusion, PM∗

σ,s (O(is)) = 1. By Lemma 3,
there also exists a finite-memory strategy from s in M that is almost surely winning for
O(is). This implies fs = is, a contradiction to our assumption fs > is. Hence, we obtain
δℓ

def= 1 − valM∗

O(is) ∩ Infix1(ℓ)(s) > 0. ◀

The following three lemmas show that almost surely winning strategies for Energy-
MeanPayoff can be found by combining two different memoryless strategies for the simpler
Bailout and Gain objectives.

First, we define the objective Bailout(k) def= EN1(k) ∩ MP1(> 0). Let iBailout
s denote the

minimal energy value k with which one can almost surely satisfy Bailout(k) when starting
from state s (or ∞ if it does not exist).

ICALP 2024
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▶ Lemma 5 ([6, Lemma 3]). Let M be an MDP. If s ∈ AS(Bailout(k)) for some k ∈ N then
iBailout
s ≤ 3 · |M| · R. Moreover, there exists a uniform MD strategy σ∗

Bailout which is almost
surely winning Bailout(k) from every state s ∈ AS(Bailout(k)).

We define the Gain objective as MP[1,d](> 0). The following lemma shows that an almost
surely winning strategy σ∗

Gain for this objective can be chosen as memoryless randomized.

▶ Lemma 6 ([7, Proposition 5.1]). There is a uniform MR strategy σ∗
Gain which is almost

surely winning for Gain (or any subset of dimensions) from all states s ∈ AS(Gain).

A difference between M∗ and M is that if one can almost surely win Energy-MeanPayoff
in M∗ then one can also push the energy level arbitrarily high. This does not always hold in
M. (Consider, e.g., a single-state Markov chain with a single loop with reward 0 in the 1st

dimension and +1 in all other dimensions.) The difference comes from the loop at state swin
in M∗ which has a strictly positive reward in all dimensions. Thus, the following lemma
only holds for M∗.

▶ Lemma 7. In M∗, there are two uniform memoryless strategies σ∗
Bailout and σ∗

Gain which,
starting from any state s ∈ AS(O(k)), almost surely satisfy Bailout(k) and Gain, respectively.

Proof. Let s ∈ AS(O(k)). We show that s ∈ AS(Bailout(k)) and s ∈ AS(Gain). The existence
of the memoryless strategies σ∗

Bailout and σ∗
Gain then follows from Lemma 5 and Lemma 6,

respectively.
We assumed that all states s in M admit an almost surely winning strategy for Energy-

MeanPayoff. By Lemma 3, this also holds for all states q in M∗. Let σ♯
q denote an almost

surely winning strategy from q for O(iq) in M∗ (without restrictions on memory).
Recall from Section 2 that the random variable Xt denotes the state at time t, and Yt

denotes the (d-dimensional) sum of the rewards until time t.

▷ Claim 8. For every state q ∈ M∗ there exists some number of steps nq ∈ N and a
probability pq > 0 such that

PM∗

σ♯
q,q

 nq⋃
j=0

((Yj)1 > iXj
− iq) ∪ ((Yj)1 ≥ fXj

− iq)

 ≥ pq.

Proof. Towards a contradiction, assume that for all m

PM∗

σ♯
q,q

 m⋃
j=0

((Yj)1 > iXj − iq) ∪ ((Yj)1 ≥ fXj − iq)

 = 0.

Due to the second part of the union, this implies that never (Yj)1 +iq ≥ fXj
. Since σ♯

q satisfies
EN1(iq) almost surely, it can never choose the step to swin. This implies PM∗

σ♯
q,q

(Fswin) = 0,
i.e., Xj is always different from swin. (The values fs were initially defined with respect to
states s of the original MDP M, but the definition is naturally extended to the MDP M∗,
by giving the primed states the same value, i.e., fs′ = fs. The state swin does not appear in
M, but only in M∗. We can extend the definition by having fswin = 0. However, this is not
strictly required. The fXj

is already defined, since Xj is always different from swin.)
Since σ♯

q satisfies EN1(iq) almost surely, all runs always satisfy (Yj)1 ≥ iXj
−iq for all j. On

the other hand, our assumption yields PM∗

σ♯
q,q

(⋃m
j=0(Yj)1 > iXj

− iq

)
= 0. This implies that

(Yj)1 = iXj
− iq for all j. Hence, in all runs the energy fluctuates by at most ℓ

def= 2 maxq iq.
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Thus, PM∗

σ♯
q,q

(O(iq) ∩ Infix1(ℓ)) = 1. Then Lemma 4 implies that fq = iq. Since X0 = q we
have fX0 = fq and thus (Y0)1 ≥ fX0 − iq = 0. This contradicts our assumption, since the
second part of the union is surely satisfied. ◁

For any state q, let nq, pq denote the values from Claim 8.
Now we show that s ∈ AS(Bailout(k)). Define a strategy σBailout which plays in phases,

separated by resets. It remembers the number of steps t ≥ 0 since last reset, the (under-
approximated) sum of rewards Qt and the current state Xt. The first phase starts at state s

and σBailout plays like σ♯
s until one of the following events occur.

1. There is enough energy such that it is safe to move to swin, i.e., (Qt ≥ fXt
− is), or

2. The current energy level is strictly greater than the minimal required energy level of the
current state, i.e., (Qt > iXt

− is), or
3. ns steps have elapsed, i.e., (t = ns).
If at any point Item 1 happens, then the strategy simply goes to swin. If it is the case that
Item 2 occurs before t = ns, let’s say at some time t′, then the phase ends at t′. The sum
of the rewards in the phase, between the last reset (where t = 0) and the current time is
≥ iXt′ − is + 1. If neither Item 1 nor Item 2 occurs before t = ns, then the phase ends and
we let t′ def= t = ns. The sum of the rewards in this phase is then exactly iXt′ − is. At the
end of the phase σBailout resets the number of steps (t = 0), and Qt to 0. In the following
phase it moves according to σ♯

Xt′ until the next reset.
σBailout clearly satisfies EN1(k) as it is a mix of energy safe strategies

(
σ♯

q

)
q∈S∗ and

since we are starting from a safe energy level. By Claim 8, there is a positive probability
(lower-bounded by minq pq > 0) that either Item 1 or Item 2 happens in each phase.

Hence, unless event Item 1 occurs, Item 2 occurs infinitely often almost surely. Moreover,
since the length of phases is upper bounded by maxq nq, it occurs frequently. We obtain
PM∗

σBailout,s

(
MP1 ≥ minq

(
pq

nq

)
> 0 | ¬Fswin

)
= 1. On the other hand, if swin is reached, then

MP1 holds by shift invariance and the definition of the positive rewards in the loop at swin.
Therefore, PM∗

σBailout,s(EN1(is) ∩ MP1(> 0)) = 1.
Now we show that s ∈ AS(Gain). We make use of the following strategies.
σ♯

q which satisfies EN1(k) ∩ MP[2,d](> 0) almost surely from q for every k ≥ iq.
a uniform MD strategy σ∗

MP1
which satisfies MP1(> 0) almost surely from every state.

It exists since AS(MP1(> 0)) = S∗ (where S∗ is the set of states of M∗), because
PM∗

σBailout,s(EN1(is) ∩ MP1(> 0)) = 1.

From the former, we get probabilistic bounds on the achievable mean payoff in all the
dimensions, i.e., for all states s, and 0 ≤ ε < 1, there is a d − 1 dimensional vector νε > 0
such that PM∗

σ♯
s,s

(
MP[2,d] ≥ νε

)
≥ 1 − ε

2 . This follows from the fact that for any sequence
of decreasing vectors νn → 0 in Rd−1, MP[2,d](> 0) =

⋃
n MP[2,d](≥ νn) and continuity of

measures. Furthermore, denoting by Yt the sum of rewards in all dimensions until time
t, there exists a sufficiently large bound nε ∈ N such that PM∗

σ♯
s,s

( (Yt)j

t ≥ (νε)j

2

)
≥ 1 − ε in

each of the dimensions j ∈ [2, d] for all t ≥ nε steps. This can be shown by observing that
MPj

(
≥ (νε)j

)
=

⋂∞
k=1

⋃∞
n=1

⋂∞
t=n

( (Yt)j

t ≥ (νε)j ·
(
1 − 1

2k

))
and using continuity of measures.

Similarly, there exists a bound n∗
ε ∈ N and value ν∗

ε > 0 such that Pσ∗
MP1

,s

(
(Yt)1

t ≥ ν∗
ε

2

)
≥

1 − ε after t ≥ n∗
ε steps for every state s.

Now consider the following strategy σGain, which switches between two phases.
Phase 1: If the current state is q, it moves according to σ♯

q for some number α > nε of steps.
Then it switches to phase 2.
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Phase 2: It moves according to σ∗
MP1

for some number β > n∗
ε of steps, and then switches

back to phase 1.
The strategy σGain is a finite-memory strategy, since the lengths of the alternating phases are
bounded by α and β, respectively. (Even if σ♯

q is an infinite-memory strategy, it can only use
bounded memory in each phase.)

We fix σGain from the start state s and obtain a finite-state Markov chain. In every BSCC
of this Markov chain, the expected mean payoff in the 1st dimension will be

≥
−i♯ + β · (1 − ε) ·

(
ν∗

ε

2

)
− β · ε · R

α + β
.

where i♯ = maxs is denotes the maximum (over all states) minimal safe energy.
Similarly, in every BSCC, the expected mean payoff in the jth dimension for j ≥ 2 can

be lower-bounded by

≥
α ·

(
(1 − ε) ·

( (νε)j

2

)
− ε · R

)
− β · R

α + β
.

By choosing ε sufficiently small, β sufficiently large to make the first term positive and
α ≫ β sufficiently large to make the second term positive, we can get positive expected mean
payoff in all dimensions. Since this holds in every BSCC of the induced finite Markov chain,
the objective Gain is satisfied almost surely. ◀

The following lemma shows the converse of Lemma 7. In M∗, it is always possible to
win O(is) almost surely from s by playing a particular strategy σ∗

alt,Zb,Zg
which combines the

two uniform memoryless strategies σ∗
Bailout and σ∗

Gain. Let Zb denote the minimal universally
safe energy level for Bailout, i.e., Zb

def= maxs min{k | s ∈ AS(Bailout(k))}. Moreover, let
Zg > Zb be a larger energy level at which our strategy switches from σ∗

Bailout to σ∗
Gain.

Similarly to [25], we define an infinite-memory strategy σ∗
alt,Zb,Zg

that always records the
current energy level and operates by switching between two phases. It starts by playing σ∗

Gain
(Gain-phase) if our starting energy level is sufficiently high (≥ Zb + R), and otherwise starts
by playing σ∗

Bailout (Bailout-phase). In the Bailout-phase, the primary goal is to pump
the energy level up until it is ≥ Zg, and then it switches to the Gain-phase. It enters the
Bailout-phase again if the energy level drops below Zb + R (in which case it will still be
≥ Zb).

▶ Lemma 9. There exists a Zg ∈ N such that for every s in M∗ the strategy σ∗
alt,Zb,Zg

is
almost surely winning for O(is) from s.

Proof. The parameter Zg is chosen sufficiently large such that there is a fixed non-zero
probability that after every Bailout-phase one never needs another Bailout. (Thus, except
in a null set there are only finitely many Bailouts.) The existence of such a finite Zg is
guaranteed by the fact that limk→∞ Pσ∗

Gain,s(O(k)) = 1. ([18, Lemma 22]). Eventually, except
in a null set, σ∗

alt,Zb,Zg
plays Gain forever, thus satisfying O(is) almost surely from s. ◀

Some combined objectives like Energy-Parity really require infinite memory for almost
surely winning strategies [25]. However, we show that a sufficiently large finite memory is
enough to win Energy-MeanPayoff almost surely. The idea is to modify the strategy σ∗

alt,Zb,Zg

such that it remembers the current energy only in the interval [0, b], for some sufficiently
large b > Zg, and ignores any possible excess energy above b. This modified strategy is
denoted by σ∗

alt,Zb,Zg,b, and it has a finite set of memory modes [0, b] × {0, 1}. The {0, 1} part
is used to remember the current phase (Gain = 0 or Bailout = 1). Then σ∗

alt,Zb,Zg,b[(u, x)]
denotes the strategy σ∗

alt,Zb,Zg,b with current memory mode (u, x) ∈ [0, b] × {0, 1}.
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The finite bound b on the remembered energy has the effect that σ∗
alt,Zb,Zg,b can no longer

guarantee a fixed positive probability of not needing another Bailout after each Bailout-phase.
Thus, one might have infinitely many Bailouts with positive probability. (Most of these are
unnecessary, but one cannot be sure which ones). Unlike for Energy-Parity, where using
infinitely many Bailout phases can compromise the objective, the nature of the MP[2,d](> 0)
objective allows us to use infinitely many Bailouts with non-zero probability, provided that
they happen sufficiently infrequently.

By its construction, the strategy σ∗
alt,Zb,Zg,b[(is, x)] is energy-safe from every state s, every

initial energy ≥ is and x ∈ {0, 1}. It remains to show that it also satisfies MP[2,d](> 0)
almost surely. Since σ∗

alt,Zb,Zg,b is finite-memory, it suffices to consider the induced finite
Markov chain A and show that the expected mean payoff is strictly positive in every BSCC.
I.e., we prove that Eσ∗

alt,Zb,Zg,b,s

(
MP[2,d]

)
> 0 for a sufficiently large b. To this end, we consider

the finite Markov chains AGain and ABailout obtained by fixing the memoryless strategies
σ∗

Gain and σ∗
Bailout in M∗, respectively. The application of σ∗

alt,Zb,Zg,b can then be seen as
alternating between these two Markov chains based on hitting certain energy levels.

Let T Gain denote the random variable that measures the length of a Gain-phase, when
starting at energy level Zg and assuming that the energy it truncated at b. Similarly, T Bailout

is the random variable that measures the length of a Bailout-phase when starting at energy
level Zb. (Here it does not matter that the energy is truncated at b, since the Bailout-phase
ends when the energy reaches Zg < b.) Since R can be > 1, the Bailout-phase might actually
start at a slightly higher energy level u ∈ [Zb, Zb +R−1], and thus T Bailout over-approximates
the actual length of the Bailout-phase, which is conservative for our analysis. Similarly, the
Gain phase might start with an energy slightly higher than Zg, and T Gain under-approximates
the length of the Gain-phase, which is again conservative. The random variables (YT Gain)i

and (YT Bailout)i then measure the sum of the rewards the ith dimension obtained during the
Gain and Bailout phases, respectively.

The following lemma shows that the strategy σ∗
alt,Zb,Zg,b can attain a strictly positive mean

payoff in all dimensions i ∈ [2, d], provided that the expected reward during the Gain-phase
is sufficiently large (positive) and the expected reward during the Bailout-phase (though
possibly negative) is not too small.

▶ Lemma 10. If there are constants v1
i > 0 and v2

i such that, for all i ∈ [2, d] and states q

EM∗

σ∗
alt,Zb,Zg,b[(Zg,0)],q((YT Gain)i) ≥ v1

i

EM∗

σ∗
alt,Zb,Zg,b[(Zb,1)],q((YT Bailout)i) ≥ v2

i

v1
i + v2

i > 0

then EM∗

σ∗
alt,Zb,Zg,b[m],s(MPi) > 0 for all s and m ∈ [is, b] × {0, 1}.

Proof. By fixing the finite-memory strategy σ∗
alt,Zb,Zg,b, we obtain a finite Markov chain.

Consider any BSCC in this Markov chain. In this BSCC, except for a null set of runs, either no
Bailouts happen or infinitely many. In the former case, this BSCC behaves like playing σ∗

Gain
forever, which attains a strictly positive mean payoff in all dimensions almost surely, and thus
a strictly positive expected mean payoff in each dimension i. In the second case, almost surely
there happen infinitely many Bailouts, each starting at an every level ≥ Zb. Then, by the
finiteness of the BSCC, we obtain that E (T Gain) < ∞. Moreover, by the definition of σ∗

Bailout,
the expected duration of the Bailout-phase is always finite, i.e., E (T Bailout) < ∞. Thus, by
linearity of expectations, EM∗

σ∗
alt,Zb,Zg,b,s(MPi) ≥ (v1

i + v2
i )/(E (T Gain) + E (T Bailout)) > 0. ◀
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The following technical Lemma 11 (proof in [18, Appendix B]) shows that the constants
v1

i , v2
i from Lemma 10 exist. Recall that the finite Markov chains AGain and ABailout are

obtained by fixing the memoryless strategies σ∗
Gain and σ∗

Bailout in M∗, respectively. Let
xmin,1 and xmin,2 denote the minimal occurring non-zero probabilities in these two Markov
chains, respectively. (They come from solutions of linear programs and can be chosen as only
exponentially small, i.e., described by a polynomial number of bits; cf. [18, Appendix B]).
The proof works by applying general results about expected first passage times in truncated
Markov chains to the induced Markov chains AGain and ABailout. The general idea is that in
the Gain-phase one has a general up drift in all dimensions, and in particular in the first
(energy) dimension. It is thus unlikely to go down very far in the energy dimension, even
if the energy is truncated at b. Thus, for a sufficiently large truncation point b (actually
b = Zg + 1 suffices), the expected time spent in the Gain-phase is very large relative to the
expected time spent in the Bailout phase. More exactly, the former increases exponentially
in b, while the latter is polynomial in b. For a sufficiently large b (exponential in |M∗|), the
condition v1

i + v2
i > 0 is met.

▶ Lemma 11. Let µi > 0 denote the lower bound on the mean payoff in dimensioni in any
BSCC in the Markov chain AGain with corresponding computable constants ci, gGain, hGain,
and let µ denote the lower bound on the mean payoff in the 1st dimension in any BSCC of
ABailout with the corresponding constants gBailout, hBailout. All the above constants, except
ci, can be chosen as at most exponential in |M∗| and 1/(1 − ci) ∈ O

(
exp

(
exp

(
|M∗|O(1))))

.
Then there are constants 0 < C1 < 1, C2 > 0, C3 > 0, C4 > 0, C5 > 0, all exponential

in |M∗| and dependent only on M, such that for k
def= 2·|S∗|

x
|S∗|
min,1

∈ O
(
exp

(
|M∗|O(1)))

, any

δ ∈ (0, 1) sufficiently small such that (|S∗| + 1) ·
( 1

δ − 1
)

+ ⌈
(
logci

(δ · (1 − ci))
)
⌉ ≥ hGain

µi
for

all 2 ≤ i ≤ d, one can choose
Zg

def= Zb + R + k·R + maxi

(
R · ⌈logci

(δ · (1 − ci))⌉ − R + 1, hGain
)

∈ O
(

e|M∗|O(1) · log(1/δ)
)

and b
def= Zg + 1 so that

EM∗

σ∗
alt,Zb,Zg,b[(Zg,0)],q((YT Gain)i) ≥ C1 · 1

δ
− C2 log2

(
1
δ

)
− C3

def= v1
i

EM∗

σ∗
alt,Zb,Zg,b[(Zb,1)],q((YT Bailout)i) ≥ −C4 log2

(
1
δ

)
− C5

def= v2
i

In particular, in order to satisfy the condition v1
i + v2

i > 0, it suffices to choose 1/δ ∈
O

(
max(1/C1, max2≤j≤5 Cj)O(1)). Since the constants Cj are exponential in |M∗|, and by

the conditions on the other constants above, the value Zg, and hence the overall bound
b = Zg + 1, can be chosen such that b ∈ O

(
exp

(
|M∗|O(1)))

.

Now we can prove the first item of our main result.

Proof of Theorem 1 (Item 1). Towards a contradiction, we assume that there exists a state
s† such that there is no finite-memory almost surely winning strategy from s† for O(is†) in
the MDP M.

First we consider the MDP M∗. The finite-memory strategy σ∗
alt,Zb,Zg,b[(is† , 1)] from s† is

energy-safe by construction and satisfies EN1(is†) surely. Now consider the finite Markov chain
induced by fixing this finite-memory strategy in M∗. By Lemma 10 and Lemma 11, for a
sufficiently large (exponential) b it yields a strictly positive expected mean payoff v1

i + v2
i > 0

in every dimension i ∈ [2, d] in every BSCC of this Markov chain. Since the Markov chain is
finite, this implies that the mean payoff in every dimension i ∈ [2, d] is strictly positive almost
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surely. Hence, PM∗

σ∗
alt,Zb,Zg,b[(i

s† ,1)],s†

(
MP[2,d](> 0)

)
= 1 and thus PM∗

σ∗
alt,Zb,Zg,b[(i

s† ,1)],s†(O(is†)) = 1.

So there exists an almost surely winning finite-memory strategy from s† for O(is†) in M∗.
However, Lemma 3 then implies that there also exists an almost surely winning finite-memory
strategy from s† for O(is†) in M. Contradiction. ◀

▶ Remark 12. If σ∗
alt,Zb,Zg,b satisfies O(is) almost surely from some state s then it also satisfies

the stronger objective O(is) ∩ Infix(b) almost surely. Consider a winning run induced by
σ∗

alt,Zb,Zg,b. While the true energy might sometimes be higher than b, the energy remembered
by σ∗

alt,Zb,Zg,b is always ≤ b. Even with this conservative under-approximation of the energy,
the run still satisfies the energy objective. Therefore, in any winning run induced by σ∗

alt,Zb,Zg,b,
the energy can never decrease by more than b. Thus, also Infix(b) is satisfied almost surely.

5 Proof of Item 2

Given some state s, let σ = (M, m0, upd, nxt) be a finite-memory strategy that is almost
surely winning for O(is) (which exists by Item 1). We show there exists an almost surely
winning strategy σ′ for O(is) such that the energy fluctuations are bounded by some constant
which is exponential in |M|.

First, inside any BSCC B of Mσ, we construct an almost surely winning strategy σB

and upper bound the minimal safe energy levels and energy fluctuation while following σB .
Using this, we upper bound the energy fluctuations in paths before reaching a BSCC. We
use the fact that the set of states and transitions that occur in any BSCC of a Markov chain
induced by fixing some finite-memory strategy in an MDP is an end component of this MDP
([19, Theorem 3.2]).

▶ Lemma 13. Let B be a BSCC of Mσ and let M(B) be the corresponding end component
in M with states SB and transitions EB. Then there is a strategy σB, a bound bB ∈
O

(
exp

(
|M(B)|O(1)))

such that for any state q ∈ SB, there is a minimal safe energy level
jq

def= i
M(B)
q ≤ 3 · |SB | · R such that PM(B)

σB ,q (O(jq) ∩ Infix(bB)) = 1.

Proof Sketch. (Full proof in [18, Appendix C].). The idea is that for M(B) there are two
cases. In the first case it behaves similar to M∗ from Section 4, in the sense that it is possible
to win Gain and Bailout almost surely, and thus Energy-MeanPayoff can be won almost
surely by switching between the two strategies for Gain and Bailout like in the strategy
σ∗

alt,Zb,Zg
. Then one can invoke Lemma 11 and Remark 12 on M(B) to get an exponential

bound bB such that PM(B)
σB ,q (O(jq) ∩ Infix(bB)) = 1.

If the first case does not hold then M(B) is very restrictive, and one can show that the
energy level fluctuations are bounded by a constant in O(|SB | · R). ◀

Since the minimal safe energy levels inside these end components are not too large, one
can then bound the energy fluctuations in paths before they reach any such end component
M(B). The following lemma is shown in [18, Appendix C].

▶ Lemma 14. Let T denote the union of all SB of every BSCC B of Mσ, as in Lemma 13.
Then one can almost surely reach any state in T with the corresponding minimal safe energy
level with energy fluctuations of at most 5 · |S| · R.

Proof of Theorem 1 (Item 2). By Lemmas 13 and 14, for each state s, one can choose a
strategy σ and some constant b ∈ O

(
exp

(
|M|O(1)))

such that PM
σ,s(O(is) ∩ Infix(b)) = 1.

This means if one encodes the energy levels between [0, b] into the state space by discarding
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any excess energy above b and redirecting all the transitions which result in a negative energy
to a losing sink (for MP[2,d](> 0)) and constructs this larger MDP M[0, b], then there is a
strategy σ′ such that PM[0,b]

σ′,(s,k)
(
MP[2,d](> 0)

)
= 1 for every k ∈ [is, b]. Then, by Lemma 6,

there also exists a memoryless (MR) strategy σ∗ in M[0, b] which is almost surely winning
MP[2,d](> 0) from (s, k).

We can carry the memoryless strategy σ∗ in M[0, b] back to M as a finite-memory
strategy σ∗

M with memory [0, b]. It stores the encoded under-approximated energy level
from M[0, b] in its finite memory instead. Thus, σ∗

M is a finite-memory strategy from s that
satisfies O(is) almost surely, and the size of its memory is bounded by b ∈ O

(
exp

(
|M|O(1)))

.
The strategy σ∗

M uses randomization, because σ∗ from Lemma 6 is MR. However, the
MR strategy σ∗ for the mean payoff objective could be replaced by a deterministic strategy
with an exponential number of memory modes. Hence, the overall number of memory modes
in the obtained deterministic version of σ∗

M is still only exponential. ◀

6 The Lower Bound (Proof of Item 3)

In the previous sections we have shown that finite memory suffices for almost surely winning
strategies for the Energy-MeanPayoff objective. However, the required memory depends on
the given MDP. We show that no fixed finite amount of memory is sufficient for all MDPs. In
fact, the required memory is exponential in the transition probabilities even for an otherwise
fixed 5-state MDP with just one controlled state, R = 1 and d = 2.

▶ Definition 15. Let 1 > δ > 0 and Mδ = (S, S2, S#, E, P, r) be an MDP with 2-dimensional
rewards. It has just one controlled state s with transitions s → sl and s → sr. From sl

there are two transitions e1 = (sl → s1
l ) and e2 = (sl → s2

l ). Let P(e1) = (1 + δ)/2 and
P(e2) = (1 − δ)/2 and r(e1) = (+1, +1) and r(e2) = (−1, −1). s1

l and s2
l are random states

which each have just one transition back to s with probability 1 and reward 0. From sr there
is only one transition e3 back to s with probability 1 and r(e3) = (+1, −1).

The following lemma directly implies the exponential lower bound on the number of
memory modes in Theorem 1(Item 3).

▶ Lemma 16. Consider the Energy-MeanPayoff objective. For every finite bound m ∈ N
on the number of memory modes there exists a δ

def= 1/(6m) > 0 such that the finite MDP
Mδ = (S, S2, S#, E, P, r) from Definition 15 satisfies the following properties.
1. ∃σ′ PMδ

σ′,s(EN1(0) ∩ MP2(> 0)) = 1, i.e., it is possible to win almost surely from s in Mδ,
even with initial energy 0.

2. For every finite-memory strategy σ with ≤ m memory modes we have PMδ
σ,s (EN1(k) ∩

MP2(> 0)) = 0 for every k ∈ N, i.e., σ attains nothing in Mδ, regardless of the initial
energy k.

3. For Mδ we have |S| = 5, d = 1 and R = 1. The number of memory modes required for
an almost-surely winning strategy in Mδ is exponential in |P | (and in |Mδ|).

Proof. Towards item 1, consider a strategy σ′ that plays as follows. It keeps a counter that
records the current energy, which is initially 0. Whenever the current energy is 0, it plays
s → sr, otherwise it plays s → sl. Thus, σ′ satisfies EN1(0) surely from s. Since δ > 0 it
follows from the classic Gambler’s ruin problem (with strictly positive expected gain, here
in the first reward dimension) that σ′ plays s → sr only finitely often, except in a null set
of the runs. Therefore, the expected mean payoff (in the second dimension) under σ′ is
(1 + δ)/2 − (1 − δ)/2 = δ > 0. Hence, PMδ

σ′,s(MP2(> 0)) = 1. Since the energy objective is
satisfied surely, we obtain PMδ

σ′,s(EN1(0) ∩ MP2(> 0)) = 1.
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Towards item 2, let δ
def= 1/(6m) > 0 and let σ be a finite-memory strategy with ≤ m

memory modes. Consider the finite-state Markov chain C that is induced by playing σ

from s in Mδ. This Markov chain has ≤ 5m states, since M has 5 states and σ has
≤ m memory modes. Let B be any BSCC of C that is reachable from s and the initial
memory mode of σ. In particular, |B| ≤ 5m. In B there must not exist any loop that
does not contain sr, because otherwise the energy objective cannot be satisfied almost
surely. Thus, every path in B of length ≥ 5m must contain sr (and hence a reward
(+1, −1)) at least once. Therefore, the expected mean payoff in B (in the second reward
dimension) is ≤ 5mδ − 1 = −1/6 < 0. Since this holds in every reachable BSCC, we obtain
PMδ

σ,s (MP2(> 0)) = 0 and thus PMδ
σ,s (EN1(k) ∩ MP2(> 0)) = 0.

Towards item 3, the size of Mδ follows from Definition 15. By items 1 and 2, the
required number of memory modes m for an almost-surely winning strategy satisfies m >

1/(6δ). Since |P | = Θ(log(1/δ)) and |Mδ| = Θ(|P |), we obtain m = Ω(exp(|P |)) and
m = Ω(exp(|Mδ|)). ◀

The exponential lower bound on the required memory does not require probabilities
encoded in binary like in Lemma 16. One can construct an equivalent example with
polynomially many states where all transition probabilities are 1/2. This is because one can
encode exponentially small probabilities 2−k with a chain of k extra states and transition
probabilities 1/2.

7 Computational Complexity

We have shown that the existence of an almost surely winning strategy for the Energy-
MeanPayoff objective for a given state and initial energy level in an MDP implies the
existence of a deterministic such strategy with exponentially many memory modes (unlike
for Energy-Parity which requires infinite memory in general [25]).

A related problem is the decidability of the question whether a given state in an MDP and
a given initial energy level admit an almost surely winning strategy for Energy-MeanPayoff.
This problem is decidable in pseudo-polynomial time, using an algorithm very similar to
the one for Energy-Parity presented in [25]. I.e., the time is polynomial, provided that the
bound R on the rewards is given in unary. Transition probabilities in the MDP can still
be represented in binary. The crucial point is that it suffices to witness the mere existence
of an almost surely winning strategy, regardless of its memory. Basically, it suffices that
the algorithm proves that the infinite-memory strategy σ∗

alt,Zb,Zg
wins almost surely (plus a

small extra argument about a corner case where the energy fluctuates only in a bounded
region). The algorithm does not need to compute the bound b or to explicitly construct the
finite-memory strategy σ∗

alt,Zb,Zg,b.

▶ Proposition 17. Let M = (S, S2, S#, E, P, r) be an MDP with d-dimensional rewards on
the edges r : E → [−R, R]d. For any state s and k ∈ N, the existence of an almost surely
winning strategy from s for the multidimensional Energy-MeanPayoff objective EN1(k) ∩
MP[2,d](> 0) is decidable in pseudo-polynomial time (i.e., polynomial for R in unary).

Proof. The proof is similar to the one for Energy-Parity presented in [25]. We outline
the differences below. First, in the corner case where it is impossible to pump the energy
up arbitrarily high almost surely from some state q, the only possible way to win Energy-
MeanPayoff (resp. Energy-Parity) almost surely (if at all) is by using a non-null set of runs
where the energy only ever fluctuates in a bounded region. In that case, the size of the
energy fluctuations in these runs can safely be restricted to a region that is polynomial in
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|S| · R, and thus pseudo-polynomial in |M| [25]. It thus suffices to win multi-dimensional
MP[2,d](> 0) almost surely in a derived MDP M′ where the bounded energy is encoded
into the states. Deciding this requires time polynomial in |M′| [12, 22] and thus pseudo-
polynomial in |M|. The winning situations of the corner case can then be encoded into M,
yielding a derived MDP M′ of pseudo-polynomial size, where Energy-MeanPayoff can be
won almost surely if and only if it can be won almost surely by a combination of Gain and
Bailout strategies, i.e., by strategy σ∗

alt,Zb,Zg
. Therefore, it suffices to compute the states

(and minimal initial energy levels k) where Gain and Bailout(k) can be won almost surely.
The objective Bailout(k) def= EN1(k) ∩ MP1(> 0) is exactly the same as the Bailout objective
analysed in [25], and winning it almost surely is decidable in pseudo-polynomial time. Our
objective Gain def= MP[1,d](> 0) differs from the Gain objective considered in [25] (which was
MP1(> 0) ∩ Parity), but winning it almost surely is still decidable in polynomial time [12, 22]
by solving a linear program. So overall the algorithm runs in pseudo-polynomial time. ◀
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