
An Efficient Quantifier Elimination Procedure for
Presburger Arithmetic
Christoph Haase #

Department of Computer Science, University of Oxford, UK

Shankara Narayanan Krishna #

Department of Computer Science & Engineering, IIT Bombay, India

Khushraj Madnani #

Max Planck Institute for Software Systems (MPI-SWS), Kaiserslautern, Germany

Om Swostik Mishra #

Department of Mathematics, IIT Bombay, India

Georg Zetzsche #

Max Planck Institute for Software Systems (MPI-SWS), Kaiserslautern, Germany

Abstract
All known quantifier elimination procedures for Presburger arithmetic require doubly exponential
time for eliminating a single block of existentially quantified variables. It has even been claimed
in the literature that this upper bound is tight. We observe that this claim is incorrect and
develop, as the main result of this paper, a quantifier elimination procedure eliminating a block of
existentially quantified variables in singly exponential time. As corollaries, we can establish the
precise complexity of numerous problems. Examples include deciding (i) monadic decomposability
for existential formulas, (ii) whether an existential formula defines a well-quasi ordering or, more
generally, (iii) certain formulas of Presburger arithmetic with Ramsey quantifiers. Moreover, despite
the exponential blowup, our procedure shows that under mild assumptions, even NP upper bounds
for decision problems about quantifier-free formulas can be transferred to existential formulas. The
technical basis of our results is a kind of small model property for parametric integer programming
that generalizes the seminal results by von zur Gathen and Sieveking on small integer points in
convex polytopes.
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1 Introduction

Presburger arithmetic is the first-order theory of the integers with addition and order. This
theory was shown decidable by Mojżesz Presburger in 1929 [25] by establishing a quantifier
elimination procedure in the extended structure additionally consisting of infinitely many
predicates m | · for all integers m > 0, asserting divisibility by a constant. Recall that a
logical theory T admits quantifier elimination whenever for any formula Φ(y1, . . . , yk) ≡
∃xφ(x, y1, . . . , yk) with φ being quantifier free there is a computable quantifier-free formula
Ψ(y1, . . . , yk) such that Φ ↔ Ψ is a tautology in T . Presburger’s quantifier elimination
procedure has non-elementary running time. In the early 1970s, Cooper [6] developed
an improved version of Presburger’s procedure, which was later shown to run in triply
exponential time [23]. Ever since, various other quantifier elimination procedures have
been established and analyzed, especially for fragments of Presburger arithmetic with a
fixed number of quantifier alternations, see e.g. [26, 32]. Weispfenning [33] analyzed lower
bounds for quantifier-elimination procedures and showed that, assuming unary encoding of
numbers, any quantifier elimination procedure requires triply exponential time. In the same
paper, Weispfenning also claims that any algorithm eliminating a single block of existential
quantifiers inherently requires doubly exponential time [33, p. 50].

The main contribution of this paper is to develop a quantifier elimination procedure for
Presburger arithmetic that eliminates a block of existentially quantified variables in singly
exponential time. This, of course, contradicts Weispfenning’s claim, which actually turns out
to be incorrect as we point out in detail in Appendix C. The key technical insight underlying
our procedure is a kind of small model property for parametric integer programming. Given
an integer matrix A ∈ Zℓ×n and b ∈ Zℓ, recall that integer programming is to decide whether
there is some x ∈ Zn such that Ax ≤ b. It is well-known by the work of von zur Gathen and
Sieveking [31], and Borosh and Treybig [4], that if such an x exists then there is one whose
bit length is polynomially bounded in the bit lengths of A and b. In this paper, we refer
to the situation in which b is not fixed and provided as a parameter as parametric integer
programming. Our main technical result states that, in this setting, if Ax ≤ b has a solution
for a given b ∈ Zℓ then there are D ∈ Qn×ℓ and d ∈ Qn, both of bit length polynomial in
the bit length of A, such that x = Db + d is integral and also a solution. Observe that
there is only an exponential number (in the bit length of A) of possible choices for D and
d. Eliminating a block of variables x from a system of linear inequalities thus becomes
easy: we have that Ax ≤ By + c is equivalent to the disjunction of systems of the form
A(D(By + c) + d) ≤ By + c for all D and d of bit length polynomial in A. Using standard
arguments, this approach can then be turned into a quantifier elimination procedure that
eliminates a block of existentially quantified variables in exponential time.

2 Preliminaries

Throughout this paper, all vectors z are treated as column vectors unless mentioned otherwise.
For a vector x ∈ Qn, let ∥x∥∞ be the maximal absolute value of all components of x.
Moreover, let ∥x∥frac be the maximal absolute value of all numerators and denominators of
components in x. The latter is important for representations: Note that a vector x ∈ Qn

with ∥x∥frac ≤ m can be represented using O(n logm) bits. We use analogous notations
∥A∥∞ and ∥A∥frac for matrices A. We will sometimes refer to the Hadamard inequality [19],
which implies that for a square matrix A ∈ Zn×n, we have | det(A)| ≤ nn/2 · ∥A∥n

∞. In
particular, the determinant of A is at most exponential in the maximal absolute value of
entries of A.
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Presburger arithmetic. Presburger arithmetic (PA) is the first-order theory of the structure
⟨Z; +, <, 0, 1⟩. In order to enable quantifier elimination, we have to permit modulo constraints.
Thus technically, we are working with the structure ⟨Z; +, <, (≡m)m∈Z, 0, 1⟩, where a ≡m b

stands for a ≡ b mod m. In our syntax, we allow atomic formulas of the forms a1x1 + · · · +
anxn ≤ b (called linear inequalities) or a1x1 + · · · + anxn ≡ b mod m (called modulo or
divisibility constraints), where x1, . . . , xn are variables and a1, . . . , an, b,m ∈ Z are constants
encoded in binary. A formula is quantifier-free if it contains no quantifiers or, equivalently, is
a Boolean combination of atomic formulas. Notice that conjunctions of linear inequalities
can be written as systems of linear inequalities Ax ≤ b.

The size of a PA Formula φ, denoted |φ|, is the number of letters used to write it down,
where we assume all constants to be encoded in binary. (Sometimes, we say that a formula
obeys a size bound even if constants are encoded in unary; but this will be stated explicitly).

Fixed quantifier alternation fragments. The Σk fragment of PA consists of formulas of the
form ∃u1∀u2 . . . Qkuk : φ(u1,u2, . . . ,uk, z) where ui is a vector of quantified variables, z is
a vector of free variables, φ(u1,u2, . . . ,uk, z) is a quantifier free PA formula, and Qk denotes
∀ or ∃ depending on whether k is even or odd respectively. Similarly, the Πk fragment of PA
consists of formulas of the form ∀u1∃u2 . . . Qkuk : φ(u1,u2, . . . ,uk, z) where Qk denotes ∀
or ∃ depending on whether k is odd or even respectively.

Bounded existential Presburger arithmetic. In addition to our quantifier elimination result,
we shall prove a somewhat stronger version, which states that one can compute a compact
representation of a quantifier-free formula in polynomial time. As compact representations,
we introduce a syntactic variant of existential Presburger arithmetic, which we call bounded
existential Presburger arithmetic, short ∃≤PA. Essentially, ∃≤PA requires all quantifiers to
be restricted to bounded intervals, but also permits polynomials over the quantified variables.
Using standard methods, one can translate every formula in ∃≤PA in polynomial time into
an ∃PA formula. However, the converse is not obvious, and our main results states that this
is possible. Syntactically, an ∃≤PA formula over free variables y1, . . . , ym is of the form

∃≤k1x1 · · · ∃≤knxn : φ,

where x1, . . . , xn are variables, each ki ∈ N is a number given in binary, and φ is a quantifier-
free formula where every atom is of one of the forms:

m∑
i=1

piyi ≤ q or
m∑

i=1
piyi ≡ r mod q, (1)

where p1, . . . , pm, q, r ∈ Z[x1, . . . , xn] are polynomials over the variables x1, . . . , xn. Thus,
where ∃PA allows constant integral coefficients, ∃≤PA allows polynomials from Z[x1, . . . , xn].
The quantifiers ∃≤kixi are interpreted as “there exists xi ∈ Z with |xi| ≤ ki”.
▶ Remark 2.1. Now indeed, a ∃≤PA formula can be converted in polynomial time into an
∃PA formula: The bounded quantification is clearly expressible in ∃PA. The terms piyi and
q in (1) (recall pi and q are polynomials are from Z[x1, . . . , xn]) are also expressible, because
multiplication with exponentially bounded variables can be expressed using polynomial-
size ∃PA formulas. This is because given a polynomial p ∈ Z[x1, . . . , xn] and a variable
y, we can construct a polynomial-size existential formula π(x1, . . . , xn, y, z) expressing z =
p(x1, . . . , xn) · y ∧ |x1| ≤ k1 ∧ · · · ∧ |xn| ≤ kn. This, in turn, follows from the fact that given
ℓ in unary, we can construct an existential formula µℓ(x, y, z), of size linear in ℓ, expressing
z = x · y ∧ |x| ≤ 2ℓ (see [17, Sec. 3.1] or [18, p. 7]). Thus, we can construct π in ∃PA by
introducing a variable for each subterm of p (which can clearly all be bounded exponentially).

ICALP 2024
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Making ∃≤PA formulas quantifier-free. Moreover, a ∃≤PA formula can easily be converted
(in exponential time) into an exponential-size quantifier-free formula: Just take an exponential
disjunction over all assignments of the existentially bounded variables x1, . . . , xn and replace
the variables by their values in all the atoms. Thus, ∃≤PA formulas can be regarded as
compact representations of quantifier-free formulas.

3 Main results

Here, we state and discuss implications of the main result of this paper:

▶ Theorem 3.1. Given a formula of ∃PA, we can construct in polynomial time an equivalent
formula in ∃≤PA.

From Theorem 3.1, we can deduce the following, since by the remark Remark 2.1 in Section 2,
one can easily convert a ∃≤PA formula into an exponential-sized quantifier-free formula.

▶ Corollary 3.2. Given a formula φ in existential Presburger arithmetic, we can compute in
exponential time an equivalent quantifier-free formula ψ of size exponential in φ. Moreover,
all constants in ψ are encoded in unary.

In Section 6, we will see that an exponential blowup cannot be avoided when eliminating
a block of existential quantifiers, even if we allow constants to be encoded in binary in the
quantifier-free formula.

There are several applications of Theorem 3.1 and Corollary 3.2. The most obvious
type of applications are those, where, for every problem1 that is in NP (resp. coNP) for
quantifier-free formulas, the same problem belongs to NEXP (resp. coNEXP) for existential
formulas. Oftentimes, this yields optimal complexity. We mention some examples.

A direct consequence of Corollary 3.2 (and the NP membership of the quantifier free
fragment of PA) is the following.

▶ Corollary 3.3. The Σ2-fragment of Presburger arithmetic belongs to NEXP.

The NEXP upper bound is known and was shown by Haase [17, Thm. 1]. In fact, the
Σ2-fragment is known to be NEXP-complete: An NEXP lower bound was shown much earlier
by Grädel [14], already for the ∃∀∗-fragment.

Ramsey quantifiers. In fact, combining Corollary 3.2 with the results from [2], we can
strengthen Corollary 3.3. The Ramsey quantifier ∃ram states the existence of infinite (directed)
cliques. More precisely, if φ(x,y, z) is a Presburger formula where x and y are vectors
of n variables each, then ∃ram(x,y) : φ(x,y, z) is satisfied for z if and only if there exists
an infinite sequence a1,a2, . . . ∈ Zn of pairwise distinct vectors with φ(ai,aj , z) for every
i < j. As mentioned in [2], Ramsey quantifiers can be applied to deciding liveness properties,
deciding monadic decomposability (see below), and deciding whether a formula defines a
well-quasi-ordering (see below).

In [2, Thm. 5.1], it is shown that if φ(x,y, z) is an ∃PA formula, then one can compute
in polynomial time an ∃PA formula φ′(z) equivalent to ∃ram(x,y, z) : φ(x,y, z).

1 To be precise: Every semantic problem, meaning one that only depends on the set defined by the input
formula.
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▶ Corollary 3.4. Given a Σ2-formula φ(x,y, z), we can construct an exponential-size ∃PA
formula equivalent to ∃ram(x,y) : φ(x,y, z). In particular, deciding the truth of ∃ram(x,y) : ψ
for Σ2-formulas ψ(x,y) is NEXP-complete.

Indeed, Corollary 3.2 lets us convert φ(x,y, z) into an exponential-size existential formula
φ′, so that we can apply the above result of [2] to the formula ∃ram(x,y) : φ′(x,y, z), which
results in an equivalent exponential ∃PA formula. The NEXP lower bound in the second
statement follows from NEXP-hardness of the Σ2-fragment and the fact that for a given
Σ2-formula χ without free variables, the statement ∃ram(x,y) : χ ∧ x < y is equivalent to χ.

Detecting WQOs. A well-quasi-ordering (WQO) is a reflexive and transitive ordering
(X,≤) such that for every sequence x1, x2, . . . ∈ X, there are i < j with xi ≤ xj . Well-
quasi-orderings are of paramount importance in the widely applied theory of well-structured
transition systems [7, 1, 10]. The problem of deciding whether a given Presburger formula
φ(x,y) defines a WQO was recently raised by Finkel and Gupta [8], with the hope of
establishing automatically that certain systems are well-structured. As observed in [9, Prop.
12], this problem reduces to evaluating Ramsey quantifiers, which is decidable by [28]. Based
on an NP algorithm for Ramsey quantifiers, it is shown in [2, Sec. 8.3] that given a quantifier-
free formula φ(x,y), where x and y are vectors of n variables each, it is coNP-complete
whether the relation R ⊆ Zn × Zn defined by φ is a WQO. Our results allow us to settle the
complexity for existential formulas:

▶ Corollary 3.5. Given an ∃PA formula φ, it is coNEXP-complete to decide whether φ
defines a WQO.

The upper bound follows directly from Corollary 3.2 and the fact that it is coNP-complete
to decide whether a given quantifier-free formula defines a well-quasi-ordering [2, Sec. 8.3].
This yields a coNEXP procedure overall. It should be noted that Corollary 3.5 can also be
deduced from Corollary 3.4 (using the same idea as in [2, Sec. 8.3]). However, we find it
instructive to demonstrate how quantifier elimination permits a direct transfer of the coNP
algorithm as a black box. We show the coNEXP lower bound in Section 5.

Monadic decomposability. A Presburger formula is monadic if each of its atoms contains at
most one variable. Moreover, we say that a Presburger formula φ is monadically decomposable
if φ is equivalent to a monadic Presburger formula. Motivated by the role monadic formulas
play in constraint databases [15, 21], Veanes, Bjørner, and Nachmanson, and Bereg recently
raised the question of how to decide whether a given formula is monadically decomposable [30].
For Presburger arithmetic, decidability follows from [13, p. 1048] and for quantifier-free
formulas, monadic decomposability was shown coNP-complete in [20, Thm. 1] (in [2, Cor. 8.1],
the coNP upper bound is shown via Ramsey quantifiers). Corollary 3.2 allows us to settle
the case of ∃PA formulas.

▶ Corollary 3.6. Monadic decomposability of ∃PA formulas is coNEXP-complete.

This is because given an ∃PA formula, we can compute an exponential-sized quantifier-free
formula and apply the existing coNP procedure, yielding a coNEXP upper bound overall.
Again, the coNEXP upper bound could also be deduced from Corollary 3.4 (but this proof
shows again how to transfer algorithms using quantifier elimination). The coNEXP lower
bound follows the same idea as the coNP lower bound in [2], see Section 5.

ICALP 2024
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NP upper bounds. In addition to new NEXP and coNEXP upper bounds, Theorem 3.1 can
also be used to obtain NP upper bounds. Suppose we have a predicate p on sets of integral
vectors. That is, for each S ⊆ Zm for some m ∈ N, either p(S) is true or not. We call this
predicate admissible if for any m ∈ N, S1, S2 ⊆ Zm, we have that p(S1 ∪ S2) implies p(S1) or
p(S2). Let us see some examples:

(i) The predicate p with p(S) if and only if S ̸= ∅.
(ii) The predicate p with p(S) if and only if S is infinite.
(iii) The predicate p with p(S) if and only if S ⊆ Z and S contains a power of 2.
(iv) The predicate p with p(S) if and only if S ⊆ Z2k and viewed as a relation S ⊆ Zk ×Zk,

S has an infinite clique.
(v) The predicate p with p(S) if and only if S ⊆ Z and S contains infinitely many primes.
(vi) The predicate p with p(S) if and only if S ⊆ Z2 and S contains a pair (x, 2x).
For each such predicate, we consider the problem p(∃PA):
Input An ∃PA formula φ with m free variables for some m ∈ N.
Question Does p(S) hold, where S ⊆ Zm is the set defined by φ?
Moreover, p(QF) is the restriction of the problem where the input formula φ is quantifier-free.

For several of the examples above, it is known that p(∃PA) is in NP: For (i) and (ii),
these are standard facts, and for (iii), this follows from NP-completeness of existential Büchi
arithmetic [16, Thm. 1]. For (iv), this follows from the fact that Ramsey quantifiers can be
evaluated in NP [2, Thm 5.1]. Our results imply that for proving NP upper bounds, we may
always assume a quantifier-free input formula. This is perhaps surprising, because one might
expect that for non-linear predicates, it is difficult to bound the quantified variables.

▶ Corollary 3.7. For every admissible predicate p, the problem p(∃PA) is in NP if and only
if p(QF) is in NP.

Here, the “only if” direction is trivial, and the “if” direction follows from Theorem 3.1.
This is because Theorem 3.1 allows us to assume that φ is given as a ∃≤PA formula
∃≤k1x1 · · · ∃≤knxn : ψ(x1, . . . , xn, y1, . . . , ym). Moreover, admissibility of p implies that p is
satisfied for φ if and only if there exists an assignment (a1, . . . , an) for the bounded variables
such that the quantifier-free formula ψ(a1, . . . , an, y1, . . . , ym) satisfies p. Thus, we can guess
the assignment (which occupies polynomially many bits) and run the NP algorithm for
quantifier-free formulas.

4 Quantifier elimination

In this section, we prove Theorem 3.1. The following is our main geometric ingredient.

▶ Proposition 4.1. Let A ∈ Zℓ×n and b ∈ Zℓ, and let ∆ be an upper bound on all absolute
values of the subdeterminants of A. If the system Ax ≤ b has an integral solution, then it
has an integral solution of the form Db + d, where D ∈ Qn×ℓ and d ∈ Qn with ∥D∥frac ≤ ∆
and ∥d∥frac ≤ n∆2.

Before we prove Proposition 4.1, let us see how it implies Theorem 3.1 and Corollary 3.2.

Proof of Corollary 3.2. While Corollary 3.2 follows from Theorem 3.1, it follows very directly
from Proposition 4.1 and the proof is a good warm-up for the proof of Theorem 3.1. Therefore,
we first derive Corollary 3.2 from Proposition 4.1. Suppose we are given a Presburger formula
∃x : φ(x,y), where x = (x1, . . . , xn) and y = (y1, . . . , ym) are variables and φ is quantifier-
free.
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It is well-known that divisibility constraints can be eliminated in favor of existentially
quantified variables, since a ≡ b mod m if and only if ∃x : a− b = mx. Thus, we may assume
that φ contains no divisibility constraints. Then, by moving all negations inwards and using
the standard equivalence ¬(r ≤ t) ⇐⇒ t + 1 ≤ r, we may assume that φ is a positive
Boolean combination of atoms a⊤x ≤ b⊤y + c, where a ∈ Zn, b ∈ Zm, and c ∈ Z.

By bringing φ into DNF, we can write it as a disjunction of exponentially many systems
of inequalities of the form Ax ≤ By + c, where A ∈ Zℓ×n, B ∈ Zℓ×m, and c ∈ Zℓ. Thus,
it suffices to construct a quantifier-free formula for ∃x : Ax ≤ By + c. Let ∆ be an upper
bound for all absolute values of subdeterminants of A. Since the transformation into DNF
does not change the appearing constants, we have that ∆ ≤ nn/2∥A∥n

∞ is at most exponential
in the size of the input formula.

According to Proposition 4.1, a vector x with φ(x,y) exists if and only if there exists a
matrix D ∈ Qn×ℓ and d ∈ Qn with ∥D∥frac ≤ ∆ and ∥d∥frac ≤ n∆2 such that (i) substituting
D(By + c) + d for x satisfies Ax ≤ By + c and also (ii) the vector D(By + c) + d is integral.
Therefore, the formula ∃x : Ax ≤ By + c is equivalent to∨

(D,d)∈P

A(D(By + c) + d) ≤ By + c ∧ D(By + c) + d ∈ Zn

where P is the set of all pairs (D,d) with D ∈ Qn×ℓ, d ∈ Qn, ∥D∥frac ≤ ∆, and ∥d∥frac ≤ n∆2.
Clearly, P contains at most exponentially many elements. Moreover, note that the condition
D(By + c) + d ∈ Zn is a set of n modulo constraints. ◀

Proof of Theorem 3.1. The proof of Theorem 3.1 is similar to the above construction – we
just need to circumvent the exponential conversion into DNF. We proceed as follows.

As above, we are given a Presburger formula ∃x : φ(x,y), where x = (x1, . . . , xn) and
y = (y1, . . . , ym) are variables and φ is quantifier-free. Moreover, we may assume that φ
contains no divisibility constraints and is a positive Boolean combination of atoms a⊤x ≤
b⊤y + c, where a ∈ Zn, b ∈ Zm, and c ∈ Z.

Let a⊤
i x ≤ b⊤

i y + ci for i = 1, . . . , ℓ be the set of all atoms occurring in φ and let
A ∈ Zℓ×n be the matrix with rows a⊤

i and B ∈ Zℓ×m be the matrix of rows b⊤
i , and let

c ∈ Zℓ be the (column) vector with entries c1, . . . , cℓ. Thus, our formula φ consists of ℓ
atoms, each of which is a row in the system of linear inequalities Ax ≤ By + c. Let φ′ be
the formula obtained from φ by replacing the atom a⊤

i x ≤ b⊤
i y + ci by zi = 1, where zi,

i ∈ {1, . . . , ℓ}, is a fresh variable for each of the ℓ atoms. Now let ∆ be an upper bound on
all absolute values of the subdeterminants of A. Then ∆ ≤ nn/2∥A∥n

∞ is at most exponential
in the size of the input formula. Consider the formula

∃z1, . . . , zℓ ∈ {0, 1} : ∃D ∈ Qn×ℓ, ∥D∥frac ≤ ∆:

∃d ∈ Qn, ∥d∥frac ≤ n∆2 : φ′ ∧ D(By + c) + d ∈ Zn ∧
ℓ∧

i=1
(zi = 1 → ψi) , (2)

where ψi is the formula a⊤
i (D(By + c) + d) ≤ b⊤

i y + ci. Note that (2) is expressible in
∃≤PA: We introduce (i) one variable for each zi, (ii) two variables for each entry of D (one
for the numerator, and one for the denominator), and (iii) two variables for each entry of d.

Each of the n divisibility constraints of D(By + c) + d ∈ Zn and each of the atoms
ψi can be written in the forms (1). To see this, let u1, . . . , uk be the bounded variables
used for the numerators or denominators in D and d. Observe that the vector By is a
linear combination of y with integer coefficients. The matrix D and the vector d consist

ICALP 2024



142:8 An Efficient Quantifier Elimination Procedure for Presburger Arithmetic

of quotients of bounded variables, hence rational functions in Z[u1, . . . , uk]. Thus, the
vector D(By + c) + d has in each entry an expression s+

∑m
i=1 riyi, where r1, . . . , rm, s ∈

Z[u1, . . . , uk]. Hence, by multiplying with the product of all denominators, we can write
each inequality a⊤

i (D(By + c) + d) ≤ b⊤
i y + ci in the form of (1). Moreover, for the

requirement D(By + c) + d ∈ Zn, we can write each row of D(By + c) + d as a quotient
1
q (r+

∑m
i=1 piyi), where q, r, p1, . . . , pm ∈ Z[u1, . . . , uk], so that membership in Z is equivalent

to
∑m

i=1 piyi ≡ −r (mod q).
Let us argue why (2) is equivalent to ∃x : φ(x,y). Clearly, if (2) is satisfied, then

z = (z1, . . . , zℓ) yields a set of atoms that, if satisfied, makes φ true. Moreover, the vector
D(By + c) + d is an integer vector that satisfies all the atoms specified by z.

Conversely, suppose φ(x,y) holds for some x ∈ Zn and y ∈ Zm. First, we set exactly
those zi to 1 for which the i-th atom in φ is satisfied by x,y. Recall that each row of A (and
each row of B, and of c) corresponds to an atom in φ. Let A′ be the matrix obtained from A

by selecting those rows that correspond to atoms that are satisfied by our x and y. Define B′

similarly from B, and c′ from c. Then we have A′x ≤ B′y + c′. Now Proposition 4.1 yields
a matrix D′ and a vector d (each with n rows) with A′(D′(B′y + c′) + d) ≤ B′y + c′. Now
the set of rows of B′y + c′ is a subset of the rows of By + c, so by inserting zero-columns
into D′, we can construct a matrix D with D(By + c) = D′(B′y + c′). Hence, we have
A′(D(By + c) + d) ≤ B′y + c′. The latter means exactly that ψi is satisfied for every i with
zi = 1. Thus, this choice of z1, . . . , zℓ, D, and d satisfies (2). ◀

4.1 Constructing solutions as affine transformations
4.1.1 Convex geometry
Before we start with the proof of Proposition 4.1, we recall some standard definitions from
convex geometry from Schrijver’s book [29]. Below, we let R+ = {r ∈ R |r ≥ 0}. A polyhedron
is a set P = {x ∈ Rn |Ax ≤ b}, where A is an ℓ× n integer matrix and b ∈ Zℓ. Let C ⊆ Rℓ,
then C is a convex cone if λx + µy ∈ C for all x,y ∈ C and λ, µ ∈ R+. Given a set X ⊆ Rℓ,

cone(X) = {λ1x1 + · · · + λtxt | t ≥ 0, x1, . . . ,xt ∈ X, λ1, . . . , λt ∈ R+} .

The convex hull of a set X ⊆ Rℓ is the smallest convex set containing that set, i.e.,

conv.hull(X) = {λ1x1 + · · · + λtxt | t ≥ 1, x1,x2, . . .xt ∈ X,

λ1, . . . , λt ∈ R+, λ1 + · · · + λt = 1} .

Next, we recall some terminology concerning the structure of polyhedra. The characteristic
cone of a polyhedron P = {x | Ax ≤ b} ⊆ Rn is the set char. cone(P ) := {y ∈ Rn | Ay ≤ 0}.
The lineality space of polyhedron P is the set lin. space(P ) := {y ∈ Rn | Ay = 0}.

▶ Definition 4.2 (Faces). Given a polyhedron P ⊆ Rn, F ⊆ P is a face of P if and only if
F is non-empty and

F = {x ∈ P |A′x = b′}

for some subsystem A′x ≤ b′ of Ax ≤ b. We call F ⊆ P a proper face of P if F ̸= ∅ and
F ̸= P .

It follows that P has only finitely many faces. A minimal face of P is a face not containing
any other face. We have the following characterization of minimal faces [29, Thm 8.4],
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▶ Proposition 4.3. A set F is a minimal face of a polyhedron P ⊆ Rn if and only if
∅ ≠ F ⊆ P and

F = {x ∈ Rn |A′x = b′}

for some subsystem A′x ≤ b′ of Ax ≤ b, such that the matrix A′ has the same rank as A.

The following is shown in [29, Sec. 8.8]:

▶ Proposition 4.4. Let C be the cone {x ∈ Rn | Ax ≤ 0}. There is a finite collection
G1, G2. . . . , Gs of subsets, which are of the form Gi = {x ∈ Rn | a⊤

i x ≤ 0, A′x = 0}, where[
A′

a⊤
i

]
is a subset of the rows of A, such that the following holds. If we choose for each

i = 1, . . . , s a vector yi from Gi \ lin. space(C) and choose z0, . . . ,zt in lin. space(C) such
that lin. space(C) = cone(z0, . . . ,zt), then

C = cone(y1, . . . ,ys, z0, . . . ,zt).

Here, the sets Gi are also called minimal proper faces (but Proposition 4.4 is not a character-
ization of those).

4.1.2 Proof of Proposition 4.1
We now prove Proposition 4.1. For the remainder of the section, let A ∈ Zℓ×n and b ∈ Zℓ.
Moreover, let ∆ be an upper bound on all absolute values of the sub-determinants of A. Our
first step is a simple application of standard facts about polyhedra.

▶ Lemma 4.5. If the system Ax ≤ b has a solution in Qn, then it has one of the form 1
aEb,

where E ∈ Zn×ℓ, a ∈ Z \ {0}, |a| ≤ ∆, and ∥E∥∞ ≤ ∆.

Proof. It is well-known that if Ax ≤ b has a rational solution, then there is a solution inside
a minimal face of the polyhedron P = {x ∈ Rn | Ax ≤ b} defined by the system of linear
inequalities Ax ≤ b [29, Thm. 8.5]. Recall that a minimal face is a non-empty subset F ⊆ P

of the form

F = {x ∈ Rn | A′x = b′}, (3)

where A′x ≤ b′ is a subset of the inequalities in Ax ≤ b such that the matrix A′ has the
same rank as A (see Proposition 4.3 or [29, Thm. 8.4]). Suppose F is a non-empty minimal
face and satisfies (3). Here, we may assume that the rows of A′ are linearly independent
(otherwise, we can remove redundant rows without changing F ). This means, A′ can be
written as A′ = (B C) such that B is invertible. Then the vector x∗ := (B−1b′ 0)⊤

belongs to F . Since F ⊆ P , we know that Ax∗ ≤ b. By Cramer’s rule, the entry (j, i) of
B−1 is (−1)i+j det(Bij)

det(B) , where Bij is the matrix obtained from B by removing the i-th row
and j-th column. Note that | det(Bij)| ≤ ∆ and | det(B)| ≤ ∆. In particular, x∗ can be
written as 1

aEb, where a = det(B) and ∥E∥∞ ≤ ∆. ◀

We also employ the following well-known fact, which again uses standard arguments.

▶ Lemma 4.6. There are integral vectors y1, . . . ,ys with each component being at most ∆
in absolute value, such that {x ∈ Rn | Ax ≤ 0} = cone(y1, . . . ,ys).

ICALP 2024



142:10 An Efficient Quantifier Elimination Procedure for Presburger Arithmetic

Proof. Let C = {x ∈ Rn | Ax ≤ 0}. The lemma follows from Proposition 4.4. First, it is
a consequence of Cramer’s rule that we can choose z0, . . . ,zt as a basis of lin. space(C) =
{x ∈ Rn | Ax = 0} so that all z0, . . . ,zt are integral and have absolute values at most ∆ in
all components. For example, see [29, Cor. 3.1c]. It remains to pick from each set

Gi \ lin. space(C) = {x ∈ Rn | a⊤
i x < 0, A′x = 0}

an integral vector with all components bounded by ∆. For this, we can proceed similarly to

Lemma 4.5. As a subset of rows of A, the matrix B =
[
A′

a⊤
i

]
has rank at most n, and we may

assume ai ̸= 0 (otherwise Gi \ lin. space(C) would be empty). Moreover, we may assume that
the rows of B are linearly independent, as otherwise we can remove rows from A′ without
changing Gi. We can thus write B = (E F ), where E is invertible. By Cramer’s rule (see,
e.g. [29, Sec. 3.2]), the j-th component of the vector y = E−1(0, . . . , 0,−1) can be written
as 1

det(E) det(Ẽ), where Ẽ is obtained from E by replacing the j-th column by (0, . . . , 0,−1).
This means, the vector | det(E)| ·y has only integer components and all of them have absolute
value at most ∆. Now let y∗ be the vector obtained from | det(E)| · y adding as many 0’s
as F has columns. Then we have By∗ = E(| det(E)| · y) = (0, . . . , 0,−| det(E)|) and thus
y∗ ∈ Gi \ lin. space(C). ◀

We also rely on the well-known theorem of Carathéodory [29, Cor. 7.1(i)].

▶ Theorem 4.7 (Carathéodory’s theorem). If X ⊆ Rn is some subset and x ∈ cone(X), then
there are linearly independent x1, . . . ,xm ∈ X with x ∈ cone(x1, . . . ,xm).

The following lemma is the key ingredient for proving Proposition 4.1. Its proof closely
follows the ideas of [29, Thm. 17.2], which Schrijver attributes to Cook, Gerards, Schrijver,
and Tardos [5]. The latter shows that for every rational x that maximizes an expression
c⊤x among the solutions of Ax ≤ b, there is a close-by integral vector that maximizes this
expression among all integral vectors.

▶ Lemma 4.8. Suppose the system Ax ≤ b has an integral solution, and let r ∈ Qn be a
rational solution. Then there is an integral solution z∗ ∈ Zn with ∥z∗ − r∥∞ ≤ n∆.

Proof. An illustration of the proof is given in Figure 1. Let z be an integral solution to
Ax ≤ b. Split the equations Ax ≤ b into A1x ≤ b1 and A2x ≤ b2 such that A1r ≤ A1z

and A2r ≥ A2z. In other words, we split A, b into two sets of rows, depending on in which
coordinates r resp. z is larger. Now consider the cone C = {x ∈ Rn | A1x ≥ 0, A2x ≤ 0}.
Then, by the choice of A1 and A2, we have z − r ∈ C and therefore

z − r = λ1y1 + · · · + λtyt,

where λ1, . . . , λt ≥ 0 are real numbers and y1, . . . ,yt are some linearly independent vectors
chosen from the set of integer vectors {y1, . . . ,ys} provided by Lemma 4.6 satisfying C =
cone(y1, . . . ,ys}. The choice of linearly independent vectors is possible due to Carathéodory’s
theorem. In particular, each yi has maximal absolute value at most ∆ and we have t ≤ n.

Observe that for any µ1, . . . , µt with 0 ≤ µi ≤ λi for i ∈ [1, t], the vector

r + µ1y1 + · · · + µtyt

is still a solution to Ax ≤ b. Indeed, A1yi ≥ 0 and A2yi ≤ 0 implies

A1(r + µ1y1 + · · · + µtyt) ≤ A1z ≤ b1, and
A2(r + µ1y1 + · · · + µtyt) ≤ A2r ≤ b2,
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(0, 0)

y1

y2 = yt

y3

ys−1

ys

z − r

z

r

y′
1

y′
2

z∗
z

− r
= λ

1y
1
+ λ

2y
2

z
∗ − r={λ1}y1+{λ2}y2

Figure 1 The main idea behind Lemma 4.8. The region enclosed by blue lines depicts the
solution space of the given system of linear inequalities. As mentioned in the lemma, r and z are
respectively the given rational and integral solutions. Due to Lemma 4.6, we know that C (containing
z − r) can be obtained as a cone of integer vectors y1, . . . ys. Moreover, by Carathéodory’s theorem,
we know that there are t linearly independent (t = 2 in this case) vectors whose cone contains
z − r. Intuitively, these vectors (y1, y2) form a coordinate system for searching the required z∗. For
i ∈ {1, 2}, y′

i = yi + r, {λi} = λi − ⌊λi⌋.

and thus A(r + µ1y1 + · · · + µtyt) ≤ b. In particular, the vector

z∗ = r + (λ1 − ⌊λ1⌋)y1 + · · · + (λt − ⌊λt⌋)yt

is a solution to Ax ≤ b. Moreover, z∗ is obtained from z by subtracting integer multiples of
the integer vectors y1, . . . ,yt, and thus z∗ is integral as well. Finally, we have

∥z∗ − r∥∞ = ∥(λ1 − ⌊λ1⌋)y1 + · · · + (λt − ⌊λt⌋)yt∥∞ ≤
t∑

i=1
∥yi∥∞ ≤ n∆. ◀

Proof of Proposition 4.1. According to Lemma 4.5, there is a rational solution 1
aEb to

Ax ≤ b, where E ∈ Zn×ℓ, a ∈ Z \ {0}, |a| ≤ ∆, and ∥E∥∞ ≤ ∆. We set D := 1
aE. Now

since Ax ≤ b has an integral solution, Lemma 4.8 yields an integral solution z∗ close to
Db, meaning ∥z∗ −Db∥∞ ≤ n∆. We set d := z∗ −Db. Then of course Db + d = z∗ is an
integral solution to Ax ≤ b. Moreover, we clearly have ∥d∥∞ ≤ n∆. It remains to show that
even ∥d∥frac ≤ n∆2. Indeed, since z∗ is integral, b is integral, and D = 1

aE with integral E,
we know that in d = z∗ −Db, every entry can be written with a as its denominator. As this
fraction has absolute value at most n∆ and |a| ≤ ∆, both numerator and denominator have
absolute value at most n∆2. ◀

5 Matching complexity lower bounds

In this section we prove the lower bounds for Corollaries 3.5 and 3.6.

Detecting WQOs. We begin with the lower bound for Corollary 3.5. That is, we show that
deciding whether an existential Presburger formula defines a WQO is coNEXP hard. The
idea is essentially the same as the coNP lower bound for detecting WQOs for quantifier-free
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formulas in [3, Sec. 8]. The proof follows from reducing the satisfiability problem for Π2
sentences to WQO-definability of existential Presburger formulas. Given an instance γ of
a Π2 sentence, we synthesize an existential Presburger formula φ and show that φ defines
a WQO iff γ is satisfiable. The coNEXP-completeness of Π2 sentences follows from the
NEXP-completeness of Σ2 sentences [17].

Consider an instance of a Π2 sentence

γ := ∀y : ∃x : ψ(x,y)

where ψ is quantifier-free, x ranges over Zn, and y ranges over Zm. The goal is to construct
an existential PA formula φ such that φ defines a WQO iff γ is true. First we define the
formula

Γ(y) := ∃xψ(x,y)

Now, define the existential Presburger formula φ as follows.

φ((x,x), (y,y)) :=(x < 0 ∧ y < 0) ∨ (x > 0 ∧ y > 0) ∨ (x < 0 ∧ y = 0)
∨(x = 0 ∧ y > 0) ∨ (x = 0 ∧ y = 0)
∨(x < 0 ∧ y > 0 ∧ Γ(y)).

Here, both x and y range over Zm, hence φ defines a relation in Z1+m × Z1+m. Since the
existential quantifiers of Γ can be moved in front of φ, φ is an existential Presburger instance.

▶ Lemma 5.1. φ defines a WQO if and only if γ is true i.e. Γ(w) is true ∀ w ∈ Zm.

Proof. (⇒) Let φ define a WQO. Assume for contradiction there exists w ∈ Zm such that
Γ(w) is false. Notice that, by definition, φ((−1,w), (0,w)) and φ((0,w), (1,w)) are true.
By transitivity, we must have that φ((−1,w), (1,w)) is true. Therefore, Γ(w) must be true.
This is a contradiction.
(⇐) Let Γ(w) be true for all w ∈ Zm. Let A, B and C be sets of all vectors over Z1+m with
negative, zero and positive first component, respectively. It is easy to see that φ relates all
vectors within each of A, B and C. Further, φ(u,v) is true if

u ∈ A and v ∈ B, or
u ∈ B and v ∈ C, or
u ∈ A and v ∈ C.

This means that φ must be a transitive, reflexive relation. Hence, φ trivially defines a WQO:
in any infinite sequence u1,u2, . . . of vectors over Z1+m, we can always find ui,uj with
i < j such that both ui,uj belong to either A or B or C. Since φ relates all vectors within
each of these, the lemma follows. ◀

Monadic decomposability. Let us now show the lower bound for Corollary 3.6, i.e., that
monadic decomposability for ∃PA formulas is coNEXP-hard. The idea is the same as the coNP-
hardness for quantifier-free formulas in [2]2. We reduce from the Π2-fragment of Presburger
arithmetic, which is known to be coNEXP-complete (see the discussion around Corollary 3.3).
Suppose we are given a Π2-formula φ = ∀x∃y : ψ(x,y), where x contains n variables, and
y contains m variables. We claim that the existential formula κ = ∃y : ψ(x,y) ∨ z1 = z2
(which has free variables x, z1, z2) is monadically decomposable if and only if φ holds (see
Section 5), which would clearly complete the reduction.

2 As Anthony W. Lin and Matthew Hague explained to us, it would also not be difficult to adapt the
idea of the coNP lower bound in [20, Lem. 2].
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Indeed, if φ holds, then κ is satisfied for every vector in Zn+2 and is thus clearly
monadically decomposable. Conversely, if φ does not hold, then there is some a ∈ Zn so that
∃y : ψ(a,y) fails to hold. If κ were monadically decomposable, then so would the formula
κ ∧ x = a, but this is equivalent to z1 = z2, which is clearly not monadically decomposable.
This establishes the claim and hence coNEXP-hardness.

6 An exponential lower bound for quantifier elimination

Our main results show that one can eliminate a block of existential quantifiers with only an
exponential blow-up. Using an example from [17, Thm. 2], we will now prove an exponential
lower bound, even if constants are encoded in binary.

In the presence of binary encoded constants, we cannot use Weispfenning’s lower bound
argument [33, Thm. 3.1] (even for a singly exponential lower bound), which compares norms
of vectors in finite sets defined by ∃PA vs. quantifier-free formulas. Indeed, it is a simple
consequence of Pottier’s bounds on Hilbert bases [24] that finite sets defined by ∃PA formulas
consist of at most exponentially large vectors. With binary encoded constants, one easily
constructs quantifier-free formulas defining finite sets of exponentially large vectors.

Instead, we measure the periodicity of infinite sets. Recall that every Presburger formula
with one free variable defines an ultimately periodic set S ⊆ Z, meaning that there are
n0, p ∈ N, p ≥ 1, such that for every n ∈ Z, |n| ≥ n0, we have n+ p ∈ S if and only if n ∈ S.
Such a p is called a period of S. For a formula φ with one free variable, we denote by |φ|p
the smallest period of the set defined by φ. In [17, Thm. 2], Haase constructs3 a sequence
(Φn(x))n≥0 of ∃PA formulas of size O(n2) such that |Φn|p is at least 22Ω(n) . The following
will imply that the formulas Φn require exponential-sized quantifier-free equivalents:

▶ Lemma 6.1. Let φ be quantifier-free with one free variable. Then |φ|p ≤ 2|φ|.

Proof. We prove this by structural induction. If φ is an atom ax ≤ b, then |φ|p = 1. If
φ is an atom ax ≡ b mod c with constants a, b, c written in binary, then |φ|p ≤ |c| ≤ 2|φ|.
Moreover, |¬φ|p = |φ|p. Now observe that if S1, S2 ⊆ Z are ultimately periodic sets, then
we have |S1 ∪ S2|p ≤ |S1|p · |S2|p and |S1 ∩ S2|p ≤ |S1|p · |S2|p. This implies |φ1 ∨ φ2|p ≤
|φ1|p · |φ2|p ≤ 2|φ1|+|φ2| ≤ 2|φ| and similarly |φ1 ∧φ2|p ≤ |φ1|p · |φ2|p ≤ 2|φ1|+|φ2| ≤ 2|φ|. ◀

Now indeed, if (φn)n≥0 is a sequence of quantifier-free equivalents of (Φn)n≥0, then for some
constant c > 0 and large n, we have 2|φn| ≥ |φn|p = |Φn|p ≥ 22cn and hence |φn| ≥ 2cn.
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A More Details for Lemma 4.6

We recall Cramer’s rule which has been used in the proof.

▶ Proposition A.1 (Cramer’s rule). Let a system of n linear equations for n unknowns be
represented as

Ax = b ,

where A is an invertible (n × n) matrix. This system has as unique solution given by
x = (x1, x2, . . . , xn) where,

xi = det(Ai)
det(A)

Ai is the matrix formed by replacing the ith column of A by b.

B Sets with large periods

The formula Φn constructed by Haase in [17, Thm. 2] defines the set

Sn = {a ∈ N | ∃b : 1 < b < 2n, b divides a}.

and Haase argues that the smallest period of Sn is 22Ω(n) . While the latter is true, the
argument in [17] does not quite show this. The proof of [17, Thm. 2] argues that the smallest
period of Sn is the least common multiple of the numbers {1, . . . , 2n − 1}, which is lower
bounded by 22Ω(n) according to Nair [22]. However, as we will see, the smallest period of
Sn is in fact a slightly smaller number. It is still lower bounded 22Ω(n) , but this requires a
different argument. We present a correction.

An easy fix for the result would be to instead define the set

S′
n = {a ∈ N | ∃b : 1 < b < 2n, b does not divide a}

= {a ∈ N | ∃b, c : 1 < b < 2n, 1 ≤ c < 2n, b divides a+ c},
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for which a simple modification of the formulas Φn in [17] yields a polynomial-sized ∃PA
formula Φ′

n. Moreover, the smallest period of S′
n is indeed the least common multiple of

{1, . . . , 2n − 1}, and so Nair’s bound would apply.
However, one can show that the smallest period of Sn is indeed lower bounded by 22Ω(n) ,

just not by the least common multiple of {1, . . . , 2n − 1}. For any natural n ∈ N, define the
primorial of n, in symbols n#, as the product of all primes ≤ n. Thus, if p1, p2, . . . is the
sequence of all primes in ascending order and π(n) is the number of all prime numbers ≤ n,
then

n# =
π(n)∏
i=1

pi.

▷ Claim B.1. The smallest period of Sn is 2n#.

Proof. Clearly, 2n# is a period of Sn: Sn is the set of all numbers that have a prime divisor
among {2, . . . , 2n − 1}, and adding or subtracting the product of all these primes does not
change that.

It remains to show that 2n# is the smallest period of Sn. Suppose k is a period of Sn. We
will show that every prime p with 1 < p < 2n is a divisor of k, which will clearly establish the
claim. Let {p1, . . . , pℓ} be the primes in {2, . . . , 2n − 1}. Towards a contradiction, suppose
there is a prime pj , 1 ≤ j ≤ ℓ, that does not divide k. By the Chinese Remainder Theorem,
the system of congruences

x ≡ 1 (mod pi) for each i ∈ {1, . . . , ℓ}, i ̸= j,

x ≡ −k (mod pj)

has infinitely many solutions a ∈ N. For each such a, we have a /∈ Sn, because a is not
divisible by any pi, 1 ≤ i ≤ ℓ. However, a + k is divisible by pj , and thus a + k ∈ Sn.
Therefore, k cannot be a period of Sn. ◁

Using Claim B.1, we can now obtain the 22Ω(n) lower bound for the smallest period of Sn.
This is because equation (3.14) of [27] implies that for every m ≥ 563, we have m# ≥ 2m−1.
In particular, for n ≥ 10, we have 2n# ≥ 22n−1. This proves that |Φn|p is lower bounded by
22Ω(n) .

C Incorrect lower bounds on eliminating a block of existential
quantifiers

We elaborate on a flaw in Weispfenning’s paper [33] which is a consequence of misinterpreting
results from the literature, from which he incorrectly concludes that the elimination of a
block of existential quantifiers from a formula of Presburger arithmetic results in an inherent
doubly exponential blow-up.

The main result of Section 3 of [33] is Theorem 3.1, which states that performing
quantifier elimination on arbitrary formulas of Presburger arithmetic results in an inherent
triply exponential blow-up, assuming unary encoding of numbers. To this end, Weispfenning
invokes a result by Fischer and Rabin [11] who showed that there exists a function g : N → N
such that for almost all n,

g(n) ≥ 222n+1

,
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and who gave a family of formulas Φn(x, y, z) of Presburger arithmetic of size linear in n

such that Φn(x, y, z) holds if and only if 0 ≤ x, y, z < g(n) and x · y = z. He then goes on
concluding that the smallest quantifier-free formula defining the set {z ∈ Z | Φn(1, z, z)}
requires a formula of size at least g(n), assuming unary encoding of numbers.

Weispfenning then continues sketching how to adapt this approach in the presence of a
bounded number of quantifier alternations. To this end, he appeals to a result by Fürer [12],
which states that for some constant r > 0, one can define multiplication up to

22(n/a)ra

(4)

using a formula of length n and a quantifier alternations. Adapting his line of reasoning from
the general case, Weispfenning applies this to a = 1 and concludes that eliminating a block
of existential quantifiers yields an inherent doubly exponential blow up. Fürer does indeed
claim the existence of such a family in the third paragraph in [12, p. 108]. However, a close
inspection of Fürer’s proof reveals that these formulas are not constructed for every a and n,
but only for infinitely many a and n. More specifically, Fürer supposes some given k,m ∈ N
and constructs a formula of length c(mk log k + 1) and 2m+ d quantifier alternations (see
the seventh paragraph in [12, p. 108]). Here, c and d appear to be unspecified constants. By
choosing a = 2m+ d and n = c(mk log k + 1), Fürer’s claims then yield multiplication up to
(4) for a suitable r > 0. In particular, Fürer’s construction does not yield the existence of
such formulas for every a ∈ N.

Of course, from the fact that existential Presburger arithmetic allows for defining ulti-
mately periodic sets with a doubly exponential period, cf. Appendix B, it is not unreasonable
to believe that this could somehow be turned into a lower bound similar to the one claimed
by Weispfenning. However, such large periods can already be produced by an exponential
intersection of divisibility constraints and thus do not imply a doubly exponential lower
bound on the formula size after eliminating a block of existentially quantified variables.
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