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Abstract

We consider the problem of satisfiability of sets of constraints in a given set of finite uniform hypergraphs. While the problem under consideration is similar in nature to the problem of satisfiability of constraints in graphs, the classical complexity reduction to finite-domain CSPs that was used in the proof of the complexity dichotomy for such problems cannot be used as a black box in our case. We therefore introduce an algorithmic technique inspired by classical notions from the theory of finite-domain CSPs, and prove its correctness based on symmetries that depend on a linear order that is external to the structures under consideration. Our second main result is a P/NP-complete complexity dichotomy for such problems over many sets of uniform hypergraphs. The proof is based on the translation of the problem into the framework of constraint satisfaction problems (CSPs) over infinite uniform hypergraphs. Our result confirms in particular the Bodirsky-Pinsker conjecture for CSPs of first-order reducts of some homogeneous hypergraphs. This forms a vast generalization of previous work by Bodirsky-Pinsker (STOC’11) and Bodirsky-Martin-Pinsker-Pongrácz (ICALP’16) on graph satisfiability.
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1 Introduction

In [15], Bodirsky and the third author introduced the computational problem Graph-SAT as a generalization of systematic restrictions of the Boolean satisfiability problem studied by Schaefer [36]. A graph formula is a formula formed from the atomic formulas $E(x, y)$ and $x = y$ using negation, conjunction and disjunction, where $E$ is interpreted as the edge
relation of a simple undirected graph. Given a finite set $\Psi$ of graph formulas, the *graph satisfiability problem* $\text{Graph-SAT}(\Psi)$ gets as an input a finite set $V$ of variables and a graph formula $\Phi = \phi_1 \land \cdots \land \phi_n$, where every $\phi_i$ is obtained from a formula $\psi \in \Psi$ by substituting the variables of $\psi$ by variables from $V$; the goal is to decide the existence of a graph satisfying $\Phi$. Any instance of a Boolean satisfiability problem can indeed easily be reduced to a problem of this form, roughly by replacing Boolean variables by pairs of variables which are to be assigned vertices in a graph, and by translating the potential Boolean values 0 and 1 into the non-existence or existence of an edge between these two variables. The main result of [15] states that this computational problem is either solvable in polynomial time or is NP-complete. This can be put in contrast with the theorem of Ladner [28] stating that if $P \neq NP$, then there exist computational problems that are neither solvable in polynomial-time nor NP-complete. Similar dichotomy theorems have been established for related problems concerning the satisfaction of constraints by linear orders [8], partially ordered sets [26], tournaments [30], or phylogenetic trees [6]. It is conjectured that such dichotomies defying Ladner’s theorem are common; we refer to Section 1.2 and Conjecture 4 for a precise statement.

In order to develop our understanding of such natural generalizations of the classical Boolean satisfiability problem, we consider in this article the complexity of Graph-SAT where graph formulas are replaced by $\ell$-hypergraph formulas for some fixed $\ell \geq 2$. More precisely, we consider formulas where $E$ is an $\ell$-ary symbol denoting the edge relation of an $\ell$-uniform undirected hypergraph; in the following, since all our hypergraphs are uniform and undirected, we simply write $\ell$-hypergraph. The problem $\ell$-Hypergraph-SAT is then defined in the same way as the problem Graph-SAT above. We also study the complexity of the natural variant of the $\ell$-Hypergraph-SAT problem, investigated in [12] for the special case of graphs, where we ask for the existence of a satisfying hypergraph that belongs to a prescribed set $K$ of finite $\ell$-hypergraphs. This corresponds to imposing structural restrictions on the possible satisfying hypergraph solutions. For example, it is natural to ask for the existence of a solution in the class $K^r_\ell$ of all finite $\ell$-hypergraphs omitting a generalized clique on $r$ vertices. We use the notation $\ell$-Hypergraph-SAT$(\Psi, K)$ to denote this problem.

Surprisingly, it turns out that $\ell$-hypergraph problems behave very differently from the corresponding graph problems, requiring in particular genuinely novel algorithmic methods to handle them. A natural attempt to solve hypergraph satisfiability in polynomial time is to use a generic reduction to constraint satisfaction problems (CSPs) whose domain consists of the hypergraphs with at most $\ell$ elements [13]. While this reduction always works in the (graph) case of $\ell = 2$ [30], it can happen for $\ell > 2$ that the resulting finite-domain CSP is an NP-complete problem, although the original hypergraph satisfiability problem is solvable in polynomial time. Our main result, Theorem 8, is an algorithm running in polynomial time and solving the $\ell$-Hypergraph-SAT$(\Psi, K)$ problem under some general algebraic assumptions.

The next example illustrates that in this setting our algorithm is strictly more powerful than the reduction of [13].

**Example 1.** Let $\ell = 3$, let $\psi$ be a formula with 4 free variables that holds precisely for the hypergraphs in Figure 1, and let $\Psi$ be the set consisting of $\psi$. This is an example where the reduction to the finite from [13] cannot be applied to prove the tractability of $\ell$-Hypergraph-SAT$(\Psi)$. However, the problem is solvable in polynomial time, as it can be solved by the algorithm introduced in Section 3.

Building on Theorem 8, our second contribution is a full complexity dichotomy for the problems $\ell$-Hypergraph-SAT$(\Psi, K)$ where $K$ is the class $K^r_\ell$ of all finite $\ell$-hypergraphs, or $K^r_\ell$. 
Figure 1 Hypergraphs on at most 4 elements satisfying $\psi$ in Example 1. The vertices are labeled to represent each of the four free variables of $\psi$ (only shown on one of the hypergraphs for readability). The two 3-hypergraphs on the left have 2 vertices, and the color coding denotes vertices that are equal. The other four 3-hypergraphs have four vertices each and precisely two hyperedges.

Theorem 2. Let $\ell \geq 3$, let $\mathcal{K}$ be either the class $\mathcal{K}_\ell$ of all finite $\ell$-hypergraphs or the class $\mathcal{K}_r^\ell$ for some $r > \ell$, and let $\Psi$ be a set of $\ell$-hypergraph formulas. Then $\ell$-Hypergraph-SAT($\Psi, \mathcal{K}$) is either in P, or it is NP-complete. Moreover, given $\Psi$, one can algorithmically decide which of the cases holds.

In fact, our polynomial-time algorithm in Theorem 8 solves the hypergraph satisfiability problem for all classes $\mathcal{K}$ of hypergraphs satisfying certain assumptions that we introduce in Section 3. Likewise, our results imply a dichotomy result as in Theorem 2 for every class $\mathcal{K}$ satisfying certain structural assumptions. For more details, see the full version of the article [29].

1.1 Connection to Constraint Satisfaction Problems

The constraint satisfaction problem with template $\mathcal{A} = (A; R_1, \ldots, R_n)$ is the computational problem $\text{CSP}(\mathcal{A})$ of deciding, given an instance with variables $V$ and constraints $\phi(x_{i_1}, \ldots, x_{i_r})$ with $\phi \in \{R_1, \ldots, R_n\}$ and $x_{i_1}, \ldots, x_{i_r} \in V$, whether there exists an assignment $f: V \rightarrow A$ that satisfies all the constraints.

Note how the problem $\ell$-Hypergraph-SAT($\Psi$) is similar in nature to a constraint satisfaction problem, where the difference lies in the fact that we are not asking for a labelling of variables to elements of a structure $A$, but rather for a consistent labelling of $\ell$-tuples of variables to a finite set describing all the possible $\ell$-hypergraphs on at most $\ell$ elements. For example, in the case of $\ell = 2$, this set contains 3 elements (for the graph on a single vertex, and the two undirected graphs on 2 vertices), while for $\ell = 3$ this set contains 6 elements (there is one labeled 3-hypergraph on a single element, three on 2 elements, and two on 3 elements).

It was already noticed in [15] that it is possible to design a structure $A$ (which is necessarily infinite) such that Graph-SAT($\Psi$) is equivalent to $\text{CSP}(A)$, and this observation also carries out to the hypergraph setting as follows.

Fix $\ell \geq 3$ and a class $\mathcal{K}$ of finite $\ell$-hypergraphs. Let us assume that $\mathcal{K}$ is an amalgamation class: an isomorphism-closed class that is closed under induced sub-hypergraphs and with the property that for any two hypergraphs $H_1, H_2 \in \mathcal{K}$ having a common hypergraph $H$ as
intersections, there exists $H' \in \mathcal{K}$ and embeddings of $H_1, H_2$ into $H'$ which agree on $H$. A classical result of Fröissé [22] yields that there exists an infinite limit hypergraph $H_\mathcal{K}$, called the Fröissé limit of $\mathcal{K}$, with the property that the finite induced sub-hypergraphs of $H_\mathcal{K}$ are precisely the hypergraphs in $\mathcal{K}$. Moreover, this limit can be taken to be homogeneous, i.e., highly symmetric in a certain precise sense – see Section 2 for precise definitions of these concepts. If $\Psi$ is a set of $\ell$-hypergraph formulas, then it defines in $H_\mathcal{K}$ a set of relations that one can view as a CSP template $\Psi_{H_\mathcal{K}}$. It follows that the problem $\ell$-Hypergraph-SAT($\mathcal{K}, \Psi$) is precisely the same as CSP($\Psi_{H_\mathcal{K}}$). The assumption that $\mathcal{K}$ is an amalgamation class is rather mild and is for example fulfilled by the classes of interest for Theorem 2, namely by the class $\mathcal{K}_c^\ell$ of all finite $\ell$-hypergraphs, or for any $\ell < r$ by the class $\mathcal{K}_c^r$. We refer to [1] for a discussion of amalgamation classes of 3-hypergraphs; importantly, while in the case of $\ell = 2$ all such classes are known [27], it seems very difficult to obtain a similar classification in general since there are uncountably-many such classes already for $\ell = 3$. The latter fact obliges us to build on and refine abstract methods rather than relying on the comfort of a classification in our general dichotomy result, which contrasts with the approach for graphs in [12].

Using the reformulation of $\ell$-hypergraph problems as constraint satisfaction problems, we show that the border between tractability and NP-hardness in Theorem 2 can be described algebraically by properties of the polymorphisms of the structures $\Psi_{H_\mathcal{K}}$, i.e., by the functions preserving all relations of $\Psi_{H_\mathcal{K}}$. This implies, in particular, the above-mentioned decidability of this border. Roughly speaking, the tractable case corresponds to the CSP template enjoying some non-trivial algebraic invariants in the form of polymorphisms, whereas the hard case is characterized precisely by the absence of such invariants.

**Theorem 3.** Let $\ell \geq 3$, let $\mathcal{K}$ be either the class $\mathcal{K}_c^\ell$ of all finite $\ell$-hypergraphs or the class $\mathcal{K}_c^r$ for some $r > \ell$, and let $\Psi$ be a set of $\ell$-hypergraph formulas. Then precisely one of the following applies.

1. The clone of polymorphisms of $\Psi_{H_\mathcal{K}}$ has no uniformly continuous minion homomorphism to the clone of projections $\mathcal{P}$, and CSP($\Psi_{H_\mathcal{K}}$) is in P.
2. The clone of polymorphisms of $\Psi_{H_\mathcal{K}}$ has a uniformly continuous minion homomorphism to the clone of projections $\mathcal{P}$, and CSP($\Psi_{H_\mathcal{K}}$) is NP-complete.

The algebraic assumptions in the second item of the theorem correspond to the clone of polymorphisms being trivial in a certain sense (i.e., containing only polymorphisms that imitate the behaviour of projections when restricted to a certain set). For the precise definitions, see [5].

1.2 Related work on constraint satisfaction problems

In the framework of CSPs, it is natural to consider not only classes of finite $\ell$-hypergraphs but also classes of different finite structures in a fixed relational signature. If such a class $\mathcal{K}$ is an amalgamation class, then there exists a countably infinite homogeneous structure $B_\mathcal{K}$ whose finite substructures are precisely the structures in $\mathcal{K}$. However, CSP($B_\mathcal{K}$) is not guaranteed to be contained in the complexity class NP since the class $\mathcal{K}$ does not have to be algorithmically enumerable (as mentioned above, there are uncountably many amalgamation classes of 3-hypergraphs; hence there exists such a $\mathcal{K}$ such that CSP($B_\mathcal{K}$) is undecidable). A natural way of achieving the algorithmical enumerability of $\mathcal{K}$ is to require that there exists a natural number $b_\mathcal{K}$ such that a structure is contained in $\mathcal{K}$ if, and only if, all its substructures of size at most $b_\mathcal{K}$ are in $\mathcal{K}$. In this case, we say that $\mathcal{K}$ (or its Fraïssé limit $B_\mathcal{K}$) is finitely bounded. For every set $\Psi$ of formulas in the language of the structures at hand, one then
gets as in the previous section a structure $\mathcal{A}_{K, \Psi}$ whose domain is the same as $\mathcal{B}_K$ and whose relations are definable in first-order logic from the relations of $\mathcal{B}_K$—we say that $\mathcal{A}_{K, \Psi}$ is a first-order reduct of $\mathcal{B}_K$.

Thus, for every set $\Psi$ of formulas and every finitely bounded amalgamation class $K$, the generalized satisfiability problem parameterized by $\Psi$ and $K$ is the CSP of a first-order reduct $\mathcal{A}_{K, \Psi}$ of a finitely bounded homogeneous structure. It is known that the complexity of the CSP over any such template depends solely on the polymorphisms of $\mathcal{A}_{K, \Psi}$ [16]. This motivates the following conjecture generalizing the dichotomy for Graph-SAT which was formulated by Bodirsky and Pinsker in 2011 (see [17]). The modern formulation of the conjecture based on recent progress [2, 3, 5] is the following:

**Conjecture 4.** Let $\mathcal{A}$ be a CSP template which is a first-order reduct of a finitely bounded homogeneous structure. Then one of the following applies.

1. The clone of polymorphisms of $\mathcal{A}$ has no uniformly continuous minion homomorphism to the clone of projections $\mathcal{P}$, and $\text{CSP}(\mathcal{A})$ is in $\text{P}$.
2. The clone of polymorphisms of $\mathcal{A}$ has a uniformly continuous minion homomorphism to the clone of projections $\mathcal{P}$, and $\text{CSP}(\mathcal{A})$ is $\text{NP}$-complete.

It follows that Theorem 3 is a special case of Conjecture 4. It is known that if the clone of polymorphisms of any CSP template within the range of Conjecture 4 has a uniformly continuous minion homomorphism to $\mathcal{P}$, then the CSP of such template is NP-hard [5]. Already before Conjecture 4 was introduced, a similar conjecture was formulated by Feder and Vardi [23] for CSPs over templates with finite domains and it was confirmed independently by Bulatov and Zhuk [19, 39, 40] recently. Conjecture 4 itself has been confirmed for many subclasses: for example for CSPs of all structures first-order definable in finitely bounded homogeneous graphs [15, 12], in $\langle \mathbb{Q}, < \rangle$ [8], in any unary structure [14], in the random poset [26], in the random tournament [30], or in the homogeneous branching C-relation [6], in $\omega$-categorical monadically stable structures [18], as well as for all CSPs in the class MMSNP [11], and for CSPs of representations of some relational algebras [9, 10].

### 1.3 Novelty of the methods and significance of the results

We prove that under the algebraic assumption in item (1) of Theorem 3, $\mathcal{A}_{K, \Psi}$ admits non-trivial symmetries that can be seen as operations acting on the set of linearly ordered $\ell$-hypergraphs with at most $\ell$ elements. We moreover know from [34] that the introduction of a linear order “out of nowhere” is unavoidable, in the sense that the symmetries of $\mathcal{A}_{K, \Psi}$ acting on unordered $\ell$-hypergraphs can be trivial even if $\text{CSP}(\mathcal{A}_{K, \Psi})$ is solvable in polynomial time. This is rather surprising (in model-theoretic terms, hypergraphs form a class having the non-strict order property, and thus have no ability to encode linear orders) and is to date the only example of such a phenomenon. As a consequence, the aforementioned “reduction to the finite” introduced in [13], which is enough to prove the tractability part of most of the complexity dichotomies mentioned in the previous section, cannot be used in the hypergraph satisfiability setting. In order to prove the tractability part of Theorem 3, we thus introduce new algorithmic techniques inspired by results in the theory of constraint satisfaction problems with finite domains, in particular by absorption theory [4] and Zhuk’s theory [39, 40]. More precisely, let $\mathcal{I}$ be an instance of $\text{CSP}(\mathcal{A}_{K, \Psi})$. Our algorithm transforms $\mathcal{I}$ into an equi-satisfiable instance $\mathcal{I}'$ that is sufficiently locally consistent, such that the solution set of a certain relaxation of $\mathcal{I}'$ does not imply any restrictions on the solution set of the whole instance, and that satisfies an additional condition resembling Zhuk’s notion of irreducibility [39, 40]. We then prove that any non-trivial instance satisfying those
properties has an injective solution. This step is to be compared with the case of absorbing reductions in Zhuk’s algorithm. The existence of an injective solution can then be checked by the aforementioned reduction to the finite from [13, 14]. In this way, we resolve the trouble with hitherto standard methods pointed out in [34]. A positive resolution of the general Conjecture 4 will likely have to proceed in a similar spirit, albeit at a yet higher level of sophistication. In the case of graphs, the above described algorithm is not necessary since every instance can be immediately reduced to a finite-domain CSP by the black box reduction.

We use the recently developed theory of smooth approximations [30] to prove the dichotomy, i.e., that $A_{K, \Psi}$ satisfies one of the two items of Theorem 3, for all $\Psi$. The classification of the complexity of graph-satisfiability problems from [15] used a demanding case distinction over the possible automorphism groups of the structures $A_{K, \Psi}$ (where $\Psi$ is a set of graph formulas, and $K$ is the class of all finite simple undirected graphs) – it was known previously that there are exactly 5 such groups [37]. Our result relies neither on such a classification of the automorphism groups of the structures under consideration, nor on the classification of the hypergraphs of which they are first-order reducts; as mentioned above, no such classification is available. While Thomas [38] obtained a classification of the mentioned automorphism groups for every fixed $\ell$ and for $K$ consisting of all finite $\ell$-hypergraphs, this number grows with $\ell$ and makes an exhaustive case distinction impossible. To overcome the absence of such classifications, we rely on the scalability of the theory of smooth approximations, i.e., on the fact that the main results of the theory can be used without knowing the base structures under consideration. This was claimed to be one of the main contributions of this theory; Theorem 3 and its generalization [29, Theorem 21] are the first complexity classification using smooth approximations that truly exemplifies this promise.

1.4 Bonus track: local consistency

Our structural analysis of $\ell$-hypergraph problems allows us to obtain as an easy consequence a description of the hypergraph satisfiability problems $\ell$-Hypergraph-SAT($\Psi$, $K$) that are solvable by local consistency methods, assuming that $\Psi$ contains the atomic formula $E$. Similar classifications, and general results on the amount of local consistency needed in those cases, had previously obtained for various other problems (including Graph-SAT problems) which can be modeled as CSPs of first-order reducts of finitely bounded homogeneous structures [31, 30].

**Theorem 5.** Let $r > \ell \geq 3$, let $K$ be either the class $K_{\text{all}}^\ell$ of all finite $\ell$-hypergraphs or the class $K_{\text{f}}^\ell$, and let $\Psi$ be a set of $\ell$-hypergraph formulas containing $E(x_1, \ldots, x_\ell)$. Then precisely one of the following applies.

1. The clone $\text{Pol}(A)$ has no uniformly continuous minion homomorphism to the clone of affine maps over a finite module, and $\text{CSP}(A)$ has relational width $(2\ell, \max(3\ell, r))$.
2. The clone $\text{Pol}(A)$ has a uniformly continuous minion homomorphism to the clone of affine maps over a finite module.

1.5 Future work

This work is concerned with the complexity of the decision version of constraint satisfaction problems whose study is motivated by Conjecture 4. A natural variant of such problems is the optimisation version, where one is interested in finding a solution to an instance of the CSP that minimizes the number of unsatisfied constraints. The complexity of such problems (called MinCSPs) has mostly been investigated for finite templates, but recently also in the
case of infinite templates falling within the scope of Conjecture 4 from the point of view of exact optimisation and approximation [21, 20, 24], as well as from the point of view of parameterized complexity [33].

Our complexity classification for the decision CSP (Theorem 3) can be seen as a foundation for a systematic structural study of optimisation problems over hypergraphs.

1.6 Organisation of the present article

After introducing a few notions needed for the formulation of the main algorithm in Section 2, we introduce the algorithm and prove its correctness in Section 3. For lack of space, we only present the proof of one of the main correctness arguments (Theorem 13) for the algorithmic part of Theorem 3 and otherwise illustrate the main concepts that we introduce using examples. In Section 4, we give an outline of the proof of Theorem 3. The rest of the proofs can be found in the appendix.

2 Preliminaries

For any $k \geq 1$, we write $[k]$ to denote the set $\{1, \ldots, k\}$. A tuple is called injective if its entries are pairwise distinct. In the entire article, we consider only relational structures in a finite signature.

A primitive-positive (pp-)formula is a first-order formula built only from atomic formulas, existential quantification, and conjunction. A relation $R \subseteq A^n$ is pp-definable in a relational structure $\mathcal{A}$ if there exists a pp-formula $\phi(x_1, \ldots, x_n)$ such that the tuples in $R$ are precisely the tuples satisfying $\phi$.

Let $\ell \geq 2$. A structure $\mathcal{H} = (H; E)$ is an $\ell$-hypergraph if the relation $E$ is of arity $\ell$, contains only injective tuples (called hyperedges), and is fully symmetric, i.e., every tuple obtained by permuting the components of a hyperedge is a hyperedge as well. Given any $\ell$-hypergraph $\mathcal{H} = (H; E)$, we write $N$ for the set of all injective $\ell$-tuples in $H$ that are not hyperedges, and we call this set the non-hyperedge relation.

2.1 CSPs and Relational Width

A CSP instance over a set $A$ is a pair $\mathcal{I} = (\mathcal{V}, \mathcal{C})$, where $\mathcal{V}$ is a non-empty finite set of variables, and $\mathcal{C}$ is a set of constraints; each constraint $C \in \mathcal{C}$ is a subset of $A^{|C|}$ for some non-empty $U \subseteq \mathcal{V}$ ($U$ is called the scope of $C$). For a relational structure $\mathcal{A}$, we say that $\mathcal{I}$ is an instance of CSP($\mathcal{A}$) if for every $C \in \mathcal{C}$ with scope $U$, there exists an enumeration $u_1, \ldots, u_k$ of the elements of $U$ and a $k$-ary relation $R$ of $\mathcal{A}$ such that for all $f : U \to A$ we have $f \in C \iff (f(u_1), \ldots, f(u_k)) \in R$. A mapping $s : \mathcal{V} \to A$ is a solution of the instance $\mathcal{I}$ if we have $s|_U \in C$ for every $C \in \mathcal{C}$ with scope $U$. Given a constraint $C \subseteq A^{|C|}$ and a tuple $v \in U^k$ for some $k \geq 1$, the projection of $C$ onto $v$ is defined by $\text{proj}_v(C) := \{f(v) : f \in C\}$. Let $U \subseteq \mathcal{V}$. We define the restriction of $\mathcal{I}$ to $U$ to be an instance $\mathcal{I}|_U = (U, \mathcal{C}|_U)$ where the set of constraints $\mathcal{C}|_U$ contains for every $C \in \mathcal{C}$ the constraint $C|_U = \{g|_U : g \in C\}$.

We denote by $\text{CSP}_{m,n}(\mathcal{A})$ the restriction of CSP($\mathcal{A}$) to those instances of CSP($\mathcal{A}$) where for every constraint $C$ and for every pair of distinct variables $u, v$ in its scope, $\text{proj}_{(u,v)}(C) \subseteq \{(a, b) \in A^2 : a \neq b\}$.

Definition 6. Let $1 \leq m \leq n$. We say that an instance $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ is $(m, n)$-minimal if both of the following hold:

- every non-empty subset of at most $n$ variables in $\mathcal{V}$ is contained in the scope of some constraint in $\mathcal{I}$;
- for every at most $m$-element tuple of variables $v$ and any two constraints $C_1, C_2 \in \mathcal{C}$ whose scopes contain all variables of $v$, the projections of $C_1$ and $C_2$ onto $v$ coincide.
For $m \geq 1$, we say that an instance is $m$-minimal if it is $(m, m)$-minimal. We say that an instance $\mathcal{I}$ of the CSP is non-trivial if it does not contain any empty constraint. Otherwise, $\mathcal{I}$ is trivial.

For all $1 \leq m \leq n$ and for every instance $\mathcal{I}$ of a CSP($\mathcal{A}$) for some finite-domain structure $\mathcal{A}$, an $(m, n)$-minimal instance with the same solution set as $\mathcal{I}$ can be computed from $\mathcal{I}$ in polynomial time. The same holds for any $\omega$-categorical structure $\mathcal{A}$ (see Section 2.2 for the definition of $\omega$-categoricity, and see e.g., Section 2.3 in [32] for a description of the $(m, n)$-minimality algorithm in this setting). The resulting instance $\mathcal{I}'$ is called the $(m, n)$-minimal instance equivalent to $\mathcal{I}$ and the algorithm that computes this instance is called the $(m, n)$-minimality algorithm. Note that the instance $\mathcal{I}'$ is not necessarily an instance of CSP($\mathcal{A}$). However, $\mathcal{I}'$ is an instance of CSP($\mathcal{A}'$) where $\mathcal{A}'$ is the expansion of $\mathcal{A}$ by all at most $n$-ary relations pp-definable in $\mathcal{A}$. Moreover, CSP($\mathcal{A}'$) has the same complexity as CSP($\mathcal{A}$).

If $\mathcal{I}$ is $m$-minimal and $v$ is a tuple of variables of length at most $m$, then by definition there exists a constraint of $\mathcal{I}$ whose scope contains all variables in $v$, and all the constraints who do have the same projection on $v$. We write $\text{proj}_v(\mathcal{I})$ for this projection, and call it the projection of $\mathcal{I}$ onto $v$.

**Definition 7.** Let $1 \leq m \leq n$, and let $\mathcal{A}$ be a relational structure. We say that CSP($\mathcal{A}$) has relational width $(m, n)$ if every non-trivial $(m, n)$-minimal instance equivalent to an instance of CSP($\mathcal{A}$) has a solution. CSP($\mathcal{A}$) has bounded width if it has relational width $(m, n)$ for some natural numbers $m \leq n$.

### 2.2 Basic model-theoretic definitions

Let $\mathcal{B}$ and $\mathcal{C}$ be relational structures in the same signature. A homomorphism from $\mathcal{B}$ to $\mathcal{C}$ is a mapping $f : B \rightarrow C$ with the property that for every relational symbol $R$ from the signature of $\mathcal{B}$ and for every $b \in R^B$, it holds that $f(b) \in R^C$. An embedding of $\mathcal{B}$ into $\mathcal{C}$ is an injective homomorphism $f : B \rightarrow C$ such that $f^{-1}$ is a homomorphism from the structure induced by the image of $f$ in $\mathcal{B}$ to $\mathcal{C}$, and an isomorphism from $\mathcal{B}$ to $\mathcal{C}$ is a bijective embedding of $\mathcal{B}$ into $\mathcal{C}$. An endomorphism of $\mathcal{B}$ is a homomorphism from $\mathcal{B}$ to $\mathcal{B}$, an automorphism of $\mathcal{B}$ is an isomorphism from $\mathcal{B}$ to $\mathcal{B}$. We denote the set of endomorphisms of $\mathcal{B}$ by $\text{End}(\mathcal{B})$ and the set of its automorphisms by $\text{Aut}(\mathcal{B})$.

Let $\ell \geq 2$, and let $\mathcal{K}$ be an isomorphism-closed class of finite $\ell$-hypergraphs. We say that $\mathcal{K}$ is an amalgamation class if the following two conditions are satisfied: It is closed under induced substructures, and for any $\ell$-hypergraphs $H, H_1, H_2 \in \mathcal{K}$ and for any embeddings $f_1$ of $H$ into $H_i$ ($i \in \{1, 2\}$), there exists an $\ell$-hypergraph $H'$ and embeddings $g_i$ of $H_i$ into $H'$ ($i \in \{1, 2\}$) such that $g_1 \circ f_1 = g_2 \circ f_2$. We write $\mathcal{K}$ for the class which contains for every $\ell$-hypergraph $H$ from $\mathcal{K}$ all ordered $\ell$-hypergraphs obtained by linearly ordering $H$.

A relational structure $\mathcal{B}$ is homogeneous if every isomorphism between finite induced substructures of $\mathcal{B}$ extends to an automorphism of $\mathcal{B}$. The class of finite substructures of a homogeneous structure $\mathcal{B}$ is an amalgamation class; and conversely, for every amalgamation class $\mathcal{K}$ there exists a homogeneous structure $\mathcal{B}_\mathcal{K}$ whose finite induced substructures are exactly the structures in $\mathcal{K}$ (see e.g. [25] for this as well as the other claims in this section). The structure $\mathcal{B}_\mathcal{K}$ is called the Fraïssé limit of $\mathcal{K}$. The universal homogeneous $\ell$-hypergraph is the Fraïssé limit of $\mathcal{K}_{\mathcal{H}_\ell}$.

A first-order reduct of a structure $\mathcal{B}$ is a structure $\mathcal{A}$ on the same domain whose relations are definable over $\mathcal{B}$ by first-order formulas without parameters. Recall that for any amalgamation class $\mathcal{K}$ and for any set $\Psi$ of $\ell$-hypergraph formulas, $\mathcal{A}_{\mathcal{K}, \Psi}$ denotes the first-order reduct of
the Fraïssé limit $H_K$ of $K$ whose relations are defined by the formulas in $\Psi$. We remark that if $B$ is the Fraïssé limit of a finitely bounded class, then every first-order formula is equivalent to one without quantifiers.

A countable relational structure is $\omega$-categorical if its automorphism group has finitely many orbits in its componentwise action on $n$-tuples of elements for all $n \geq 1$. This is equivalent to saying that there are only finitely many relations of any fixed arity $n \geq 1$ that are first-order definable from $A$. Every first-order reduct of a finitely bounded homogeneous structure is $\omega$-categorical.

2.3 Polymorphisms

A polymorphism of a relational structure $A$ is a function from $A^n$ to $A$ for some $n \geq 1$ which preserves all relations of $A$, i.e., for every such relation $R$ of arity $m$ and for all tuples $(a_1^n, \ldots, a_m^n) \in R$, it holds that $(f(a_1^n, \ldots, a_m^n)) \in R$. We also say that a polymorphism $f$ of $A$ preserves a constraint $C \subseteq A^\ell$ if for all $g_1, \ldots, g_n \in C$, it holds that $f \circ (g_1, \ldots, g_n) \in C$. The set of all polymorphisms of a structure $A$, denoted by $\text{Pol}(A)$, is a function clone, i.e., a set of finitary operations on a fixed set which contains all projections and which is closed under arbitrary compositions. Every relation that is pp-definable in a relational structure $A$ is preserved by all polymorphisms of $A$.

Let $S \subseteq R \subseteq A^n$ be relations pp-definable in a structure $A$. We say that $S$ is a binary absorbing subuniverse of $R$ in $A$ if there exists a binary operation $f \in \text{Pol}(A)$ such that for every $s \in S$, $r \in R$, we have that $f(s, r), f(r, s) \in S$. In this case, we write $S \trianglelefteq_{\text{b}} A$ and we say that $f$ witnesses the binary absorption.

Let $A$ be a relational structure, and let $\mathcal{G} = \text{Aut}(A)$ be the group of its automorphisms. For $n \geq 1$, a $k$-ary operation $f$ defined on the domain of $A$ is $n$-canonical with respect to $A$ if for all $a_1, \ldots, a_k \in A^n$ and all $\alpha_1, \ldots, \alpha_k \in \mathcal{G}$, there exists $\beta \in \mathcal{G}$ such that $f(a_1, \ldots, a_k) = \beta \circ f(\alpha_1(a_1), \ldots, \alpha_k(a_k))$. A function $f$ that is $n$-canonical with respect to $A$ for all $n \geq 1$ is called canonical with respect to $A$. In particular, $f$ induces an operation on the set $A^n / \mathcal{G}$ of orbits of $n$-tuples under $\mathcal{G}$ for every $n \geq 1$. In our setting, we are interested in operations that are canonical with respect to a homogeneous $\ell$-hypergraph $H$ or to a homogeneous linearly ordered $\ell$-hypergraph $(H, \prec)$. In this case, an operation canonical with respect to $H$ can simply be seen as an operation on labeled $\ell$-hypergraphs with at most $n$ elements, while an operation canonical with respect to $(H, \prec)$ can be seen as an operation on labeled $\ell$-hypergraphs with at most $n$ elements which carry a weak linear order.

3 Polynomial-Time Algorithms From Symmetries

In this section, we fix $\ell \geq 3$ and a finitely bounded class $\mathcal{K}$ of $\ell$-hypergraphs such that $\mathcal{K}$ is an amalgamation class. We write $(H, \prec)$ for the Fraïssé limit of $\mathcal{K}$, $I_n$ for the set of injective $n$-tuples of elements from $H$ for any $n \geq 1$, $I_{\ell}$ for $I_\ell$, and $b_{\mathcal{H}}$ for an integer witnessing that $\mathcal{K}$ is finitely bounded. We also fix a first-order reduct $A$ of $H$. We say that $A$ admits an injective linear symmetry if it has a ternary injective polymorphism $m$ which is canonical with respect to $(H, \prec)$, and which has the property that for any $a, b \in I$, the orbits under $\text{Aut}(H)$ of $m(a, a, b)$, $m(a, b, a)$, $m(b, a, a)$ and $b$ agree. Note that in this case, $m$ induces an operation on the set $\{E, N\}$ of orbits of injective $\ell$-tuples under $\text{Aut}(H)$. We say that $m$ acts as a minority operation on $\{E, N\}$ since the second condition on $m$ can be equivalently written as $m(X, X, Y) = m(X, Y, X) = m(Y, X, X) = Y$ for all $X, Y \in \{E, N\}$.

We prove the following.
**Theorem 8.** Let \( \ell \geq 3 \), let \( K \) be a finitely bounded class of \( \ell \)-hypergraphs such that \( \overline{K} \) is an amalgamation class. Let \( \mathcal{A} \) be a first-order reduct of the Fraïssé limit \( \mathcal{H} \) of \( K \). Suppose that \( I \preceq_{\mathcal{H}} H^\ell \), and that \( \mathcal{A} \) admits an injective linear symmetry or is such that \( \text{CSP}_{\text{inj}}(\mathcal{A}) \) has bounded width. Then \( \text{CSP}(\mathcal{A}) \) is solvable in polynomial time.

If \( \text{CSP}_{\text{inj}}(\mathcal{A}) \) has bounded width, \( \text{CSP}(\mathcal{A}) \) has bounded width as well by general principles, and is therefore in particular solvable in polynomial time (see [29, Section 3.2]). In the rest of this section, we will therefore focus on the case when \( \mathcal{A} \) admits an injective linear symmetry.

Let \( \mathcal{A} \) be a first-order reduct of \( \mathcal{H} \) admitting an injective linear symmetry. Set \( p_1(x, y) := m(x, y, y) \). It follows that \( p_1 \) is canonical with respect to \( (\mathcal{H}, \prec) \) and that it acts as the first projection on \( \{E, N\} \), i.e., it satisfies for any \( a, b \in I \) that the orbit of \( p_1(a, b) \) under \( \text{Aut}(\mathcal{H}) \) is equal to the orbit of \( a \). Moreover, by composing \( p_1 \) with a suitable endomorphism of \( \mathcal{H} \), we can assume that \( p_1(y, x) \) acts lexicographically on the order, i.e., \( p_1(x, y) < p_1(x', y') \) if \( y < y' \) or \( y = y' \) and \( x < x' \) (for more details, see [29, Section 5.2]).

In the remainder of this section, we present an algorithm solving \( \text{CSP}(\mathcal{A}) \) in polynomial time, given that \( \mathcal{A} \) has among its polymorphisms operations \( p_1 \) and \( m \) with the properties derived above. Before giving the technical details, we give here an overview of the methods we employ. Let \( I \) be an instance of \( \text{CSP}(\mathcal{A}) \). Our algorithm transforms \( I \) into an equi-satisfiable instance \( I' \) that is sufficiently minimal, such that the solution set of a certain relaxation of \( \mathcal{I} \) is subdirect on all projections to an \( \ell \)-tuple \( v \) of pairwise distinct variables (i.e., for every tuple \( a \) in this projection, this relaxation of \( \mathcal{I} \) has a solution where the variables from \( v \) are assigned values from \( a \)), and that additionally satisfies a condition which we call \emph{inj-irreducibility}, inspired by Zhuk’s notion of irreducibility [39, 40]. We then prove that any non-trivial instance satisfying those properties has an injective solution. This step is to be compared with the case of \emph{absorbing reductions} in Zhuk’s algorithm, and in particular with Theorem 5.5 in [40], in which it is proved that any sufficiently minimal and irreducible instance that has a solution also has a solution where an arbitrary variable is constrained to belong to an absorbing subuniverse. Since in our setting \( I \) is an absorbing subuniverse of \( H^\ell \) in \( \mathcal{A} \), this fully establishes a parallel between the present work and [40]. The algorithm that we are going to introduce will work with infinite sets which are however always unions of orbits of \( \ell \)-tuples under \( \text{Aut}(\mathcal{H}) \). \( \text{Aut}(\mathcal{H}) \) is oligomorphic, i.e., it has only finitely many orbits in its action on \( H^k \) for every \( k \geq 1 \); in particular, there are only finitely many orbits of \( \ell \)-tuples under \( \text{Aut}(\mathcal{H}) \), whence we can represent every union of such orbits by listing all orbits included in this union.

We now show that the structure defined by the formula from Example 1 has polymorphisms satisfying our assumptions on \( p_1 \) and on \( m \), and hence it falls into the scope of this section.

**Example 1** (continued). Let \( R \subseteq H^4 \) be the relation defined by \( \psi \), and let \( \mathcal{A} := (H; R) \). We define the canonical behaviour of a binary injection (i.e., a binary injective function) \( p_1 \) with respect to \( (\mathcal{H}, \prec) \) as follows. We require that \( p_1 \) acts as the first projection on \( \{E, N\} \), if \( O \) is a non-injective orbit of triples under \( \text{Aut}(\mathcal{H}) \), and \( P \) is an injective orbit, then we require that \( p_1(O, P) = p_1(P, O) = P \). Finally, for two non-injective orbits \( O_1, O_2 \) of triples under \( \text{Aut}(\mathcal{H}, \prec) \) such that \( p_1(O_1, O_2) \) needs to be injective, we require that \( p_1(O_1, O_2) = E \) if the minimum of any triple in \( O_1 \) appears only once in this triple, and \( p_1(O_1, O_2) = N \) otherwise. Now, we take a ternary injection \( m' \) canonical with respect to \( (\mathcal{H}, \prec) \) which behaves like a minority on \( \{E, N\} \), and we define \( m := m'(p_1(x, p_1(y, z)), p_1(y, p_1(z, x)), p_1(z, p_1(x, y))) \). It is easy to see that \( p_1 \) and \( m \) preserve \( R \), hence \( \mathcal{A} \) satisfies the assumptions from Theorem 8.

Let \( \sim \) denote the 6-ary relation containing the tuples \( (a, b) \) where \( a, b \) are triples that are in the same orbit under \( \text{Aut}(\mathcal{H}) \). Note that the relation \( T \) defined by

\[
(x_1, x_2, x_3, x_4) \in T : \iff R(x_1, x_2, x_3, x_4) \land (x_1, x_3, x_2) \sim (x_4, x_2, x_3)
\]
is preserved by all polymorphisms of $\mathbb{A}$ that are canonical with respect to $\mathbb{H}$ and that it contains precisely those tuples of the form $(a, a, b, b)$ and $(a, b, a, b)$ for arbitrary $a \neq b$. It can be seen (e.g., from [7]) that $\text{Pol}(H; T)$ only contains essentially unary operations, of the form $(x_1, \ldots, x_n) \mapsto \alpha(x_i)$ for arbitrary permutations $\alpha$ of $H$, and therefore the polymorphisms of $\mathbb{A}$ that are canonical with respect to $\mathbb{H}$ are also essentially unary. It follows that the finite-domain CSP used in the reduction from [13] is NP-complete.

### 3.1 Finitisation of instances

Let $\mathbb{A}$ be a first-order reduct of $\mathbb{H}$. Let $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ be an instance of CSP($\mathbb{A}$). In this section, we always assume that the variable set $\mathcal{V}$ is equipped with an arbitrary linear order; this assumption is however inessential and only used to formulate the statements and proofs in a more concise way. We denote by $[\mathcal{V}]^\ell$ the set of injective increasing $\ell$-tuples of variables from $\mathcal{V}$. Given any instance $\mathcal{I}$ of CSP($\mathbb{A}$), consider the following CSP instance $\mathcal{I}_{\text{fin}}$ over the set $\mathcal{O}$ of orbits of $\ell$-tuples under $\text{Aut}(\mathbb{H})$, called the finitisation of $\mathcal{I}$:

- The variable set of $\mathcal{I}_{\text{fin}}$ is the set $[\mathcal{V}]^\ell$.
- For every constraint $C \subseteq A^\ell$ in $\mathcal{I}$, $\mathcal{I}_{\text{fin}}$ contains the constraint $C'$ containing the maps $g: [U]^\ell \to \mathcal{O}$ such that there exists $f \in C$ satisfying $f(v) \in g(v)$ for every $v \in [U]^\ell$.

This instance corresponds to the instance $\mathcal{I}_{\text{Aut}(\mathbb{H})}$ from [32, Definition 3.1], with the difference that there the $\ell$-element subsets of $\mathcal{V}$ were used as variables, and the domain consisted of orbits of maps. However, the translation between the two definitions is straightforward.

Note that if a mapping $f: \mathcal{V} \to A$ is a solution of $\mathcal{I}$, then the mapping $h: [\mathcal{V}]^\ell \to \mathcal{O}$, where $h(v)$ is the orbit of $f(v)$ under $\text{Aut}(\mathbb{H})$ for every $v \in [\mathcal{V}]^\ell$ is a solution of $\mathcal{I}_{\text{fin}}$.

Let $\mathcal{J} = (\mathcal{S}, \mathcal{C})$ be an instance over the set $\mathcal{O}$ of orbits of $\ell$-tuples under $\text{Aut}(\mathbb{H})$, e.g., $\mathcal{J} = \mathcal{I}_{\text{fin}}$ for some $\mathcal{I}$. The injectivisation of $\mathcal{J}$, denoted by $\mathcal{J}^{(\text{in})}$, is the instance obtained by removing from all constraints all maps taking some value outside the two injective orbits $E$ and $N$.

Let $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ be an instance of CSP($\mathbb{A}$); the injective finitisation of $\mathcal{I}$ is the instance $(\mathcal{I}_{\text{fin}})^{(\text{in})}$. Let $\mathcal{S} \subseteq [\mathcal{V}]^\ell$. The injective finitisation of $\mathcal{I}$ on $\mathcal{S}$ is the restriction of the injective finitisation of $\mathcal{I}$ to $\mathcal{S}$. For any constraint $C \in \mathcal{C}$, the corresponding constraint in the injective finitisation of $\mathcal{I}$ is called the injective finitisation of $C$. Note that if $\mathbb{A}$ admits an injective linear symmetry, then for any instance $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ of CSP($\mathbb{A}$) and for any $\mathcal{S} \subseteq [\mathcal{V}]^\ell$, the injective finitisation of $\mathcal{I}$ on $\mathcal{S}$ is solvable in polynomial time. This follows from Lemma 3.4 in [32] and from the dichotomy theorem for finite-domain CSPs [39, 40, 19].

Let $\mathbb{A}$ be a first-order reduct of $\mathbb{H}$ preserved by $m$ and by $p_1$. We can assume that $\mathbb{A}$ has among its relations all unions of $\ell$-tuples under $\text{Aut}(\mathbb{H})$ that are preserved by $p_1$ and by the ternary injection $m$. Otherwise, we expand $\mathbb{A}$ by these finitely many relations and we prove that the CSP of this expanded structure is solvable in polynomial time. Note that in particular, every orbit of $\ell$-tuples under $\text{Aut}(\mathbb{H})$ is a relation of $\mathbb{A}$. Moreover, we suppose that $\mathbb{A}$ has the property that for every instance $\mathcal{I}$ of CSP($\mathbb{A}$), the $(2\ell, \max(3\ell, b_H))$-minimal instance equivalent to $\mathcal{I}$ is again an instance of CSP($\mathbb{A}$). This can be achieved without loss of generality since it is enough to expand $\mathbb{A}$ by finitely many pp-definable relations, which are also preserved by $m$ and $p_1$. Note that if $\mathcal{I}$ is a $(2\ell, \max(3\ell, b_H))$-minimal instance of CSP($\mathbb{A}$), then its injective finitisation $\mathcal{I}_{\text{fin}}$ is $(2, 3)$-minimal by [32, Lemma 3.2]; in particular, $\mathcal{I}_{\text{fin}}$ is cycle consistent, i.e., it satisfies one of the basic consistency notions used in Zhuk’s algorithm [39]. Moreover, if $\mathcal{I}_{\text{fin}}$ is $(2, 3)$-minimal, then for any solution $h: [\mathcal{V}]^\ell \to \mathcal{O}$ of $\mathcal{I}_{\text{fin}}$, any mapping $f: \mathcal{V} \to A$ with $f(v) \in h(v)$ for every $v \in [\mathcal{V}]^\ell$ is a solution of $\mathcal{I}$ by [32, Lemma 3.3].
Let $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ be an instance of CSP($\mathcal{A}$), and let $C \in \mathcal{C}$. Since $\mathcal{A}$ is preserved by $m$, there exists a set of linear equations over $\mathbb{Z}_2$ associated with the injective finitisation of $C$. By abuse of notation, we write every linear equation as $\sum_{v \in S} X_v = P$, where $P \in \{E, N\}$ and $S \subseteq [\mathcal{V}]^\ell$ is a set of injective $\ell$-tuples of variables from the scope of $C$. In these linear equations, we identify $E$ with $1$ and $N$ with $0$, so that e.g. $E + E = N$ and $N + E = E$. Using this notation, the canonical behaviour of the function $m$ on $\{E, N\}$ can be written as $m(X, Y, Z) = X + Y + Z$ which justifies the notion of $\mathcal{A}$ admitting linear symmetries.

For an instance $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ of CSP($\mathcal{A}$), we define an instance $\mathcal{I}_{eq} = (\mathcal{V}, \mathcal{C}_{eq})$ of the equality-CSP (i.e., CSP over structures first-order definable over $(H; =)$) over the same base set $H$ corresponding to the closure of the constraints under the full symmetric group on $H$. Formally, for every constraint $C \in \mathcal{C}$, the corresponding constraint $C_{eq} \in \mathcal{C}_{eq}$ contains all functions $\alpha h$ for all $h \in C$ and $\alpha \in \text{Sym}(H)$. Since $\mathcal{A}$ is preserved by a binary injection, the constraints of $\mathcal{I}_{eq}$ are preserved by the same or indeed any binary injection and hence, its CSP has relational width $(2, 3)$ by the classification of equality CSPs [7].

Let $\mathcal{I}$ be an $\ell$-minimal instance of CSP($\mathcal{A}$), let $v \in [\mathcal{V}]^\ell$, and let $R \subseteq \text{proj}_\mathcal{V}(\mathcal{I})$ be an $\ell$-ary relation from the signature of $\mathcal{A}$. Let $\mathcal{I}^{v \in R}$ be the instance obtained from $\mathcal{I}$ by replacing every constraint $C$ containing all variables from $v$ by $\{g \in C \mid g(v) \in R\}$. We call an $\ell$-minimal instance of CSP($\mathcal{A}$) $eq$-subdirect if for every $v \in [\mathcal{V}]^\ell$ and for every non-injective orbit $O \subseteq \text{proj}_\mathcal{V}(\mathcal{I})$ under $\text{Aut}(\mathcal{H})$, the instance $\mathcal{I}_{eq}^{v \in O}$ has a solution. Note that by $\ell$-minimality and since all constraints of the instance are preserved by a binary injection, the instance $\mathcal{I}_{eq}^{v \in O}$ has a solution for every injective orbit $O \subseteq \text{proj}_\mathcal{V}(\mathcal{I})$ under $\text{Aut}(\mathcal{H})$. Indeed, any injective mapping from $\mathcal{V}$ to $H$ is a solution of $\mathcal{I}_{eq}^{v \in O}$.

**Example 9.** Let $\mathbb{H}$ be the universal homogeneous $\ell$-hypergraph. Let $\mathbf{u} = (u_1, \ldots, u_\ell)$, $\mathbf{v} = (v_1, \ldots, v_\ell)$ be disjoint $\ell$-tuples of variables, and let $\mathcal{V}$ be the set of all variables contained in these tuples. We define a CSP instance $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ over the set $H$ as follows. Let $\mathbf{u}' = (u_2, \ldots, u_\ell, u_1)$. We set $\mathcal{C}$ to contain two constraints $C, C'$ such that $C$ contains all mappings $f: \mathcal{V} \rightarrow H$ such that $f(\mathbf{u})$ and $f(\mathbf{v})$ belong to the same orbit under $\text{Aut}(\mathbb{H})$, and $C'$ contains all mappings $f': \mathcal{V} \rightarrow H$ such that $f(\mathbf{u}')$ and $f(\mathbf{v})$ belong to the same orbit. Note that the constraints $C, C'$ are preserved by any function which is canonical with respect to $\mathbb{H}$. It is easy to see that $\mathcal{I}$ is non-trivial and $\ell$-minimal, but it is not eq-subdirect. Indeed, for any non-injective and non-constant mapping $g$ from the set of variables of $\mathbf{u}$ to $H$, it holds that $g(\mathbf{u})$ and $g(\mathbf{u}')$ are contained in different orbits under $\text{Aut}(\mathbb{H})$.

We can obtain an eq-subdirect instance out of an $\ell$-minimal instance in polynomial time by the algorithm introduced in [29, Section 3.1]. The algorithm successively shrinks for every $v \in [\mathcal{V}]^\ell$ the projection $\text{proj}_\mathcal{V}(\mathcal{I})$ to the union of those orbits $O \subseteq \text{proj}_\mathcal{V}(\mathcal{I})$ under $\text{Aut}(\mathbb{H})$ for which the instance $\mathcal{I}_{eq}^{v \in O}$ has a solution; it stops when no more orbits can be removed from $\text{proj}_\mathcal{V}(\mathcal{I})$ for any $v \in [\mathcal{V}]^\ell$.

Note that for any $1 \leq m \leq n$ and any instance $\mathcal{I}$ of CSP($\mathcal{A}$), we can compute an instance that is both eq-subdirect and $(m, n)$-minimal and that has the same solution set as $\mathcal{I}$ in polynomial time. Indeed, it is enough to repeat the above-mentioned algorithm and the $(m, n)$-minimality algorithm until no orbits under $\text{Aut}(\mathbb{H})$ are removed from any constraint.

### 3.2 Inj-irreducibility

For any $\alpha \in H^\ell$, we write $O(\alpha)$ for the orbit of $\alpha$ under $\text{Aut}(\mathbb{H})$ and $O_<(\alpha)$ for the orbit of $\alpha$ under $\text{Aut}(\mathbb{H}, <)$. Recall that being canonical with respect to $(\mathbb{H}, <)$, the function $p_1$ acts naturally on orbits under $\text{Aut}(\mathbb{H}, <)$; we can therefore abuse the notation and write $p_1(O, P)$ for orbits $O, P$ under $\text{Aut}(\mathbb{H}, <)$. We will say that a non-injective orbit $O$ of $\ell$-tuples under $\text{Aut}(\mathbb{H})$ is:
connected we identify also all half-injective orbits under we call the orbits $C$ in the linear equations associated to injective finitisations of constraints. In this example, an instance $\ell \rightarrow$ following holds for the instance $B$ precisely the pairs is a relation pp-definable in $J$ instance that $J$ is a relation pp-definable in $J$. Note that for any $\beta \in \text{Aut}(\mathbb{H},<)$, $\beta \alpha \in \text{Aut}(\mathbb{H})$ is deterministic for $\alpha$ as well since $p_1$ is canonical with respect to $(\mathbb{II},<)$. Let $\mathcal{J} = (\mathcal{V}, \mathcal{C})$ be a CSP instance over a set $B$. A sequence $v_1, C_1, v_2, \ldots, C_k, v_{k+1}$, where $k \geq 1$, $v_i \in \mathcal{V}$ for every $i \in [k+1]$, $C_i \in \mathcal{C}$ for every $i \in [k]$, and $v_i, v_{i+1}$ are contained in the scope of $C_i$ for every $i \in [k]$, is called a path in $\mathcal{J}$. We say that two elements $a, b \in B$ are connected by a path $v_1, C_1, v_2, \ldots, C_k, v_{k+1}$ if there exists a tuple $(c_1, \ldots, c_{k+1}) \in B^{k+1}$ such that $c_1 = a, c_{k+1} = b$, and such that $(c_i, c_{i+1}) \in \text{proj}(v_i, v_{i+1})$ for every $i \in [k]$. Suppose that $\mathcal{J}$ is 1-minimal. The linkedness congruence on $\text{proj}_\mathcal{v}(\mathcal{J})$ is the equivalence relation $\lambda$ on $\text{proj}_\mathcal{v}(\mathcal{J})$ defined by $(a, b) \in \lambda$ if there exists a path $v_1, C_1, v_2, \ldots, C_k, v_{k+1}$ from $a$ to $b$ in $\mathcal{J}$ such that $v_1 = v_{k+1} = v$. Note that for a finite relational structure $B$, for a $(2, 3)$-minimal instance $\mathcal{J} = (\mathcal{V}, \mathcal{C})$ of CSP$(B)$, and for any $v \in \mathcal{V}$, the linkedness congruence $\lambda$ on $\text{proj}_\mathcal{v}(\mathcal{J})$ is a relation pp-definable in $B$. Indeed, it is easy to see that the binary relation containing precisely the pairs $(a, b) \in B^2$ that are connected by a particular path in $I$ is pp-definable in $B$. If we concatenate all paths that connect two elements $(a, b) \in \lambda$, the resulting path connects every pair $(a, b) \in \lambda$ since by the $(2, 3)$-minimality of $\mathcal{J}$, every path from $v$ to $v$ connects $c$ to $c$ for every $c \in \text{proj}_\mathcal{v}(\mathcal{J})$. It follows that $\lambda$ is pp-definable.

**Definition 10.** Let $\mathcal{K}$ be a first-order reduct of $\mathbb{H}$, and let $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ be a non-trivial $\ell$-minimal instance of CSP$(\mathcal{K})$. We call $\mathcal{I}$ inj-irreducible if for every set $S \subseteq [\mathcal{V}]^\ell$, one of the following holds for the instance $\mathcal{J} = \mathcal{I}_{\ell \rightarrow} \mathcal{S}$:

- $\mathcal{J}^{(\mathcal{I})}$ has a solution,
- for some $v \in S$, $\text{proj}_\mathcal{v}(\mathcal{J})$ contains the two injective orbits and the linkedness congruence on $\text{proj}_\mathcal{v}(\mathcal{J})$ does not connect them,
- for some $v \in S$, the linkedness congruence on $\text{proj}_\mathcal{v}(\mathcal{J})$ links an injective orbit to a non-injective orbit.

**Example 11.** We illustrate the concept of inj-irreducibility on the following instance. Let $\ell = 3$, and let $\mathbb{H}$ be the universal homogeneous $\ell$-hypergraph. Let $a \neq b \in H$ be arbitrary; we call the orbits $O(a, a, b), O(a, b, a), O(b, a, a)$ under $\text{Aut}(\mathbb{H})$ half-injective. Let us define an instance $\mathcal{I} = (\mathcal{V}, \mathcal{C})$ over the set $H$ as follows. Above, we identified $E$ with $1$ and $N$ with $0$ in the linear equations associated to injective finitisations of constraints. In this example, we identify also all half-injective orbits under $\text{Aut}(\mathbb{H})$ with $1$. Hence, we can write, e.g., $E + O(a, a, b) = 0$.

Let $v_1, v_2, v_3$ be increasing triples of pairwise disjoint variables, and set $\mathcal{V}$ to be the union of all variables of these tuples. We define $\mathcal{C}$ to be a set consisting of two constraints, $C_0$ and $C_1$, defined as follows. For $i \in \{0, 1\}$, we set $C_i$ to contain all mappings $f \in H^\mathcal{V}$ such that both of the following hold:

- either $O(f(v_1)) + O(f(v_2)) + O(f(v_3)) = i$, or $O(f(v_1)) = O(f(v_2)) = O(f(v_3)) = \{(a, a, a) \mid a \in H\}$,
- $f(x) \neq f(y)$ for all $x, y \in \mathcal{V}$ belonging to different triples from $\{v_1, v_2, v_3\}$.

We show that the constraints $C_0, C_1$ are preserved by a binary injection $p_1$ and a ternary injection $m$ that are both canonical with respect to $\mathbb{H}$. To this end, we define the canonical behaviours of $p_1$ and $m$ on the orbits of triples under $\text{Aut}(\mathbb{H})$ as follows. We set $p_1$ to act
as the first projection on the numbers associated to the respective orbits, and to satisfy $p_1(O(a,a,a), P) = p_1(P, O(a,a,a)) = P$ for an arbitrary $a \in H$ and for an arbitrary orbit $P$. Note that these assumptions together with the requirement that $p_1$ is an injection uniquely determine the behaviour of $p_1$ — e.g., $p_1(P, N) = E$ for an arbitrary half-injective orbit $P$.

We set $m$ to act as an idempotent minority on the numbers associated to the orbits, and to act as $p_1(x, p_1(y, z))$ on the orbits where the action is not determined by the previous condition. It is easy to verify that the constraints $C_0$ and $C_1$ are preserved by both $p_1$ and $m$, and hence $\mathcal{I}$ is an instance of CSP($\mathbb{A}$) for some first-order reduct $\mathbb{A}$ of $\mathbb{H}$ which falls into the scope of this section.

It immediately follows that all the half-injective orbits under $\text{Aut}(\mathbb{H})$ are deterministic since $p_1(O_\zeta(c), E) = p_1(O_\zeta(c), N) = E$ for any $c \in H^3$ contained in a half-injective orbit; the orbit $P$ of the constant tuples is non-deterministic since $p_1(P, E) = E$, and $p_1(P, N) = N$. It is also easy to see that $\mathcal{I}$ is non-trivial and $(6,9)$-minimal. Moreover, $\mathcal{I}$ is not inj-irreducible. Indeed, setting $S := \{v_1, v_2, v_3\}$, the linkedness congruence on $\text{proj}_{v_3}(\mathcal{I}_{\text{fin}}|s)$ connects precisely all injective and half-injective orbits, and the injective finitisation of $\mathcal{I}$ on $S$ does not have a solution.

Note that if $\mathbb{A}$ is the structure from Example 11, its CSP can be solved by the reduction to the finite from [13]. For simplicity, we choose to illustrate the concepts that we have just introduced on this example rather than on an example where the canonical behaviour of the functions $p_1$ and $m$ depends on the linear order. However, Example 1 provides us with a structure admitting linear symmetries where the canonical behaviour of any polymorphism satisfying the assumptions on $m$ or on $p_1$ depends on the additional linear order.

**Lemma 12.** Let $C$ be a constraint of an instance of CSP($\mathbb{A}$) which contains an injective mapping, and let $S$ be a set of variables appearing together in an unsplittable linear equation associated with the injective finitisation of $C$. Then for every $g \in C$, either $g(v)$ is in an injective or deterministic orbit for all $v \in S$, or $g(v)$ is in a non-deterministic orbit for all $v \in S$.

**Theorem 13.** Let $\mathbb{A}$ be a first-order reduct of $\mathbb{H}$ that admits linear symmetries. Let $\mathcal{I}$ be a $(2\ell, \max(3\ell, b_3))$-minimal, inj-irreducible instance of CSP($\mathbb{A}$) with variables $V$ such that for every distinct $u, v \in V$, $\text{proj}_{(u,v)}(\mathcal{I}) \cap I_2 \neq \emptyset$. Then $\mathcal{I}$ has an injective solution.

**Proof.** Note that if $\mathcal{I}$ has fewer than $\ell$ variables, it has an injective solution by the assumption on binary projections of $\mathcal{I}$ and since all constraints of $\mathcal{I}$ are preserved by the binary injection $p_1$. Let us therefore suppose that $\mathcal{I}$ has at least $\ell$ variables. Let us assume for the sake of contradiction that $\mathcal{I}$ does not have an injective solution. Let $\mathcal{J} = \mathcal{I}_{\text{fin}}$, and let $C$ be the set of its constraints. By assumption, $\mathcal{J}^{(\text{inj})}$ does not have a solution. Note that $\mathcal{J}^{(\text{inj})}$ corresponds to a system of linear equations over $\mathbb{Z}_2$, which is therefore unsatisfiable. In case this system can be written as a diagonal block matrix, there exists a set $S \subseteq |V|^\ell$ of variables such that the system of equations associated with the injectivisation of $\mathcal{C} := \mathcal{J}|S = (S, C')$ corresponds to a minimal unsatisfiable block. By definition, this means that $\mathcal{C}^{(\text{inj})}$ is unsatisfiable. The instance $\mathcal{C}$ has the property that for every non-trivial partition of $S$ into parts $S_1, S_2$, there exists an unsplittable equation associated with the injectivisation of a constraint $C \in C'$ which contains variables from both $S_1$ and $S_2$.

Since $\mathcal{I}$ is inj-irreducible, there exists $v \in S$ such that the two injective orbits are elements of $\text{proj}_v(\mathcal{C})$ and are not linked, or some injective orbit in $\text{proj}_v(\mathcal{C})$ is linked to a non-deterministic orbit in $\text{proj}_v(\mathcal{C})$. 
In the first case, we note that for all \( w \in S \) such that \( \text{proj}_w (\mathcal{L}) \) contains the two injective orbits, the two injective orbits are not linked. Indeed, suppose that there exists \( w \in S \) such that \( E, N \in \text{proj}_w (\mathcal{L}) \) are linked, i.e., there exists a path \( v_1 = w, C_1, \ldots, C_k, v_{k+1} = w \) in \( \mathcal{L} \) connecting \( E \) and \( N \). Since \( \mathcal{I} \) is \( (2\ell, \max (3\ell, 2g)) \)-minimal, Lemma 3.2 in [32] yields that \( \mathcal{J} \) and hence also \( \mathcal{L} \) is \( (2, 3) \)-minimal. In particular, there exists \( C \in C' \) containing in its scope both \( v \) and \( w \). Let \( O_1, O_2 \in \{E, N\} \) be disjoint such that there exist \( g_1, g_2 \in C \) with \( g_1 (v) = O_1, g_1 (w) = E, g_2 (v) = O_2, g_2 (w) = N \). It follows that the path \( v, C, w, v = v_1, C_1, \ldots, C_k, v_{k+1} = w, C, v \) connects \( O_1 \) with \( O_2 \) in \( \text{proj}_v (\mathcal{J}) \), a contradiction. Let \( g : S \to \{E, N\} \) be defined as follows. For a fixed \( v \in S \), let \( g (v) \) be an arbitrary element of \( \text{proj}_v (\mathcal{L}^{\text{(in)}}) \). Next, for \( w \in S \), define \( g (w) \) to be the unique injective orbit \( O \) such that there exists a constraint \( C \in C' \) containing both \( v \) and \( w \) in its scope and such that there exists \( g' \in C \) with \( g' (v) = g (v) \) and \( g' (w) = O \). This \( g \) is a solution of \( \mathcal{L}^{\text{(in)}} \), a contradiction.

Thus, it must be that a non-deterministic orbit in \( \text{proj}_v (\mathcal{L}) \) is linked to an injective orbit in \( \text{proj}_v (\mathcal{L}) \). Hence, there exists a path in \( \mathcal{L} \) from \( v \) to \( v \) and connecting an injective orbit to a non-deterministic one. Moreover, up to composing this path with additional constraints, one can assume that this path goes through all the variables in \( S \). This follows by the \((2, 3)\)-minimality of \( \mathcal{J} \). Define a partition of \( S \) where \( w \in S_1 \) if the first time that \( w \) appears in the path, the element associated with \( w \) is in an injective orbit, and \( w \in S_2 \) otherwise. Since the system of unsplittable equations associated with \( \mathcal{L}^{\text{(in)}} \) cannot be decomposed as a diagonal block matrix, some constraint \( C \in C' \) gives an equation in that system containing \( u_1 \in S_1 \) and \( u_2 \in S_2 \). Thus, there exists \( g \in C \) with \( g (u_1) \) injective, and \( g (u_2) \) non-deterministic. This contradicts Lemma 12.

### 3.3 Establishing inj-irreducibility

We introduce a polynomial-time algorithm which produces, given an instance \( \mathcal{I} \) of \( \text{CSP}(A) \), an instance \( \mathcal{I}' \) of \( \text{CSP}(A) \) that is either inj-irreducible or trivial and that has a solution if, and only if, \( \mathcal{I} \) has a solution. It uses the fact that the injective finitisation of an instance \( \mathcal{I} \) of \( \text{CSP}(A) \) on \( S \) is solvable in polynomial time for any set \( S \subseteq [\mathcal{V}]^\ell \). This follows from the fact that the constraints of the injective finitisation of \( \mathcal{I} \) are preserved by a ternary minority by Lemma 3.4 from [32].

We give a brief description of the algorithm. It gradually ensures that the instance is \( (2\ell, \max (3\ell, 2g)) \)-minimal, eq-subdirect, and so that for no distinct variables \( u, v \in \mathcal{V} \), it holds that \( \text{proj}_{\{u, v\}} (\mathcal{I}) = \{(a, a) \mid a \in H\} \). If the instance satisfies these assumptions, we consider for every \( \mathcal{I} \in [\mathcal{V}]^\ell \) every partition \( \{E_1^u, \ldots, E_s^u\} \) on \( \text{proj}_u (\mathcal{I}) \) with pp-definable classes satisfying that \( E_1^u \) contains no non-deterministic orbit. We find a subset \( S \subseteq [\mathcal{V}]^\ell \) such that for every \( \mathcal{I} \in S \), the set \( \{E_1^u, \ldots, E_s^u\} \) defined by \( E_i^w := \{a \in H^\ell \mid \exists b \in H^\ell ; (b, a) \in \text{proj}_{\{u, w\}} (\mathcal{I})\} \) for every \( i \in [s] \) forms a partition on \( \text{proj}_w (\mathcal{I}) \) with the property that \( E_1^w \) contains no non-deterministic orbit, and such that this partition cannot be extended to any other tuple in \( [\mathcal{V}]^\ell \). For every such partition, the algorithm checks if the injective finitisation of \( \mathcal{I} \) on \( S \) has a solution; if not, we constrain every \( \mathcal{I} \in S \) to not take any value from \( E_1^w \). It is a priori unclear that adding these constraints on the one hand yields an instance of \( \text{CSP}(A) \), and on the other hand that we do not transform a satisfiable instance into an unsatisfiable one in this way. The following technical result is that, in fact, this does not happen.

> **Theorem 14.** The instance \( \mathcal{I}' \) produced by the procedure \text{INJIRREducibility} in [29, Section 3.1] is an instance of \( \text{CSP}(A) \) and it has a solution if, and only if, the original instance has a solution. Moreover, \( \mathcal{I}' \) is either trivial or inj-irreducible.
Finally we briefly sketch the proof of Theorem 3. If the algebraic assumptions in the second item are met, it is known that $\text{CSP}(A)$ is NP-complete [5]. On the other hand, if $I$ is a binary absorbing subuniverse of $H^t$ and $A$ either admits an injective linear symmetry or is such that $\text{CSP}_{\text{Inj}}(A)$ has bounded width, then $\text{CSP}(A)$ is polynomial-time solvable by Theorem 8. It therefore remains to prove that the assumptions in the first item of Theorem 3 (i.e., the clone of polymorphisms of $A$ being non-trivial) imply that $A$ falls into the scope of Theorem 8.

By [35], if some polymorphism of $A$ acts on $\{E, N\}$ in a non-trivial way, then $A$ either admits an injective linear symmetry or is such that $\text{CSP}_{\text{Inj}}(A)$ has bounded width. Moreover, by results from [30, Proposition 25], the polymorphisms of $A$ being non-trivial imply that $A$ contains a binary injection witnessing that $I$ is a binary absorbing subuniverse of $H^t$. On the other hand, if the action of the polymorphisms of $A$ on $\{E, N\}$ is trivial, then we can use the theory of smooth approximations [30] to show that the polymorphisms of $A$ are trivial and $A$ thus falls into the scope of the second item of Theorem 3.
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