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#### Abstract

For a fixed graph $H$, the $H$-Subgraph Hitting problem consists in deleting the minimum number of vertices from an input graph to obtain a graph without any occurrence of $H$ as a subgraph. This problem can be seen as a generalization of Vertex Cover, which corresponds to the case $H=K_{2}$ We initiate a study of $H$-Subgraph Hitting from the point of view of characterizing structural parameterizations that allow for polynomial kernels, within the recently active framework of taking as the parameter the number of vertex deletions to obtain a graph in a "simple" class $\mathcal{C}$. Our main contribution is to identify graph parameters that, when $H$-Subgraph Hitting is parameterized by the vertex-deletion distance to a class $\mathcal{C}$ where any of these parameters is bounded, and assuming standard complexity assumptions and that $H$ is biconnected, allow us to prove the following sharp dichotomy: the problem admits a polynomial kernel if and only if $H$ is a clique. These new graph parameters are inspired by the notion of $\mathcal{C}$-elimination distance introduced by Bulian and Dawar [Algorithmica 2016], and generalize it in two directions. Our results also apply to the version of the problem where one wants to hit $H$ as an induced subgraph, and imply in particular, that the problems of hitting minors and hitting (induced) subgraphs have a substantially different behavior with respect to the existence of polynomial kernels under structural parameterizations


2012 ACM Subject Classification Theory of computation $\rightarrow$ Graph algorithms analysis; Theory of computation $\rightarrow$ Parameterized complexity and exact algorithms

Keywords and phrases hitting subgraphs, hitting induced subgraphs, parameterized complexity, polynomial kernel, complexity dichotomy, elimination distance

Digital Object Identifier 10.4230/LIPIcs.ICALP.2024.33
Category Track A: Algorithms, Complexity and Games
Related Version Full Version: https://arxiv.org/abs/2404.16695 [11]
Funding Bart M. P. Jansen: Supported by the Dutch Research Council (NWO) through Gravitationgrant NETWORKS-024.002.003.

Ignasi Sau: Supported by the French project ELIT (ANR-20-CE48-0008-01)

## 1 Introduction

The theory of parameterized complexity deals with parameterized problems, which are decision problems in which a positive integer $k$, called the parameter, is associated with every instance $x$. One of the pivotal notions in the domain is that of kernelization [ $5,15,20,24,39]$, which is a polynomial-time algorithm that reduces any instance $(x, k)$ of a parameterized problem to an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ of the same problem whose size is bounded by $f(k)$ for some function $f$, which is the size of the kernelization. A kernelization algorithm, or just kernel, can be seen as a preprocessing procedure with provable guarantees, and it is fundamental to
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find kernels of the smallest possible size, ideally polynomial. Identifying which parameterized problems admit polynomial kernels is one of the most active areas within Parameterized Complexity (cf. for instance [24]).

When dealing with a problem where the goal is to find a (say, small) subset of vertices $S$ of an input graph $G$ satisfying some property, such as Vertex Cover, it is natural to consider as the parameter the size of the desired set $S$. Assuming that the problem admits a polynomial kernel parameterized by $|S|$, as it is the case for Vertex Cover and many other problems $[15,24]$, we can ask whether the problem still admits polynomial kernels when the parameter is (asymptotically) smaller than the solution size. The goal of this approach is to provide better preprocessing guarantees, as well as to understand what is the limit of the polynomial-time "compressibility" of the considered problem. For problems defined on graphs, apart from using the solution size as a parameter, it is common to consider so-called structural parameters, which quantify some structural property of the input graph that can be seen as a measure of its "complexity". Among structural parameters, the most successful is probably treewidth $[15,35]$, but unfortunately taking the treewidth of the input graph as the parameter does not allow for polynomial kernels for essentially all natural optimization problems, unless NP $\subseteq$ coNP/poly $[6,8]$. The same applies to another relevant graph parameter called treedepth, denoted by td and defined as the minimum number of rounds needed to obtain the empty graph, where each round consists of removing one vertex from each connected component.

In fact, the lower bound proofs go through for parameterizations for which the value on a disconnected graph is the maximum, rather than the sum, of the values of its components, and whose value is polynomially bounded in the size of the graph. Hence, to be able to obtain positive kernelization results, we need to turn to parameterizations other than width measures. This motivates to consider structural parameters that quantify the "distance from triviality", a concept first coined by Guo, Hüffner, and Niedermeier [28]. The idea is to take as the parameter the vertex-deletion distance of a graph to a "trivial" graph class where the considered problem can be solved efficiently. This paradigm has proved very successful for a number of problems, in particular for VERTEX COVER. In an influential work, Jansen and Bodlaender [30] showed that Vertex Cover admits a polynomial kernel when parameterized by the feedback vertex number of the input graph, which is the vertex-deletion distance to the "trivial" class of forests. This result triggered a number of results in the area, aiming to characterize the "trivial" families $\mathcal{F}$ for which Vertex Cover admits a polynomial kernel under this parameterization [10, 12, 25, 29, 40].

Let us mention some of these results that are relevant to our work. Bougeret and Sau [12] proved that Vertex Cover admits a polynomial kernel parameterized by the vertex-deletion distance to a graph of bounded treedepth. This result was further generalized into two orthogonal directions, namely by considering a more general problem or a more general target graph class $\mathcal{F}$. For the former generalization, Jansen and Pieterse [33] proved that the following problem also admits a polynomial kernel parameterized by the vertex-deletion distance to a graph of bounded treedepth: for a fixed finite set of connected graphs $\mathcal{M}$, the $\mathcal{M}$-Minor Deletion problem consists in deleting the minimum number of vertices from an input graph to obtain a graph that does not contain any of the graphs in $\mathcal{M}$ as a minor. Note that this problem (vastly) generalizes Vertex Cover, which corresponds to the case $\mathcal{M}=\left\{K_{2}\right\}$. For the latter generalization, Bougeret, Jansen, and Sau [10] proved that Vertex Cover admits a polynomial kernel parameterized by the vertex-deletion distance to a graph of bounded bridge-depth, which is a parameter that generalizes treedepth and the feedback vertex number. It turns out that, under the assumption that the target
graph class $\mathcal{F}$ is minor-closed, the property of $\mathcal{F}$ having bounded bridge-depth is also a necessary condition for Vertex Cover admitting a polynomial kernel. Another complexity dichotomy of this flavor has been achieved by Dekker and Jansen [18] for the Feedback Vertex Set problem (with another characterization of the target graph class $\mathcal{F}$ ). These complexity dichotomies, while precious, are unfortunately quite hard to obtain, and the current knowledge seems still far from obtaining dichotomies of this type for general families of problems, such as for $\mathcal{M}$-Minor Deletion for any finite family of graphs $\mathcal{M}$. Indeed, it is wide open whether $\mathcal{M}$-Minor Deletion admits a polynomial kernel parameterized by the solution size for any set $\mathcal{M}$ containing only non-planar graphs [23, 34], so considering parameters smaller than the solution size is still out of reach.

Our contribution. We consider an alternative generalization of Vertex Cover by considering (induced) subgraphs instead of minors. Namely, for a fixed graph $H$, the $H$-Subgraph Hitting problem is defined as deleting the minimum number of vertices from an input graph to obtain a graph without any occurrence of $H$ as a subgraph. The $H$-Induced Subgraph Hitting problem is defined analogously by forbidding occurrences of $H$ as an induced subgraph. (As we shall see later, both problems behave in the same way with respect to our results.) Note that both problems correspond to Vertex Cover for the case $H=K_{2}$ and therefore are indeed generalization of it. As opposed to the case for hitting minors, it is well-known that both the $H$-Subgraph Hitting and $H$-Induced Subgraph Hitting problems admit polynomial kernels parameterized by the solution size for any graph $H$ [1,21].

Therefore, it does make sense to parameterize these problems by structural parameters in the "distance from triviality" spirit, and this is the main focus of this article. To the best of our knowledge, this is an unexplored topic, besides all the literature for VERTEX COVER discussed above. Our main result is to identify structural parameters that allow to provide sharp dichotomies for these problems depending on the forbidden (induced) subgraph $H$.

Before presenting our results, we proceed to motivate and define these structural parameters. They are inspired by the following parameter, first introduced by Bulian and Dawar [13, 14] and further studied, for instance, in [2, 22, 29, 31, 41, 42]. For a fixed class of graphs $\mathcal{H}$, the $\mathcal{H}$-elimination distance of a graph $G$, denoted by ed $\mathcal{H}_{\mathcal{H}}(G)$, is defined by mimicking the above definition of treedepth and replacing "empty graph" with "a graph in $\mathcal{H}$ ". The recursive definitions of treedepth and $\mathcal{H}$-elimination distance suggest the notion of elimination forest, which is the forest-like process of vertex removals from the considered graph to obtain either an empty graph for treedepth, or a graph in $\mathcal{H}$ for $\mathcal{H}$-elimination distance. Suppose now that $\mathcal{H}$ is defined by the exclusion of a fixed graph $H$ as a subgraph or as an induced subgraph. Formally, let $\mathcal{F}_{\bar{H}}$ (resp. $\mathcal{F}_{\bar{H}}^{\text {ind }}$ ) be the class of graphs that exclude a fixed graph $H$ as a subgraph (resp. induced subgraph). For this particular case, the notion of $\mathcal{F}_{\bar{H}}$-elimination distance ( or $\mathcal{F}_{\bar{H}}^{\text {ind }}$-elimination distance) can be interpreted as a generalization of treedepth where, in the last round of the elimination process, the vertices that do not belong to any occurrence of $\mathcal{H}$ as a subgraph (or induced subgraph) can be deleted "for free". We generalize the notion of $\mathcal{H}$-elimination distance by allowing "free removal" of vertices not contained in a copy of $H$ in every round of the elimination process, rather than just the last; we denote the corresponding parameter by $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}\left(\operatorname{or~ved}_{\mathcal{F}_{\bar{H}}}^{+}\right)$, where "v" stands for the removal of vertices, in order to distinguish this parameter from the one defined below (see Section 2 for the formal definitions of these parameters). Our first main result is the following somehow surprising dichotomy, which states that, under the assumption that $H$ is biconnected, whenever $H$ has a non-edge, the problem is unlikely to admit a polynomial kernel. Our result applies to both the induced and non-induced versions of the problem.

- Theorem 1.1. Let $H$ be a biconnected graph, let $\lambda \geq 1$ be an integer, and assume that NP $\nsubseteq$ coNP/poly. $H$-Subgraph Hitting (resp. H-Induced Subgraph Hitting) admits a polynomial kernel parameterized by the size of a given vertex set $X$ of the input graph $G$ such that $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X) \leq \lambda\left(\right.$ resp. $\left.\operatorname{ved}_{\mathcal{F}_{\bar{H}}^{\text {ind }}}^{+}(G-X) \leq \lambda\right)$ if and only if $H$ is a clique.

Note that a graph $G$ satisfies $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G)=0\left(\right.$ resp. $\left.\operatorname{ved}_{\mathcal{F}_{\bar{H}}^{\text {ind }}}^{+}(G)=0\right)$ if and only if $G$ does not contain $H$ as a subgraph (resp. induced subgraph), so the setting $\lambda=0$ corresponds to the parameterization by solution size which always admits a polynomial kernel [ 1,21 ]; this is why we assume that $\lambda \geq 1$ in the statement of Theorem 1.1.

Theorem 1.1 shows that the behavior of the considered problems in terms of the existence of polynomial kernels drastically changes as soon as one edge is missing from $H$ (under the biconnectivity assumption, which is needed in the reduction). To the best of our knowledge, this is the first time that such a dichotomy, in terms of $H$, is found with respect to the existence of polynomial kernels. It is worth mentioning that, with respect to the existence of certain fixed-parameter tractable algorithms parameterized by treewidth, dichotomies of this flavor exist for hitting subgraphs [17], induced subgraphs [43], or minors [4].

The proof of Theorem 1.1 consists of two independent pieces. On the one hand, we need to prove that both problems admit a polynomial kernel when $H$ is a clique (note that, in that case, both problems are equivalent, as any $H$-subgraph is induced). On the other hand, we need to provide a kernelization lower bound for all other graphs $H$ (cf. Theorem 3.2), and here is where we need the hypothesis that NP $\nsubseteq$ coNP/poly and, for technical aspects of the reduction, that $H$ is biconnected.

In fact, we provide a kernel that is more general than the one stated in Theorem 1.1. Also, on the negative side, we present another lower bound incomparable to that of Theorem 1.1. For the former, we provide a polynomial kernel, when $H$ is a clique, for a parameter that is more powerful than $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}$(or $\operatorname{ved}_{\mathcal{F}_{H}^{\text {ind }}}^{+}$. This more powerful parameter is somehow inspired by the parameter bridge-depth mentioned before [10], which is a generalization of treedepth in which, in every round of the elimination process, we are allowed to remove subgraphs in each component that are more general than just single vertices. In our setting, it turns out that we can afford to remove vertex sets $T \subseteq V(G)$ that induce connected subgraphs that do not contain $H$ as a subgraph (or induced subgraph) and that are "weakly attached" to the rest of the graph, meaning that each connected component of $G-T$ has at most one neighbor in $T$. If $H$ is biconnected, it is easily seen that the "candidate" sets $T$ to be removed can be assumed to be connected unions of blocks (biconnected components) of $G$, and this is why we call this parameter $\operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}\left(\right.$or bed $\left._{\mathcal{F}_{\vec{H}} \text { ind }}^{+}\right)$, where "b" stands for the removal of blocks. For any two graphs $G$ and $H$, the following inequalities, as well as the corresponding ones for the induced version, follow easily from the definitions (cf. Section 2):

$$
\begin{equation*}
\operatorname{td}(G) \geq \operatorname{ed}_{\mathcal{F}_{\bar{H}}}(G) \geq \operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G) \geq \operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}(G) \tag{1}
\end{equation*}
$$

We prove the following result, where $K_{t}$ denotes the clique on $t$-vertices, and note that in this case the induced and non-induced versions of the problem coincide.

- Theorem 1.2. Let $t \geq 3$ and $\lambda \geq 1$ be fixed integers. The $K_{t}$-Subgraph Hitting problem admits a polynomial kernel parameterized by the size of a given vertex set $X$ of the input graph $G$ such that $\operatorname{bed}_{\mathcal{F}_{\bar{K}_{t}}}^{+}(G-X) \leq \lambda$.

Note that for $t=2$, the parameter bed ${\underset{\mathcal{F}}{\bar{K}_{t}}}_{+}$is exactly treedepth, and therefore Theorem 1.2 can be seen as a far-reaching generalization of the main result of [12], that is, a polynomial kernel for Vertex Cover parameterized by the vertex deletion distance to a graph of bounded
treedepth. Also, note that Equation 1 and Theorem 1.2 imply that the same dichotomy stated in Theorem 1.1 holds if we substitute " $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X) \leq \lambda$ " for "bed ${\underset{\mathcal{F}}{\bar{H}}}_{+}(G-X) \leq \lambda$ ", and the same for the induced version.

As for strengthening our hardness results, we present kernelization lower bounds for $H$-Subgraph Hitting and $H$-Induced Subgraph Hitting, when $H$ is not a clique, parameterized by the vertex-deletion distance to a graph of constant treedepth. By Equation 1, lower bounds for treedepth are stronger than the ones of Theorem 1.1. However, in our next main result, we need a condition on $H$ that is stronger than biconnectivity, namely the non-existence of a stable cutset, that is, a vertex separator that induces an independent set.

- Theorem 1.3. Let $H$ be a graph on $h$ vertices that is not a clique and that has no stable cutset. $H$-Subgraph Hitting and $H$-Induced Subgraph Hitting do not admit a polynomial kernel parameterized by the size of a given vertex set $X$ of the input graph $G$ such that $\operatorname{td}(G-X)=\mathcal{O}(h)$, unless $\mathrm{NP} \subseteq$ coNP/poly.

Note that, for $t \geq 4$, the graph $K_{t}$ minus one edge satisfies the conditions of Theorem 1.3. The mere existence of a graph $H$ satisfying the conditions of Theorem 1.3 is remarkable, as it shows that (induced) subgraph hitting problems behave differently than minor hitting problems. Indeed, as mentioned before, it is known [33] that, for every finite family $\mathcal{M}$ of connected graphs, the $\mathcal{M}$-Minor Deletion problem admits a polynomial kernel parameterized by the vertex-deletion distance to a graph of constant treedepth.

Dekker and Jansen [18] asked if for every finite set of graphs $\mathcal{M}, \mathcal{M}$-Minor Deletion admits a polynomial kernel parameterized by the vertex-deletion distance to a graph with constant $\operatorname{exc}(\mathcal{M})$-elimination distance, where $\operatorname{exc}(\mathcal{M})$ is the class of graphs that excludes all the graphs in $\mathcal{M}$ as a minor. Theorem 1.3 shows that, by Equation 1, for the problems of excluding subgraphs or induced subgraphs, the answer to this question is negative.

Finally, let us mention another consequence of our results. Agrawal et al. [2] proved, among other results, that for every hereditary target graph class $\mathcal{C}$ satisfying some mild assumptions, parameterizing by the vertex-deletion distance to $\mathcal{C}$ and by the $\mathcal{C}$-elimination distance are equivalent from the point of view of the existence of fixed-parameter tractable algorithms. Our results imply, in particular, that the same equivalence does not hold with respect to the existence of polynomial kernels in this "distance from triviality" setting, namely for problems defined by the exclusion of (induced) subgraphs.

Organization of the paper. In Section 2 we provide an overview of the main ideas of the kernelization algorithm, which is our main technical contribution. The formal description of the kernel and its analysis, which are quite lengthy, can be found in the full version of the article [11]. In Section 3 we present our hardness results (with some proofs deferred to the full version as well), and in Section 4 we discuss some directions for further research.

## 2 Overview of the kernelization algorithm

In this section we sketch the main ideas of the kernelization algorithm stated in Theorem 1.2, along with intuitive explanations and the required definitions.

Preliminaries. Given a graph $G$ and $C \subseteq V(G)$, we denote by $N(C)=\bigcup_{v \in C} N(v) \backslash C$ and $G-C=G[V(G) \backslash C]$. Given a graph $H$, and a subgraph (resp. induced subgraph) $F$ of $G$, we say that $F$ is a copy (resp. induced copy) of $H$ if $F$ is isomorphic to $H$. We say that $G$ is $H$-free (resp. $H$-induced free) if there is no copy of $H$ (resp. induced copy) in $G$. Given two
disjoint subsets $A, B \subseteq V(G)$, we say that there is an edge between $A$ and $B$ if there exists $e \in E(G)$ such that $|e \cap A|=|e \cap B|=1$. Otherwise, $A$ and $B$ are said to be anticomplete. When $\mathcal{P}=\left\{V_{1}, \ldots, V_{m}\right\}$ is a set of subsets of $V(G)$, we let $V(\mathcal{P})=\bigcup_{V_{i} \in \mathcal{P}} V_{i}$. A $t$-clique is a set $K \subseteq V(G)$ such that $G[K]$ is a clique and $|K|=t$. For any integer $n \in \mathbb{N}$, we denote by $[n]=\{1, \ldots, n\}$. We study the following problem(s) for a fixed graph $H$.
$H$-SH (for $H$-Subgraph Hitting)
Input: A graph $G$.
Objective: Find a set $S \subseteq V(G)$ of minimum size such that $G-S$ is $H$-free.
We denote by $H$-ISH (for $H$-Induced Subgraph Hitting) the variant of the above problem where we impose that $G-S$ is $H$-induced free. We denote by opt ${ }^{H}(G)$ the optimal value of the considered problem for $G$, or simply opt $(G)$ when $H$ is clear from the context.

Let us now introduce the main graph measures used in this paper.

- Definition 2.1. Let $H$ be a fixed graph. For a graph $G$, define $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G)$ as

$$
\begin{cases}0 & \text { if } V(G)=\emptyset, \\ \operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-v) & \text { if } v \text { is a vertex that is not in any copy of } H, \\ \max _{C_{i}} \operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}\left(C_{i}\right) & \text { if } G \text { has connected components } C_{1}, \ldots, C_{c} \text { with } c \geq 2, \\ 1+\min _{v \in V(G)} \operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-v) & \text { otherwise. }\end{cases}
$$

We define $\operatorname{ved}_{\mathcal{F}_{\vec{H}}}^{+}$in the same way as ved ${\underset{\mathcal{F}}{\vec{H}}}_{+}$, except that we replace "in any copy of $H$ " by "in any induced copy of $H$ ". Note that the notation $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}$is motivated by the fact that it corresponds to vertex elimination distance, with additional power of removing "free" vertices not in any copy of $H$. Note also that even though there could be multiple vertices $v$ which satisfy the second criterion, the value is well-defined since it does not matter which one is picked; the second case will apply until all such vertices have been removed. As the case where $H=K_{t}$ plays an important role in this paper, for the sake of shorter notation we use the shortcut ved $t_{t}^{+}$to denote the parameter $\operatorname{ved}_{\mathcal{F}_{\bar{K}_{t}}}^{+}\left(\operatorname{or~ved}_{\substack{\mathcal{F}_{K_{t}}{ }^{\text {ind }}}}^{+}\right.$, which is the same).

To define the parameters bed ${\underset{\mathcal{F}}{\bar{H}}}_{+}^{\text {and } \operatorname{bed}_{\mathcal{F}_{\bar{H}}^{\text {ind }}}^{+}}$, it is convenient to introduce the following definitions (see Figure 1).

- Definition 2.2 (root and pending component). Given a fixed graph $H$ and a connected graph $G$, we say that a set $T \subseteq V(G)$ is a root of $G$ if
- $T \neq \emptyset, G[T]$ is connected and $H$-free, and
- for any connected component $C$ of $G-T,|N(C) \cap T|=1$.

We extend to notion of root to any graph $G$ as follows. For any graph $G$ with connected components $\mathcal{C}$, we say that a set $\mathcal{T}=\left\{T_{C} \mid C \in \mathcal{C}\right\}$ is a root of $G$ if for any $C \in \mathcal{C}, T_{C}$ is a root of $G[C]$. We define $V(\mathcal{T})=\bigcup_{C \in \mathcal{C}} T_{C}$, and $E(\mathcal{T})$ as the set of edges that have both their endpoints inside $V(\mathcal{T})$.

Given a graph $G$, a root $\mathcal{T}$ of $G$, and a vertex $v \in V(\mathcal{T})$, we define the pending component of $v$ relatively to $\mathcal{T}$, denoted by $C^{\mathcal{T}}(v)$, as the connected component of $v$ in the graph obtained from $G$ by removing all edges $e \subseteq E(\mathcal{T})$. We extend the notation to any subset $Z \subseteq V(\mathcal{T})$ with $C^{\mathcal{T}}(Z)=\bigcup_{v \in Z} C^{\mathcal{T}}(v)$. When the root is clear from context, we use $C(v)$ instead of $C^{\mathcal{T}}(v)$.

We define an induced root in the same way, except that we replace " $G[T]$ is connected and $H$-free" by " $G[T]$ is connected and $H$-induced free". Note that any graph admits a root, by taking for example a single vertex (to play the role of $T_{C}$ ) in each connected component.


Figure 1 In this example we consider that $H=K_{4}$, and we denote by $C_{1}$ and $C_{2}$ the two connected components of $G$ (where $v_{1} \in C_{1}$ ). Observe that $\mathcal{T}=\left(T_{1}, T_{2}\right)$ is a root of the depicted graph with $T_{1}=\left\{v_{1}, v_{2}, v_{3}, v_{4}\right\}$ and $T_{2}=\left\{u_{1}, u_{2}\right\}$. We have $C\left(v_{1}\right)=\left\{v_{1}\right\}$ and $C\left(v_{2}\right)=\left\{v_{2}, w_{1}, w_{2}, w_{3}\right\}$. Finally, taking $T_{1}^{\prime}=T_{1} \cup\left\{w_{1}\right\}$ and $\mathcal{T}^{\prime}=\left\{T_{1}^{\prime}, T_{2}\right\}$ would not be a root as $T_{1}^{\prime}$ is not a root of $G\left[C_{1}\right]$.

- Observation 2.3. Let $G$ be a graph and $\mathcal{T}$ be a root of $G$. For any $v \in V(\mathcal{T})$, there is no edge between $C(v) \backslash\{v\}$ and $V(G) \backslash C(v)$.
- Definition 2.4. Let $H$ be a fixed graph. For a graph $G$, we define $\operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}(G)$ as

$$
\begin{cases}0 & \text { if } V(G)=\emptyset, \\ \operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}(G-v) & \text { if } v \text { is a vertex that is not in any copy of } H, \\ \max _{C_{i}} \operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}\left(C_{i}\right) & \text { if } G \text { has connected components } C_{1}, \ldots, C_{c} \text { with } c \geq 2, \\ 1+\min _{T \subset V(G)} \operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}(G-T) & \text { otherwise, where } T \text { ranges over all roots of } G .\end{cases}
$$

We define $\operatorname{bed}_{\mathcal{F}_{\vec{H}}}^{+}$in the same way as bed ${\underset{\mathcal{F}}{\vec{H}}}_{+}$, except that we replace "where $T$ ranges over all roots of $G$ " by "where $T$ ranges over all induced roots of $G$ ". Again, as the case where $H=K_{t}$ plays an important role in this paper, for the sake of shorter notation we use the shortcut ved $t^{+}$to denote the parameter bed $\mathcal{F}_{\bar{K}_{t}}^{+}$(or bed ${\underset{\mathcal{F}_{K_{t}}}{\text { ind }}}_{+}^{+}$, which is the same). We point out that, to make the definition of $\operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}$as simple as possible, we allowed $T$ to range over all roots of $G$. However, as shown in [11, Lemma 6.9], as soon as $H$ is biconnected, there always exists a root that is the connected union of $H$-(induced-)free blocks of $G$, hence our choice of notation to differentiate $\operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}$from $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}$.

Given $\lambda \in \mathbb{N}$, let us now define the following variant of the considered problem, where we suppose that we are given as an additional input a modulator (corresponding to set $X$ ) to a "simple" graph $G-X$, where the simplicity is captured by bed ${ }_{t}^{+}$being at most $\lambda$.
$K_{t}$-SHM ${ }^{\lambda}$ (for $K_{t}$-Subgraph Hitting given a modulator to bed ${ }_{t}^{+}$at most $\lambda$ ) Input: A graph $G$ and a set $X \subseteq V(G)$ such that $\operatorname{bed}_{t}^{+}(G[R]) \leq \lambda$, where $R=V(G) \backslash X$. Objective: Find a set $S \subseteq V(G)$ of minimum size such that for any $t$-clique $Z$ of $G$, $S \cap Z \neq \emptyset$.

We denote by $K_{t}-\mathrm{SHM}_{\mathrm{p}}^{\lambda}$ the associated parameterized decision problem with an additional $k$ in the input, where the goal to decide whether opt $(G) \leq k$, and the parameter is $|X|$.

In [11, Section 5] we prove our main positive result that we restate here with less details, and which is a reformulation of Theorem 1.2 with the notation introduced in this section:

- Theorem 2.5. There is a polynomial kernel for $K_{t}-S H M_{\mathrm{p}}^{\lambda}$ of size $\mathcal{O}_{\lambda, t}\left(|X|^{\delta(\lambda, t)}\right)$ for some function $\delta(\lambda, t)$.

Let us now present an overview of the techniques used to establish the above result.

Warming up with Vertex Cover. As an extreme simplification of our set up, let us consider the case where $t=2$, corresponding to Vertex Cover, and assume that $X$ is a modulator to the simplest graph class, namely an independent set. Our kernel uses a marking procedure (cf. [11, Definition 5.5]) that corresponds to the following marking algorithm for Vertex Cover. For any $u \in X$, mark up to $|X|+1$ vertices $v \in R$ such that $\{u, v\} \in E(G)$. Let $M \subseteq R$ be the set of marked vertices. Observe the following "packing property" of the marking algorithm: if there exists $v \in R \backslash M$ and $u \in X$ with $\{u, v\} \in E(G)$, then there exists a "packing" $\mathcal{P} \subseteq M$ of $|X|+1$ vertices such that for any $v^{\prime} \in \mathcal{P},\left\{v^{\prime}, u\right\} \in E(G)$ (the term "packing" may seem inappropriate here, but becomes natural for $t>2$ as the marking algorithm will mark disjoint sets of vertices instead of distinct vertices). Now, if $R=M$ then $|R| \leq \mathcal{O}\left(|X|^{2}\right)$ and the instance is kernelized. Otherwise, if there exists $v \in R \backslash M$, then define a reduced instance as $G^{\prime}=G-v$ and $k^{\prime}=k$. Let us sketch why this removing step is safe, as the arguments also correspond to a very simplified version of [11, Lemma 5.14]. The only non-trivial direction is that if $\left(G^{\prime}, k^{\prime}\right)$ is a yes-instance, then $(G, k)$ is also a yes-instance. Given a solution $Z^{\prime}$ of $\left(G^{\prime}, k^{\prime}\right)$, if there exists $u \in X \backslash Z^{\prime}$ such that $\{u, v\} \in E(G)$, then the packing property implies the existence of the above set $\mathcal{P}$. Thus, we get that $Z^{\prime}$ overpays for $u$ : it contains one extra vertex (in this case, one instead of zero) for each $v^{\prime} \in \mathcal{P}$ as we must have $\mathcal{P} \subseteq Z^{\prime}$. This implies that we can restructure $Z^{\prime}$ into $\tilde{Z}=X$, while ensuring that $|\tilde{Z}| \leq\left|Z^{\prime}\right|$. Now, $\tilde{Z}$ can be easily completed to a solution of $G$ of size $k$ (in this case, by doing nothing). By repeating this reduction rule, we get the kernel of size $\mathcal{O}\left(|X|^{2}\right)$.

Parts, chunks, and conflicts. Let us now point out some important ideas used to lift up the previous kernel for Vertex Cover to $K_{t}-\mathrm{SHM}_{\mathrm{p}}^{\lambda}$. In the previous setting, the key property when proving the safeness of the reduction rule, given a solution $Z^{\prime}$ of $\left(G^{\prime}, k^{\prime}\right)$, is the following: when "adding back" a non-marked vertex $v \in R \backslash M$ to $G^{\prime}$, either there exists $u \in X \backslash Z^{\prime}$ such that $Z^{\prime}$ overpays for $u$, or there is no edge $\{u, v\}$ for any $u \in X \backslash Z^{\prime}$.

Let us now rephrase this key property in the setting of hitting $t$-cliques using the adapted concepts of part, chunk, and conflict; we will formally define these terms later. When "adding back" a non-marked part $V^{\prime} \subseteq R \backslash M$ to $G^{\prime}$, we know that either there exists a chunk $X^{\prime} \subseteq X \backslash Z^{\prime}$ such that $Z^{\prime}$ overpays for $X^{\prime}$, or there is no conflict between $X^{\prime}$ and $V^{\prime}$ for any chunk $X^{\prime}$. Observe first that, as $G-X$ is now more general than an independent set, we have to consider a packing of "parts" (subsets of vertices of $R$ ), meaning that if there is a non-marked part $V^{\prime}$ that we remove, we now set $k^{\prime}=k-\operatorname{opt}\left(G\left[V^{\prime}\right]\right)$. The second difference is the notion of "conflict between $X^{\prime}$ and $V^{\prime \prime}$ " that plays the role of "edge $\{u, v\}$ ". We say that there is no conflict between $X^{\prime}$ and $V^{\prime}$ if conf $X_{X^{\prime}}^{t}\left(V^{\prime}\right)=0$, the condition conf $X_{X^{\prime}}^{\prime}\left(V^{\prime}\right)=0$ being equivalent to the fact that we can pick only opt $\left(G\left[V^{\prime}\right]\right)$ vertices in $V^{\prime}$, while still hitting all $t$-cliques in $G\left[X^{\prime} \cup V^{\prime}\right]$ (see [11, Definition 5.2] for the formal definition of conf ${ }^{t}$ ). The third difference is the notion of chunk and blocking set. A good starting point when trying to complete a solution $Z^{\prime}$ of $G^{\prime}$ to a solution $Z$ of $G$ is that $\operatorname{conf}_{X \backslash Z^{\prime}}^{t}\left(V^{\prime}\right)=0$. Indeed, this condition implies that there exists a set $S_{V^{\prime}}^{\star}$ of size opt $\left(G\left[V^{\prime}\right]\right)$ such that $S_{V^{\prime}}^{\star}$ hits all $t$-cliques in $G\left[V^{\prime} \cup\left(X \backslash Z^{\prime}\right)\right]$. Thus, $S_{V^{\prime}}^{\star}$, is a good candidate to build a solution $Z=Z^{\prime} \cup S_{V^{\prime}}^{\star}$ of $(G, k)$. Note that this only remains a good starting point, as $Z$ may not be a solution: it could miss cliques using $V^{\prime},\left(X \backslash Z^{\prime}\right)$, and other vertices in $R \backslash V^{\prime}$. This condition $\operatorname{conf}_{X \backslash Z^{\prime}}^{t}\left(V^{\prime}\right)=0$ could be achieved by a marking algorithm that, for any $U \subseteq X$, marks up to $|X|+1$ parts $V^{\prime}$ such that $\operatorname{conf}_{U}^{t}\left(V^{\prime}\right)>0$, which is a generalization of the previous marking algorithm for Vertex Cover. However, the running time and the number of marked parts by such an algorithm would not be polynomial in $|X|$, as there are too many subsets $U$ to consider.

To overcome this issue, the trick is the notion of maximum minimal blocking sets, denoted by $\mathrm{mmbs}_{t}$ (cf. [11, Definition 4.1]), which is a graph parameter for which we skip the definition for the moment. What is important to state about $\mathrm{mmbs}_{t}$ here is that in $\left[11\right.$, Theorem 2.6] we prove that there exists a function $\beta: \mathbb{N}^{2} \rightarrow \mathbb{N}$ such that for every graph $G, \operatorname{mmbs}_{t}(G) \leq \beta\left(\operatorname{bed}_{t}^{+}(G), t\right)$. As in the kernelization algorithm we apply this to $G[R]$ and $\operatorname{bed}_{t}^{+}(G[R]) \leq \lambda$, we obtain $\operatorname{mmbs}_{t}(G[R]) \leq \beta(\lambda, t)$. Moreover, [11, Lemma 5.4] implies that the previous marking condition "there exists $U \subseteq X$ such that $\operatorname{conf}_{U}^{t}\left(V^{\prime}\right)>0$ " is equivalent to "there exists $X^{\prime} \in \mathcal{X}$ such that $\operatorname{conf}_{X^{\prime}}^{t}\left(V^{\prime}\right)>0$ ", where $\mathcal{X}=\left\{X^{\prime} \subseteq X \mid\right.$
$\left|X^{\prime}\right| \leq(t-1) \beta(\lambda, t)$ and $X^{\prime}$ does not contain a $t$-clique $\}$ is the set of chunks. Observe that, as the chunks have bounded size, the marking algorithm runs in time $\mathcal{O}^{\star}\left(|X|^{(t-1) \beta(\lambda, t)}\right)$. The conclusion is that the "triviality" of $G[R]\left(\operatorname{bed}_{t}^{+}(G[R]) \leq \lambda\right)$ implies that $G[R]$ has bounded $\mathrm{mmbs}_{t}$, which allows to certify the absence of conflict (for any $U \subseteq X$ ) in polynomial time.

These notions of conflict, chunk, and minimal blocking set were also critical in previous work on kernelization: the notion of conflict was introduced in [30], and bounds on $\mathrm{mmbs}_{2}$ (for Vertex Cover) have been proved for different triviality measures of $G[R][3,10,12,29,30]$. A first difference here is the study of $\mathrm{mmbs}_{t}$ for $K_{t}$-Subgraph Hitting, whose behavior is more complex than Vertex Cover, as discussed below when mentioning the new challenges.

Decreasing $\operatorname{bed}_{t}^{+}(\boldsymbol{G}[\boldsymbol{R}])$ and using recursion. Let us now informally describe the main steps of the kernel (see Figure 2). Given a graph $G$, we denote by $N^{t}(G)=\{v \in V(G) \mid$ $\nexists t$-clique $K$ with $v \in K\}$ the set of vertices of $G$ that do not occur in any copy of $K_{t}$, called the non- $K_{t}$-vertices. Given an input $(G, X, k)$ of $K_{t}$ - $\mathrm{SHM}_{\mathrm{p}}^{\lambda}$, we first compute $N^{t}(G[R])$ and, using the algorithm of [11, Lemma 6.9], a bed ${ }_{t}^{+}$-root $\mathcal{T}$ of $G[R]-N^{t}(G[R])$, where a $\operatorname{bed}_{t}^{+}$-root of $G$ is a root $\mathcal{T}$ such that $\operatorname{bed}_{t}^{+}(G-V(\mathcal{T}))=\operatorname{bed}_{t}^{+}(G)-1$. We point out that, unlike the case for treedepth or bridge-depth, computing such a root is not straightforward, as one cannot try the a priori exponentially many possible roots to find one that decreases bed $_{t}^{+}$. However, the algorithm of [11, Lemma 6.9] relies on the fact that it is possible to compute in polynomial time a set of size $\mathcal{O}(n)$ that contains a bed ${ }_{t}^{+}$-root. Coming back to the kernel strategy, observe that there may be edges between some $C(v)$ and $N^{t}(G)$, but not between $C(v)$ and $C(u)$ for $u \neq v$, and that by definition of a $\operatorname{bed}_{t}^{+}$-root, $\operatorname{bed}_{t}^{+}\left(G\left[R^{\prime}\right]\right)<\lambda$, where $R^{\prime}=R-V(\mathcal{T})$. Then, we mark a small (polynomial in $\left.|X|\right)$ set $M\left(\mathcal{T}, N^{t}(G[R]), G, X\right)$ of vertices (cf. [11, Definition 5.8]) of $V(\mathcal{T})$ using the mark algorithm (cf. [11, Definition 5.5]). If there exists $v \in V(\mathcal{T}) \backslash M\left(\mathcal{T}, N^{t}(G[R]), G, X\right)$, then we can remove $C(v)$ and decrease $k$ by opt $(G[C(v)])$ (cf. [11, Lemma 5.14]). Otherwise, $\left|M\left(\mathcal{T}, N^{t}(G[R]), G, X\right)\right|=\mathcal{O}\left(|X|^{f(\lambda, t)}\right)$ for some function $f$, and thus we can move $M\left(\mathcal{T}, N^{t}(G[R]), G, X\right)$ to the modulator and get a new modulator $X^{\prime}=X \cup M\left(\mathcal{T}, N^{t}(G[R]), G, X\right)$ whose size is still polynomial in $|X|$. The key point is that $\operatorname{bed}_{t}^{+}\left(G-X^{\prime}\right)=\operatorname{bed}_{t}^{+}\left(G\left[R^{\prime}\right]\right)<\lambda$, and thus we use induction on $\lambda$ and make a recursive call to $\left(G, X^{\prime}\right)$, which is an input of $K_{t}-\mathrm{SHM}_{\mathrm{p}}^{\lambda-1}$, leading to a kernel polynomial in $\left|X^{\prime}\right|$, and thus in $|X|$.

This idea of shrinking the "root" of a decomposition of $G-X$ to decrease the "triviality measure" (here, bed $_{t}^{+}$) and recurse originates in [27], and was used in [12] for treedepth. It was subsequently generalized in [10], where the triviality measure is a parameter called bridge-depth and the equivalent of a root is a so-called tree of bridges for each connected component of $G[R]$.

New challenges. With respect to the strategies followed in previous work on related topics [10, 12, 18, 29, 30, 32, 33], in our setting we encounter (at least) the following three orthogonal difficulties, for which we have to develop new ideas: dealing with the non- $K_{t^{-}}$ vertices, dealing with cliques $K_{t}$ for arbitrary fixed $t$ instead of $t=2$, and proving that there exists a function $\beta$ such that for every graph $G, \operatorname{mmbs}_{t}(G) \leq \beta\left(\operatorname{bed}_{t}^{+}(G)\right)$.


Figure 2 Main steps of the kernel. In this example $\mathcal{T}=\left\{T_{1}, T_{2}\right\}$ (edges inside $T_{i}$ are in bold, and dotted edges cannot exist), and there exists a non-marked vertex $v$, implying that the pending component $C(v)$ will be removed.

The first difficulty is handling vertices of $N^{t}(G[R])$, which are vertices not belonging to a $t$-clique in $G[R]$. Indeed, observe that these non- $K_{t}$-vertices are "free" for bed ${ }_{t}^{+}$, in the sense that $\operatorname{bed}_{t}^{+}(G[R])=\operatorname{bed}_{t}^{+}\left(G[R]-N^{t}(G[R])\right)$. However, these vertices make the structure of $G[R]$ more complicated. Indeed, $\mathcal{T}$ being a root of $G[R]-N^{t}(G[R])$ implies that for any $T \in \mathcal{T}$ and $v \in T$, there are no edges between $C(v) \backslash\{v\}$ and other vertices in $C(u)$ for $u \in V(\mathcal{T}) \backslash\{v\}$, but there could be edges between $C(v)$ and $N^{t}(G[R])$. Thus, unlike in $[10,12]$, we cannot just bound the number of connected components of $G[R]$, and then assume that we have a single root $T$ with simple properties (again, the root being a single vertex in [12], and a tree of bridges in [10]). Typically, here $G[R]$ could have only one connected component, but the nice structure given by $\mathcal{T}$ could be "polluted" by vertices of $N^{t}(G[R])$. We handle these vertices by considering a packing of "bidimensional" parts $\left(V_{i}, N_{i}\right)$, where in particular $V_{i} \subseteq V(\mathcal{T})$ is a clique of size at most $t-1$ and $N_{i} \subseteq N^{t}(G[R])$, and we use a kind of generalized "sunflower-like" marking by first creating a maximal packing $\mathcal{P}$ of parts $\left(V_{i}, N_{i}\right)$, of size at most $|X|+1$, and then recursively marking around each possible $g \in \bigcup N_{i}$ (see the last line of [11, Definition 5.5]).

The second difficulty is to handle $t$-cliques instead of edges. Indeed, assume that we just removed a pending component $C(v)$ for some $v \in V(\mathcal{T})$ and defined $k^{\prime}=k-$ opt $(G[C(v)])$. Assume also that, given a solution $Z^{\prime}$ of $\left(G^{\prime}, k^{\prime}\right)$, we have the good starting point $\operatorname{conf}_{\left(X \cup N^{t}(G[R])\right) \backslash Z^{\prime}}^{t}(C(v))=0$, implying, by the definition of conflict, that there exists a locally optimal solution $S_{v}^{\star}$ of $G[C(v)]$ that intersects all $t$-cliques of $G[C(v) \cup((X \cup$ $\left.\left.\left.N^{t}(G[R])\right) \backslash Z^{\prime}\right)\right]$. However, there could also exist "spread" cliques $K$ containing $v$ and using vertices of $\left(\left(X \cup N^{t}(G[R])\right) \backslash Z^{\prime}\right)$ and $M^{\prime} \subseteq(V(\mathcal{T}) \backslash\{v\})$. These cliques may be spread across several vertices of $V(\mathcal{T})$, and by definition of a root they cannot use vertices in $C(u) \backslash\{u\}$ for any $u \in M^{\prime} \cup\{v\}$ (according to Observation 2.3). To take into account the potential conflicts generated by these spread cliques, we perform $t-1$ marking steps (cf. [11, Definition 5.8]), where informally at each step we guess all possible subsets $M^{\prime}$, with $\left|M^{\prime}\right| \leq t-1$, corresponding to a guessed intersection of a spread clique with previously marked vertices.

The last difficulty is to bound $\mathrm{mmbs}_{t}(G)$ as a function of $\operatorname{bed}_{t}^{+}(G)$ for any graph $G$. We first need to define the notion of blocking set adapted to our problem. Let $\mathrm{E} K_{t}$ - SH (for Extended $K_{t}$-Subgraph Hitting) be the problem where given $(G, \mathcal{F})$, where $\mathcal{F}$ is a set of subsets of $V(G)$ such that for any $Z \in \mathcal{F}, 1 \leq|Z| \leq t-1$ and $G[Z]$ is a clique, a solution must intersect all $t$-cliques of $G$ and all $Z \in \mathcal{F}$. A blocking set $\mathcal{B}$ of $G$ is a set of subsets of vertices of $G$ such that $\operatorname{opt}(G, \mathcal{B})>\operatorname{opt}(G)$, where $\operatorname{opt}(G, \mathcal{B})$ is the minimum size of a solution of the $\mathrm{E} K_{t}$ - SH problem with input $(G, \mathcal{B})$, meaning that any set hitting all $t$-cliques of $G$ and all $Z \in \mathcal{B}$ cannot be an optimal solution of $G$ for $K_{t}-\mathrm{SH}$. Then, $\operatorname{mmbs}_{t}(G)$ is the
maximum size of an inclusion-wise minimal blocking set of $G$. The "max-min" taste of this definition makes it difficult to handle, but fortunately we will use [11, Property 1] stating that for any $\beta, \operatorname{mmbs}_{t}(G) \leq \beta$ is equivalent to the fact that for any blocking set $\mathcal{B}$ of $G$, there exists $\overline{\mathcal{B}} \subseteq \mathcal{B}$ such that $\overline{\mathcal{B}}$ is still a blocking set of $G$ and $|\overline{\mathcal{B}}| \leq \beta$. We obtain the following upper bound, which requires a considerable amount of technical work.

- Theorem 2.6. For any graph $G$ and any integer $t \geq 3$, it holds that $\operatorname{mmbs}_{t}(G) \leq$ $\beta\left(\operatorname{bed}_{t}^{+}(G), t\right)$, where $\beta(x, t)=\underbrace{2^{t 2^{t 2^{\prime}}}}_{x \text { times }}\left(\right.$ i.e., $\beta(1)=2^{t}, \beta(2)=2^{t 2^{t}}$, etc.)

To explain the difficulty of proving the above theorem, let us sketch how such a bound is obtained for Vertex Cover as a function of treedepth, for example in the proof in [12] that, for every graph $G, \operatorname{mmbs}_{2}(G) \leq 2^{\operatorname{td}(G)}$.

Observe first that for the VERTEX Cover problem, a blocking set $\mathcal{B}$ is a set of singletons, which we consider as a subset of vertices, such that any vertex cover $S$ containing $\mathcal{B}$ is not optimal. Let us now use [11, Property 1] and consider a blocking set $\mathcal{B}$ of $G$, and let us show that there exists $\overline{\mathcal{B}} \subseteq \mathcal{B}$ such that $\overline{\mathcal{B}}$ is still a blocking set of $G$ and $|\overline{\mathcal{B}}| \leq 2^{\operatorname{td}(G)}$. Consider a graph $G$ and a "root" $v$ of a treedepth decomposition of $G$, meaning that $\operatorname{td}(G-v)<\operatorname{td}(G)$. Let us consider the most complex case where there exists an optimal solution using $v$, another avoiding $v$, and $v \notin \mathcal{B}$. It is not difficult to prove that, as $\mathcal{B}$ is a blocking set of $G, \mathcal{B}_{1}=\mathcal{B}$ is a blocking set of $G_{1}:=G-v$, and $\mathcal{B}_{2}=\mathcal{B} \backslash N(v)$ is a blocking set of $G_{2}:=G-(\{v\} \cup N(v))$. Thus, as for any $i \in[2], \operatorname{td}\left(G_{i}\right)<\operatorname{td}(G)$, by induction we get that there exists $\overline{\mathcal{B}}_{i} \subseteq \mathcal{B}_{i}$ such that $\overline{\mathcal{B}}_{i}$ is a blocking set of $G_{i}$ and $\left|\overline{\mathcal{B}}_{i}\right| \leq 2^{\operatorname{td}(G)-1}$. As $\overline{\mathcal{B}}_{1} \cup \overline{\mathcal{B}}_{2}$ is a blocking set of $G$, we get the desired bound. The problem when lifting this idea to $K_{t}$-Subgraph Hitting instead of Vertex Cover is that, when considering an optimal solution $S$ that avoids a root $v$, we do not know which vertex the solution $S$ will pick in $N(v)$. This is the reason for which we consider the more general version of the problem, namely $\mathrm{E} K_{t}$ - SH , to encode the fact that a solution of $(G, \emptyset)$ avoiding a root $v$ must be a solution of $\left(G-v, \operatorname{pr}_{v}^{t}(V(G) \backslash\{v\})\right)$, where given two disjoint sets $A, B \subseteq V(G)$, $\operatorname{pr}_{A}^{t}(B)=\{K \cap B \mid K$ is a $t$-clique in $G[A \cup B]$ and $K \cap A \neq \emptyset$ and $K \cap B \neq \emptyset\}$. We also need to define the corresponding generalized notion of blocking set of an instance $(G, \mathcal{F})$ of E $K_{t}$-SH (cf. [11, Definition 4.1]), and not only of a graph $G$. Moreover, we have to keep track of the structure of $\mathcal{F}$, as there is no hope to bound $\operatorname{mmbs}_{t}(G, \mathcal{F})$ as a function of $\operatorname{bed}_{t}^{+}(G)$ for an arbitrary set $\mathcal{F}$. Indeed, for example, let $G_{\ell}$ be a chain of triangles of length $\ell$, as depicted in Figure 4. We have $\operatorname{mmbs}_{2}\left(G_{\ell}\right) \geq \ell$, as if we let $\mathcal{B}$ be the set of top vertices of the $\ell$ triangles, then it can be easily seen that $\mathcal{B}$ is a minimal blocking set of $G_{\ell}$ with $|\mathcal{B}|=\ell$. Now, take $\mathcal{F}=E\left(G_{\ell}\right), t=4$, and observe that any solution of instance $\left(G_{\ell}, \mathcal{F}\right)$ of $\mathrm{E} K_{t}$ - SH is a vertex cover of $G_{\ell}$, and thus $\mathcal{B}$ is also a minimal blocking set of size $\ell$ for the input $\left(G_{\ell}, \mathcal{F}\right)$ with $t=4$, while $\operatorname{bed}_{t}^{+}\left(G_{\ell}\right)=0$ as $G_{\ell}$ is $K_{4}$-free.

We resolve this problem by proving bounds on $\operatorname{mmbs}_{t}(G, \mathcal{F})$ only for a special type of instances that we call clean, which are pairs $(G, \mathcal{F})$ such that $\operatorname{opt}(G, \mathcal{F})=\operatorname{opt}(G)$. The first main difficulty is that, when starting with a blocking set $\mathcal{B}$ of $(G, \mathcal{F})$, reducing to a graph $G^{\prime}$ with $\operatorname{bed}_{t}^{+}\left(G^{\prime}\right)<\operatorname{bed}_{t}^{+}(G)$ requires to remove the entire root $\mathcal{T}$ of $G-N^{t}(G)$, instead of just one vertex as in the treedepth case. As $|V(\mathcal{T})|$ may be arbitrarily large, we need to prove (see [11, Lemma 4.8]) that it is enough to "zoom in" on a small number of subgraphs (pending components here), allowing us to extract (by induction) a small blocking set only in each of these subgraphs. The second main difficulty is to ensure that we can reduce via recursion to smaller clean instances. Indeed, even if we initially consider a clean instance $(G, \emptyset)$, and even in the favorable case where $\mathcal{T}$ is just one vertex $v$ (as in treedepth), we have to consider
the case where there exists an optimal solution of $G$ using $v$, another avoiding $v$, and $v \notin \mathcal{B}$, where $\mathcal{B}$ is fixed blocking set from which we try to extract a small one. However, observe that optimal solutions avoiding $v$ are optimal solutions of $\left(G-v, \operatorname{pr}_{v}^{t}(V(G) \backslash\{v\})\right)$, and that $\operatorname{opt}\left(G-v, \operatorname{pr}_{v}^{t}(V(G) \backslash\{v\})\right)=\operatorname{opt}(G)=1+\operatorname{opt}(G-v)$ (the last equality holds since there are optimal solutions taking $v$ ). Thus, we observe that this situation leads to a non-clean instance $\left(G-v, \operatorname{pr}_{v}^{t}(V(G) \backslash\{v\})\right)$, but "almost clean" as opt $\left(G-v, \operatorname{pr}_{v}^{t}(V(G) \backslash\{v\})\right)=\operatorname{opt}(G-v)+1$. We treat these almost clean instances in [11, Lemma 4.5], which is the main cause of the huge growth of function $\beta$ in the final bound $\operatorname{mmbs}_{t}(G) \leq \beta\left(\operatorname{bed}_{t}^{+}(G), t\right)$ given in Theorem 2.6. As this bound directly reverberates both in the running time and the size of the kernel (see [11, Theorem 5.16], where $\delta(\lambda, t)$ is dominated by $\beta(\lambda, t)$ for an instance $(G, X)$ of $K_{t}$-SHM where $\operatorname{bed}_{t}^{+}(G-X) \leq \lambda$ ), improving this bound is crucial in order to improve the kernel size. In this direction, we provide in [11, Lemma 4.12] a significantly better upper bound for minimal blocking sets of the $K_{t}-$ SH problem as a function of td instead of bed ${ }_{t}^{+}$. As the proof technique is also different, we believe that this result might be of independent interest.

Finally, let us mention that in several earlier papers on kernelization using structural parameterizations, it was also crucial to understand the maximum size of an inclusion-minimal set with additional requirements on the solution to a vertex-deletion problem, for which no optimal solution can satisfy all additional requirements; these correspond to variations on the notion of blocking sets. They were explored for the problems of hitting forbidden connected minors in graphs of bounded treedepth [33], and for hitting cycles in graphs of bounded elimination distance to a forest [18], both of which lead to super-exponential bounds in terms of the graph parameter.

## 3 Hardness results

In this section we present two reductions from CNF-SAT, and to transfer the non-existence of polynomial kernels (under reasonable complexity assumptions), we use the notion of polynomial parameter transformation, introduced by Bodlaender, Thomassé, and Yeo [9]. A polynomial parameter transformation from a parameterized problem $P$ to a parameterized problem $Q$ is an algorithm that, given an instance $(x, k)$ of $P$, computes in polynomial time an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ of $Q$ such that $k^{\prime}$ is bounded by a polynomial depending only on $k$. It follows easily from the definition that if $P$ does not admit a polynomial generalized ${ }^{1}$ kernel under some complexity assumption, then the same holds for $Q$. The complexity hypothesis in the following proposition builds on the results by Fortnow and Santhanam [26].

- Proposition 3.1 (Dell and van Melkebeek [19]). CNF-SAT does not admit a polynomial generalized kernel parameterized by the number of variables of the input formula, unless $\mathrm{NP} \subseteq$ coNP/poly.

We are ready to present our main hardness result, which is inspired by other reductions for related problems $[10,16,18,25,32]$. The crucial issue of this reduction, and its main conceptual novelty, is the following fact: when $H$ is not a clique, the intersection of an occurrence of $H$ with (a subgraph of) $G-X$ may be disconnected. We exploit this fact by

[^0]creating clause gadgets with large minimal blocking sets whose elements are disconnected (in Figure 3, each pair of consecutive non-adjacent vertices $u, v$ is an element of a blocking set), and this results in clause gadgets behaving as "chains" where the propagation of information (that is, the vertices picked by the solution) is done without needing edges connecting the elements of the chain (thus, in a "wireless" fashion), easily implying that the corresponding parameter in $G-X$ is bounded by a constant.

- Theorem 3.2. Let $H$ be a biconnected graph that is not a clique. The $H$-SUBGRAPH Hitting (resp. H-Induced Subgraph Hitting) problem does not admit a polynomial kernel parameterized by the size of a given vertex set $X$ of the input graph $G$ such that $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X) \leq 1\left(\right.$ resp. $\left.\operatorname{ved}_{\mathcal{F}_{\vec{H}}^{\text {ind }}}^{+}(G-X) \leq 1\right)$, unless $\mathrm{NP} \subseteq$ coNP/poly.

Proof. We present a polynomial parameter transformation from the CNF-SAT problem parameterized by the number of variables, which does not admit a polynomial generalized kernel by Proposition 3.1, unless NP $\subseteq$ coNP/poly. We present our reduction for the $H$ Subgraph Hitting problem, and at the end of the proof we observe that the same reduction applies to $H$-Induced Subgraph Hitting as well.

Given a CNF-SAT formula $\phi$ with $n$ variables $x_{1}, \ldots, x_{n}$ and $m$ clauses $C_{1}, \ldots, C_{m}$, we proceed to construct in polynomial time an instance $G$ of $H$-Subgraph Hitting, together with a set $X \subseteq V(G)$ with $\operatorname{ved}_{H}^{+}(G-X) \leq 1$ and $|X|=|V(H)| \cdot n$, such that $\phi$ is satisfiable if and only if $G$ contains a solution of $H$-Subgraph Hitting of size at most $n-m+\sum_{j=1}^{m} c_{j}$, where $c_{j}$ denotes the number of literals in clause $C_{j}$. Since $|V(H)|$ is a constant, this would indeed define a polynomial parameter transformation from CNF-SAT parameterized by the number of variables to $H$-Subgraph Hitting parameterized by the size of a given vertex set $X$ of the input graph $G$ such that $\operatorname{ved}_{H}^{+}(G-X) \leq 1$.

For each variable $x_{i}$, we add a disjoint copy of $H$ to $G$. We call such a copy of $H$ the $i$-variable-copy of $H$. For each clause $C_{j}$, we add $c_{j}-1$ disjoint copies of $H$ to $G$, and we order them arbitrarily from 1 to $c_{j}-1$. Moreover, we add two new vertices $u_{j}^{0}$ and $v_{j}^{c_{j}}$ to $G$. We call each of these $c_{j}-1$ copies of $H$ a $j$-clause-copy of $H$. Note that, so far, we have introduced $n-m+\sum_{j=1}^{m} c_{j}$ disjoint copies of $H$ in $G$.

We now proceed to interconnect these copies of $H$ according to $\phi$. Since $H$ is a biconnected graph that is not a clique (hence, it is 2-connected), it follows that $|V(H)| \geq 4$. Thus, in particular there exist two non-adjacent vertices $u, v \in V(H)$ and another vertex $w \in V(H)$ distinct from $u$ and $v$. Let $H^{\prime}=H-\{u, v, w\}$. (Even if it is not critical for the proof, note that $\left|V\left(H^{\prime}\right)\right| \geq 1$.) Let also $z^{+}$and $z^{-}$be two distinct vertices of $H$ (not necessarily different from $u, v, w)$. We will use the copies of these vertices in the variable-copies and clause-copies of $H$ to interconnect them in $G$. To this end, for three distinct vertices $a, b, c \in V(G)$ and a subgraph $F$ of $G$ isomorphic to $H^{\prime}$ not containing any of $a, b, c$, by adding an $(a, b, c, V(F))$ copy of $H$ to $G$ we mean the operation of, starting from $G[\{a, b, c\} \cup V(F)]$, adding the missing edges to complete a copy of $H$, where vertex $a$ (resp. $b, c$ ) of $G$ plays the role of vertex $w$ (resp. $u, v$ ) of $H$, and $F$ plays the role of $H^{\prime}$, with a fixed isomorphism that we suppose to have at hand.

For each clause $C_{j}$ of $\phi$, consider an arbitrary ordering of its literals as $\ell_{1}, \ldots, \ell_{c_{j}}$, and recall that $G$ contains $c_{j}-1$ ordered disjoint $j$-clause-copies of $H$ together with two extra vertices $u_{j}^{0}$ and $v_{j}^{c_{j}}$. For $i \in\left[c_{j}\right]$, we add a new copy of $H^{\prime}$ to $G$, which we denote by $F_{j}^{i}$. For $i \in\left[c_{j}-1\right]$, let $u_{j}^{i}$ and $v_{j}^{i}$ be the copies of vertices $u$ and $v$ of $H$, respectively, in the $i$-th $j$-clause-copy of $H$. For $i \in\left[c_{j}\right]$, if literal $\ell_{i}$ of clause $C_{j}$ corresponds to a positive (resp. negative) occurrence of a variable $x_{p}$, let $z$ be the copy of vertex $z^{+} \in V(H)$ (resp. $\left.z^{-} \in V(H)\right)$ in the $p$-variable-copy of $H$. Then we add a $\left(z, u_{j}^{i-1}, v_{j}^{i}, V\left(F_{j}^{i}\right)\right)$-copy of $H$ to $G$,


Figure 3 Example of the construction of graph $G$ in the proof of Theorem 3.2 for $H$-Subgraph Hitting. In this example, $H$ is the diamond (that is, $K_{4}$ minus one edge), $u$ and $v$ are the only pair of non-adjacent vertices in $H$, and $w$ is any other vertex. The construction corresponds to a CNF-SAT formula $\phi$ consisting of two clauses $C_{1}=\left(x_{1} \vee x_{2}\right)$ and $C_{2}=\left(\bar{x}_{1} \vee \bar{x}_{2} \vee \bar{x}_{3} \vee \bar{x}_{4}\right)$, and the satisfying assignment $\alpha\left(x_{1}\right)=1, \alpha\left(x_{2}\right)=0, \alpha\left(x_{3}\right)=1$, and $\alpha\left(x_{4}\right)=0$. The variable-copies and clause-copies of $H$ are depicted in blue, the vertices in the copies of $H^{\prime}=H-\{u, v, w\}$ (which is a single vertex) are the white ones, and the vertices in the solution $S$ are the large red ones. Note that clause $C_{2}$ is satisfied by both $\bar{x}_{2}$ and $\bar{x}_{4}$; in the example we have taken $\bar{x}_{2}$ as the satisfying literal.
and we call such a copy of $H$ a transversal-copy of $H$, denoted by $H_{j}^{i}$. We define $X \subseteq V(G)$ to be the union of the vertex sets of all the variable-copies of $H$, and note that $|X|=|V(H)| \cdot n$. This completes the construction of $G$ and $X$, which is illustrated in Figure 3.

In the next claim we prove one of the properties claimed in the statement of the theorem.
$\triangleright$ Claim 3.3. $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X)=1$ and $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X)=1$.
Proof. Note that each connected component of $G-X$ corresponds to the clause-copies of $H$ associated with a clause $C_{j}$ and isolated vertices, together with the copies of $H^{\prime}$ between those $j$-clause-copies of $H$ and isolated vertices. By construction of $G$, each such a copy of $H^{\prime}$, say $F_{j}^{i}$, has at most two neighbors in $G-X$, namely vertices $u_{j}^{i-1}$ and $v_{j}^{i}$. If an occurrence of $H$ as a subgraph in $G-X$, say $F$, contained a vertex of $F_{j}^{i}$, since $\left|V\left(H^{\prime}\right)\right|=|V(H)|-3$, necessarily $F$ contains at least one of $u_{j}^{i-1}$ and $v_{j}^{i}$, and at least one more vertex in the $(i-1)$-th or $i$-th $j$-clause-copies of $H$. Thus, $u_{j}^{i-1}$ or $v_{j}^{i}$ is a separator of size one of $F$, contradicting the hypothesis that $H$ is biconnected.

That is, we have proved that no vertex in a copy $F_{j}^{i}$ of $H^{\prime}$ in $G-X$ is contained in an occurrence of $H$ as a subgraph, hence neither as an induced subgraph. Therefore, those vertices can be removed while preserving the value of $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X)$. Formally,

$$
\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X)=\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}\left(G-X-\bigcup_{j=1}^{m} \bigcup_{i=1}^{c_{j}} V\left(F_{j}^{i}\right)\right)
$$

and the same holds for $\operatorname{ved}_{\mathcal{F}_{\vec{H}}^{\text {ind }}}^{+}(G-X)$. To conclude the proof of the claim, it suffices to note that $G-X-\bigcup_{j=1}^{m} \bigcup_{i=1}^{c_{j}} V\left(F_{j}^{i}\right)$ consists of a disjoint union of clause-copies of $H$ and isolated vertices, and using the fact that $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}\left(\right.$resp. $\left.\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}\right)$of a disconnected graph is the
 vertex from each such a copy of $H$ we get that $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+}(G-X)=1$ and $\operatorname{ved}_{\mathcal{F}_{\bar{H}}}^{+i \text { ind }}(G-X)=1$.

We now claim that $\phi$ is satisfiable if and only if $G$ contains a solution $S \subseteq V(G)$ of $H$-Subgraph Hitting of size at most $n-m+\sum_{j=1}^{m} c_{j}$.

Suppose first that $\phi$ is satisfiable and let $\alpha:\left\{x_{1}, \ldots, x_{n}\right\} \rightarrow\{0,1\}$ be a satisfying assignment of the variables. We define a set $S \subseteq V(G)$ of size $n-m+\sum_{j=1}^{m} c_{j}$ as follows (cf. the red vertices in Figure 3). For each variable $x_{i}$, if $\alpha\left(x_{i}\right)=1$ (resp. $\alpha\left(x_{i}\right)=0$ ), we add to $S$ the copy of $z^{+}$(resp. $z^{-}$) in the $i$-variable-copy of $H$, which we denote by $z_{i}^{+}$(resp. $z_{i}^{-}$). For each clause $C_{j}$, let $\ell_{s_{j}}$ be a literal in $C_{j}$ that is satisfied by the assignment $\alpha$. Recall that the $c_{j}-1 j$-clause-copies of $H$ are ordered (arbitrarily) from 1 to $c_{j}-1$. We add to $S$ the vertex set

$$
\left\{v_{j}^{i} \mid 1 \leq i \leq s_{j}-1\right\} \cup\left\{u_{j}^{i} \mid s_{j} \leq i \leq c_{j}-1\right\}
$$

In words, we add to $S$ the copy of vertex $v$ in all the $j$-clause-copies of $H$ from 1 to $s_{j}-1$, and the copy of vertex $u$ in all the $j$-clause-copies of $H$ from $s_{j}$ to $c_{j}-1$. Note that $|S|=n-m+\sum_{j=1}^{m} c_{j}$, and it remains to prove that $G-S$ does not contain $H$ as a subgraph. Note that each variable-copy and clause-copy of $H$ contains exactly two vertices that have neighbors outside of that copy - let us call these vertices boundary vertices of that copy - , and that $S$ contains exactly one of these two boundary vertices for each of these copies of $H$. Hence, since $H$ is biconnected, no occurrence of $H$ in $G-S$ can contain a non-boundary vertex in a variable-copy or clause-copy of $H$.

Moreover, there do not exist two pairs of integers $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right)$, with $i_{1} \neq i_{2}$ or $j_{1} \neq j_{2}$, such that there exists an occurrence $F$ of $H$ in $G-S$ with $F \cap\left(V\left(H_{j_{1}}^{i_{1}}\right) \backslash X\right) \neq \emptyset$ and $F \cap\left(V\left(H_{j_{2}}^{i_{2}} \backslash X\right) \neq \emptyset\right.$. Indeed, if such $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right)$ existed, then, as $\left|N\left(V\left(H_{j}^{i}\right) \backslash X\right) \cap X\right|=$ 1 for any two indices $i, j$, and as $F$ cannot contain a non-boundary vertex of a variable-copy of $H$, there would exist $z \in X$ such that $F \cap X=\{z\}$, implying that $z$ is a separator of $F$, contradicting the 2-connectivity of $H$.

Thus, if an occurrence of $H$ in $G-S$ existed, say $F$, then the above discussion and the construction of $G$ imply that $F$ should be one of the transversal-copies of $H$. But such an $F$ cannot exist in $G-S$ by the choice of $S$ : either $S$ contains one of the boundary vertices in the two $j$-clause-copies intersected by $F$ for some $j \in[m]$ or, if it is not the case, then $S$ contains the vertex in a variable-copy of $H$ corresponding to the literal that satisfies clause $C_{j}$.

Conversely, let $S \subseteq V(G)$ be a solution of $H$-Subgraph Hitting of size $n-m+\sum_{j=1}^{m} c_{j}$. Since $G$ contains $|S|$ disjoint variable-copies and clause-copies of $H$, necessarily $S$ consists of exactly one vertex in each of these copies. Since the boundary vertices in each of the variable-copies and clause-copies of $H$ are the only vertices with neighbors outside of the corresponding copy, we may assume that all the vertices in $S$ are boundary vertices. We define from $S$ a satisfying assignment $\alpha$ of $\phi$ as follows. If $S$ contains $z_{i}^{+}$(resp. $z_{i}^{-}$) we set $\alpha\left(x_{i}\right)=1$ (resp. $\alpha\left(x_{i}\right)=0$ ). Let us verify that $\alpha$ indeed satisfies all the clauses of $\phi$. Consider an arbitrary clause $C_{j}$ with $c_{j}$ literals, and note that $S$ contains $c_{j}-1$ vertices in the $j$-clause-copies of $H$. Therefore, since by construction no two transversal-copies intersect a clause-copy in a common vertex, there exists $s_{j} \in\left[c_{j}\right]$ such that the $s_{j}$-th transversal-copy of $H$ associated with $C_{j}$, say $F$, is not hit by a vertex in a clause-copy of $H$. Thus, since $S \cap V(F) \neq \emptyset$, necessarily there exists an index $i \in[n]$ such that $S \cap V(F)$ is equal to either $z_{i}^{+}$or $z_{i}^{-}$, and thus the defined assignment of variable $x_{i}$ satisfies clause $C_{j}$.

To conclude the proof, we claim that the same reduction presented above proves the hardness result for the $H$-Induced Subgraph Hitting problem. Indeed, in the proof of the equivalence between the satisfiability of $\phi$ and the existence of a solution $S$ of $H$-SUBGRAPH Hitting with the appropriate size, all that is relevant to the proof are the variable-copies, clause-copies, and transversal-copies of $H$. As all these occurrences of $H$ in $G$ occur as induced subgraphs, the same reduction implies the non-existence of polynomial kernels for $H$-Induced Subgraph Hitting.

In Theorem 1.3 we replace the condition " $\operatorname{ved}_{H}^{+}(G-X) \leq 1$ " of Theorem 3.2 with the condition that $\operatorname{td}(G-X)$ is bounded by a constant. However, in the proof of Theorem 1.3 we need an extra condition on $H$ stronger than biconnectivity, namely the non-existence of a stable cutset. The reduction in the proof of Theorem 1.3 follows essentially the same lines as the one described in Theorem 3.2, but in order to guarantee that $\operatorname{td}(G-X)$ is bounded by a constant (depending on $H$ ), we need to be more careful. Namely, in the interconnection among the variable and clause gadgets, now we cannot afford to add a distinct gadget for each literal in a clause, as it was the case for the copies of $H^{\prime}$ in the proof of Theorem 3.2 (cf. the white vertices in Figure 3). Indeed, these copies of $H^{\prime}$ can be removed "for free" when dealing with $\operatorname{ved}_{H}^{+}$, but it is not the case anymore when dealing with treedepth, as they may blow up the value of $\operatorname{td}(G-X)$. In a nutshell, we overcome this issue by "reusing" these copies of a (now, carefully chosen) subgraph $H^{\prime} \subseteq H$ for all the literals of the same clause. However, having a single common $H^{\prime}$ for each clause may create undesired occurrences of $H$ (other than the variable-copies, clause-copies, and transversal-copies, as we wish), and preventing the existence of these undesired copies is the reason why we need an assumption on $H$ stronger than biconnectivity. The proof of Theorem 1.3 can be found in the full version [11].

## 4 Further research

In this paper we studied the existence of polynomial kernels for the $H$-Subgraph Hitting and $H$-Induced Subgraph Hitting problems under structural parameterizations, namely parameterized by the size of a modulator to a graph class $\mathcal{C}$ that has a "simple structure". Our main achievement is the identification of two arguably natural graph parameters ved ${\underset{\mathcal{F}}{\bar{H}}}_{+}^{\prime}$ and $\operatorname{bed}_{\mathcal{F}_{\bar{H}}}^{+}\left(\right.$or ved $\mathcal{F}_{\vec{H}}^{\text {ind }}+$ and $^{+} \operatorname{Fed}_{\mathcal{F}_{\vec{H}}^{\text {ind }}}^{+}$for the induced version) that allowed us to prove complexity dichotomies in terms of the forbidden graph $H$. Our results pave the way to a systematic investigation of this topic, where we identify the following avenues for further research.

Getting rid of the hypothesis on $\boldsymbol{H}$. In our hardness results we need additional assumptions on $H$, mainly that $H$ is biconnected in Theorem 3.2. Observe that the requirement that $H$ is connected is necessary to obtain polynomial kernels. Indeed, when $H$ is the union of a $K_{5}$ and a $K_{1,3}$, it is known [31] that $H$-Subgraph Hitting is para-NP-hard, even for ed $\mathcal{H}_{\mathcal{H}}=0$. Moreover, when $H$ is a non-edge, $H$-Induced Subgraph Hitting parameterized by vertex cover (which is a larger parameter than $\mathrm{ed}_{\mathcal{H}}$ ) is equivalent to maximum clique parameterized by vertex cover, which does not admit a polynomial kernel under standard complexity assumptions [7]. Thus, it is natural to wonder whether the biconnectivity hypothesis could be replaced by just connectivity.

Improving the degree of the kernel. The degree of our polynomial kernel depends on the size $t$ of the excluded clique and on the value $\lambda$ of the promised upper bound $\operatorname{bed}_{t}^{+}(G-X) \leq \lambda$. Namely, as stated in Theorem 2.5, the kernel has size $\mathcal{O}_{\lambda, t}\left(|X|^{\delta(\lambda, t)}\right)$, where function $\delta$ mainly depends on the upper bound on $\mathrm{mmbs}_{t}$ given in Theorem 2.6. This function behaves as a tower of exponents in $t$ of height $\lambda$. Hence, improving the bound on $\mathrm{mmbs}_{t}$ directly translates to an improvement of the kernel size. We did obtain such an improvement if instead of assuming that $\operatorname{bed}_{t}^{+}(G-X) \leq \lambda$, one assumes that $\operatorname{td}(G-X) \leq \lambda$, namely with a function $\lambda^{\lambda} \cdot 2^{\lambda^{2}}$; see [11, Lemma 4.12]. We leave as an open problem to obtain improved upper bounds for $\mathrm{mmbs}_{t}$ in terms of ved ${ }_{t}^{+}$and bed $_{t}^{+}$.

Computing the modulator. In our kernelization algorithm we assume that we are given a modulator, namely a set $X \subseteq V(G)$ such that bed $_{t}^{+}(G-X) \leq \lambda$. Note that this hypothesis appears also in the related work dealing with Feedback Vertex Set [18]. Obtaining a constant factor or even poly(opt)-approximation of the modulator in polynomial time for fixed $t$ and $\lambda$, which will be enough for our kernelization algorithm (note that minimizing its size is NP-hard [38]), remains an interesting direction. One may start with the probably simpler cases of a modulator to bounded $\mathcal{F}_{\bar{H}^{\prime}}$-elimination distance or bounded ved ${ }_{t}^{+}$.

Finding the right measure. The focus of this article is on obtaining kernelization dichotomies as a function of the forbidden (induced) subgraph $H$. Of course, it is also relevant to characterize, for a fixed graph $H$, which is the most general (monotone or hereditary) target family $\mathcal{C}_{H}$ such that $H$-(Induced) Subgraph Hitting admits a polynomial kernel parameterized by the size of a modulator to a graph in $\mathcal{C}_{H}$. Needless to say, solving this general problem seems quite challenging. Indeed, even the case of Vertex Cover, that is, $H=K_{2}$, is far from being well understood for monotone or hereditary target graph classes, as for instance the only known polynomial kernel for Vertex Cover parameterized by a modulator to a bipartite graph (i.e., an odd cycle transversal) is randomized and relies on quite powerful tools $[36,37]$. One may hope that larger cliques allow for simpler characterizations, the natural first candidate being the case where $H$ is a triangle. Let $\mathcal{C}_{\Delta}$ be the, say, hereditary target graph class that we want to characterize. Following the approach of [10] that characterized the target minor-closed graph classes for Vertex Cover, one may hope that $K_{3}$-Subgraph Hitting admits a polynomial kernel parameterized by a modulator to $\mathcal{C}_{\Delta}$ if and only if the graphs in $\mathcal{C}_{\Delta}$ have bounded $\mathrm{mmbs}_{3}$. With no extra assumption on $\mathcal{C}_{\Delta}$, this property is probably false due to the results of Hols, Kratsch, and Pieterse [29], but we conjecture that it is true if we ask $\mathcal{C}_{\Delta}$ to be hereditary and closed under disjoint union, even for hitting $K_{t}$ for every $t \geq 3$, replacing $\mathrm{mmbs}_{3}$ by $\mathrm{mmbs}_{t}$. Toward an eventual proof of this conjecture, having unbounded minimal blocking sets seems to permit a generic reduction to obtain the lower bound, in the spirit of the one of Theorem 3.2 or any similar one in previous work $[10,16,18,25,32]$. Indeed, Hols, Kratsch, and Pieterse [29, Thm 1.1] show that for Vertex Cover, lower bounds on kernel sizes directly follow from lower bounds on $\mathrm{mmbs}_{2}$. However, the opposite direction seems way more challenging. In [10], this fact was established for Vertex Cover and minor-closed target classes via the notion of bridge-depth by proving, in particular, that there is a single minor-obstruction for having large maximum minimal blocking sets, namely the chains of triangles (cf. left part of Figure 4). Unfortunately, we cannot hope the same nice behavior for $K_{3}$-Subgraph Hitting and monotone or hereditary graph classes, as chains of triangles are still an obstruction in this setting, but there exist other incomparable ones, as depicted in Figure 4.


Figure 4 Two chains of length three incomparable with respect to the (induced) subgraph relation. In both graphs, it can be verified that the set of four red thicker edges is a minimal blocking set.

Finally, in the ambitious quest for finding the appropriate measures that characterize the hereditary or monotone classes $\mathcal{C}_{t}$ for which $K_{t}$-Subgraph Hitting admits a polynomial kernel parameterized by the size of a modulator $X$ to $\mathcal{C}_{t}$, we hope that the techniques we developed to provide a polynomial kernel for the case $\operatorname{bed}_{t}^{+}(G-X) \leq \lambda$ will play an
important role. A natural attempt to generalize bed ${ }_{t}^{+}$to a more powerful measure is to relax, or even drop, the "weak attachment" condition on the sets to be removed in every round of the elimination process. This raises new challenges for obtaining a polynomial kernel that do not seem easy to overcome, at least with the existing tools in this area.
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[^0]:    1 A generalized kernel for a parameterized problem $P$, also called sometimes compression in the literature [15], is a polynomial-time algorithm reducing any instance ( $x, k$ ) of $P$ to an equivalent instance $\left(x^{\prime}, k^{\prime}\right)$ with size bounded by a function $f(k)$ depending only on $k$ of a fixed but potentially different parameterized problem $Q$. A generalized kernel is polynomial if $f(k)$ is a polynomial function.

