Fast Approximate Counting of Cycles

Keren Censor-Hillel Department of Computer Science, Technion, Haifa, Israel
Tomer Even Department of Computer Science, Technion, Haifa, Israel
Virginia Vassilevska Williams Massachusetts Institute of Technology, Cambridge, MA, USA

Abstract

We consider the problem of approximate counting of triangles and longer fixed length cycles in directed graphs. For triangles, Těpek [ICALP’22] gave an algorithm that returns a \((1 \pm \varepsilon)\)-approximation in \(\tilde{O}(n^{\omega/3 - 2})\) time, where \(t\) is the unknown number of triangles in the given \(n\) node graph and \(\omega < 2.372\) is the matrix multiplication exponent. We obtain an improved algorithm whose running time is, within polylogarithmic factors the same as that for multiplying an \(n \times n/t\) matrix by an \(n/t \times n\) matrix. We then extend our framework to obtain the first nontrivial \((1 \pm \varepsilon)\)-approximation algorithms for the number of \(h\)-cycles in a graph, for any constant \(h \geq 3\). Our running time is

\[\tilde{O}\left(\text{MM}\left(n, n/t^{1/(h-2)}\right), n\right)\]

Finally, we show that under popular fine-grained hypotheses, this running time is optimal.
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1 Introduction

Detecting small subgraph patterns inside a large graph is a fundamental computational task with many applications. Research in this domain has flourished, leading to fast algorithms for many tractable versions of the subgraph isomorphism problem: given a fixed (constant size) graph \(H\), detect whether a large graph \(G\) contains \(H\) as a subgraph, list all copies of \(H\) in \(G\), count the copies (exactly or approximately) and more.

The topic of this paper is the fast estimation of the number of copies of a pattern \(H\) in a graph \(G\). One of the most studied patterns \(H\) is the triangle whose detection, listing and approximate counting has become a prime testing ground for ideas in classic graph algorithms [25, 3, 30, 8, 31], sublinear and distributed algorithms [24, 23, 20, 22, 21, 12, 15, 26, 19, 33, 11, 13, 14], streaming [10, 6, 5, 27, 28], parallel [7, 29, 32] algorithms and more. This is largely because triangles are arguably the simplest subgraph patterns and moreover, often algorithms for the triangle version of the (detection, counting or listing) problem formally lead to algorithms for other patterns as well (see Nešetřil and Poljak [30]).
Detecting and finding a triangle, and counting the number of triangles in an $n$-vertex graph can all be reduced to fast matrix multiplication [25], and the fastest algorithm for these versions has running time $O(n^\omega)$, where $\omega$ is the exponent of square matrix multiplication, currently $\omega \leq 2.371552$ [35]. It is also believed that even detecting a triangle requires $n^{\omega-o(1)}$ time, due to known fine-grained reductions that show that Boolean matrix multiplication and triangle detection are equivalent, at least for combinatorial algorithms [34].

Obtaining an approximate count $\hat{t}$ to the number of triangles $t$ in an $n$-node graph such that $(1 - \varepsilon)t \leq \hat{t} \leq (1 + \varepsilon)t$ for an arbitrarily small constant $\varepsilon > 0$ can be used to detect whether a graph has a triangle, as the algorithm would be able to distinguish between $t = 0$ and $t = 1$. Thus, it is plausible that when the number of triangles is $O(1)$, $n^{\omega-o(1)}$ time is needed to obtain an approximate triangle count.

When the number of triangles $t$ in $G$ is large, however, a simpler sampling approach can obtain a good estimate of $t$: repeatedly sample a triple of vertices and check whether they form a triangle; in expectation $O(n^3/t)$ samples are sufficient to get a constant factor approximation.

The best known algorithm for approximately counting triangles is by Tětek [33], with running time $\tilde{O}(n^{\omega}/t^{\omega-2})$. When $t$ becomes constant, the running time becomes $\tilde{O}(n^\omega)$, which is believed to be optimal, as we mentioned earlier. When $t$ becomes $\Theta(n)$, the running time is the same as the naïve sampling algorithm, $\tilde{O}(n^2)$. This quadratic running time is provably necessary even for randomized algorithms (see [21]). Nevertheless, it is unclear whether $\tilde{O}(n^{\omega}/t^{\omega-2})$ time is needed for all values of $t$ between $O(1)$ and $\Omega(n)$.

Is there a faster algorithm for approximate triangle counting when the triangle count is in $[\Omega(1), O(n)]$?

As triangle counting is an important special case of fixed subgraph isomorphism counting, a natural question is, what is the fastest algorithm for approximately counting arbitrary subgraphs $H$?

Dell, Lapinskas and Meeks [18] provide a general reduction from approximate $H$ counting to detecting a “colorful” $H$ in an $n$-node, $m$-edge graph, so that a $T(n, m)$ time detection algorithm can be converted into an $\tilde{O}(\varepsilon^{-2}T(n, m))$ time $(1 \pm \varepsilon)$-approximation algorithm. For many patterns such as triangles and $k$-cliques or directed $h$-cycles, the colorful and normal versions of the detection problems are equivalent (e.g. via color-coding [2] and layering). While the detection running time is provably necessary to approximately count when the number of copies of the pattern is constant, similarly to the case of triangles, when the number of copies $t$ is large, faster sampling algorithms are possible. Unfortunately, the reduction of [18] doesn’t seem easy to extend to provide runtime savings that grow with $t$. Thus, we ask:

What is the best approximate counting algorithm for subgraph patterns $H$ with running time depending on the number $t$ of copies of $H$?

As triangles are also cycles, one special case of the above question is when $H$ is a cycle on $h$ vertices.

---

1 This equivalence is not true in general: detecting cycles of fixed even length is believed to be computationally easier than detecting colorful even cycles which are known to be equivalent to the directed version of the problem.
1.1 Our Contribution

The main result of our paper is a new algorithm for approximating the number of $h$-cycles in a given directed graph, for any constant $h \geq 3$, together with a conditional lower bound from a fine-grained hypothesis, showing that the running time of our algorithm is likely tight.

Our main theorem is:

\textbf{Theorem 1} (Approximating the Number of $h$-Cycles). Let $G$ be a given graph with $n$ vertices and let $h \geq 3$ be a fixed integer. There is a randomized algorithm that outputs an approximation $\hat{t}$ for the number $t$ of $h$-cycles in $G$ such that $\Pr \left( (1-\varepsilon)t \leq \hat{t} \leq (1+\varepsilon)t \right) \geq 1-1/n^2$, for any constant $\varepsilon > 0$. The running time is bounded by $\tilde{O} \left( \text{MM} \left( n, n/(h-2)^2 \right), n \right)$, the fastest running time to multiply an $n \times n/t^{1/(h-2)}$ matrix by an $n/t^{1/(h-2)} \times n$ matrix.

As long as $\omega > 2$, the running time in the theorem is always upper-bounded by $\tilde{O} \left( n^{\omega}/t^{(\omega-2)/\omega} + n^2 \right)$, where $\omega \leq 2.371552$ is the square matrix multiplication exponent mentioned earlier and $\alpha \geq 0.321334$ [35] is the largest real number such that one can multiply $n \times n^\alpha$ by $n^\alpha \times n$ matrices in $n^{2+o(1)}$ time.\textsuperscript{2} It is easy to see that for any value $\omega > 2$, our $\tilde{O} \left( n^{\omega}/t^{(\omega-2)/\omega} \right)$ time for triangles is faster than the previous state of the art $\tilde{O} \left( n^{\omega}/t^{\omega-2} \right)$ for approximate counting of triangles [33] for all $t$ between $\Omega(1)$ and $O(n)$, answering our first question in the introduction. Figure 1 plots our two running times for approximate triangle counting together with Tětek’s algorithm, naive sampling and the $O(n^\omega)$ time exact counting algorithm.

![Figure 1](image1.png) A comparison between our new running times for approximate triangle counting with prior work, together with the lower bounds, both conditional and unconditional.

We obtain our algorithm via a simplification and generalization of Tětek’s approach that allows us to both obtain an improved running time for triangles, but also to get faster algorithms for longer cycles. The approach can also extend to other patterns; we leave this as future work.

Our algorithm for longer cycles is arguably the first non-trivial algorithm for the problem with a negative dependence on the number of cycles $t$. To our knowledge, prior to our work the only approximate counting algorithms for $h$-cycles for $h > 3$ in directed graphs (or in

\textsuperscript{2} We use $\text{MM}(a,b,c)$ to denote the time complexity of multiplying two matrices with dimensions $a \times b$ and $b \times c$.}
undirected graphs when $h$ is odd\(^3\) were to either use naive random sampling resulting in an $O(n^4/t)$ time or to approximate the answer in the best $h$-cycle detection time, $O(n^\omega)$ (e.g. via [18]), a running time that does not depend on $t$.

We complement our algorithms for approximately counting $h$-cycles with a tight conditional lower bound under a popular fine-grained hypothesis. The $k$-Clique Hypothesis of fine-grained complexity (e.g. [1, 4, 9, 16]) postulates that the current fastest algorithms for detecting a $k$-clique in a graph (for constant $k \geq 3$) are optimal, up to $n^{o(1)}$ factors. We formulate a natural hypothesis about the complexity of triangle detection in unbalanced tripartite graphs that is motivated by and in part implied by the $k$-Clique Hypothesis. Then we show, under that hypothesis:

\begin{theorem}
Under fine-grained hypotheses, in the word-RAM model with $O(\log n)$ bit words, for any constant integer $h \geq 3$, any randomized algorithm that, when given an $n$ node directed graph $G$, can distinguish between $G$ being $h$-cycle-free and containing $\geq t$ $h$-cycles needs $\text{MM}(n, n/t^{1/(h-2)}, n)^{1-o(1)}$ time. The same result holds for undirected graphs as well whenever $h$ is odd.
\end{theorem}

As any algorithm that can approximate the number $t$ of $h$-cycles multiplicatively, can distinguish between 0 and $t$ $h$-cycles, we get that our algorithm running times are essentially tight. We present our lower bound for triangles in Figure 1 as a dotted line. Together with the lower bound by [21], our lower bound shows that our algorithm is (conditionally) optimal for all values of $t$. Due to space considerations, the lower bound proof is deferred to the full version.

Similarly to Tětek’s algorithm, our algorithms for approximate $h$-cycle counting can be used to obtain improved $h$-cycle counting algorithms for sparse graphs, where the running time is measured in terms of the number of edges $m$. In particular, for triangles, one can simply substitute our new algorithm in terms of $n$ in Tětek’s argument [33] to obtain an approximate counting algorithm that runs in time $\tilde{O}(m^{2\omega/(\omega+1)} / t^{2(\omega-1)/((\omega+1)(\omega+2))})$. This running time is always faster than Tětek’s $\tilde{O}(m^{2\omega/(\omega+1)} / t^{2(\omega-1)/((\omega+1)(\omega+2))})$ for any $\omega > 2$. One can similarly adapt the algorithms of Yuster and Zwick [37] and their analysis in [17] to obtain approximate counting algorithms for longer cycles. We leave this to future work.

1.2 Technical Overview

To frame our technical contribution, we first briefly overview the approach of [33]. The latter gives a randomized approximate counting algorithm for triangles, in time $\tilde{O}(n^{\omega}/t^{\omega-2})$. In a nutshell, the algorithm finds a subset of vertices $S$ that contains all $\Lambda$-heavy vertices and no $\Lambda/polylog(n)$-light vertices – a vertex is called $\Lambda$-heavy if it participates in at least $\Lambda$ triangles, and otherwise it is called $\Lambda$-light. Then, the algorithm approximately counts the number of $\Lambda$-heavy triangles, which are triangles with at least one heavy vertex. The algorithm then continues by sampling subsets of vertices from the set $V - S$, where each vertex is kept independently uniformly at random with some probability, and processing the sampled graphs by recursion.

---

\(^3\) The detection problem for even $h$-cycles in undirected graphs is known to be much easier than that for odd cycles, and for directed graphs, as for every even constant integer $h$, an $O(n^2)$ time algorithm was developed by Yuster and Zwick [36]. Meanwhile, directed $h$-cycles and undirected odd $h$-cycles are believed to require $n^{\omega-\omega(1)}$ time to detect.
Our technical contribution consists of three parts: (I) We simplify the above recursive approach, (II) we improve upon the component that finds heavy vertices, and (III) we improve upon the component that counts the number of cycles that contain heavy vertices. A compelling aspect of our technique is that it applies to any constant-length cycle. In what follows, we overview each of these aspects.

I. The Recursive Template. In [33], each recursive invocation triggers seven further recursive calls and takes the median of their return values. As the depth of the recursion increases, the algorithm needs to use a precision parameter that becomes exponentially tighter.

In contrast, our algorithm initiates only a single recursive call. This allows us to avoid having to compute the median of several subcalls, which makes it easier to apply standard amplification tools. In particular, it allows us to fix the precision parameter.

In addition, by reducing the recursive tree to a “path”, we simplify the analysis of the running time.

A prime feature of our simplification of the recursion is that it allows us to present it as a template for approximate subgraph counting for any fixed subgraph \( H \), provided one designs the two black boxes (one for finding a superset \( S \) of the \( \Lambda \)-heavy vertices with no \( \Lambda / \text{polylog}(n) \)-light vertices, and another for approximately counting the number of copies of \( H \) that intersect the set \( S \)).

For triangles, our improvement comes from simplifying the recursion and implementing the black box that finds heavy vertices faster, using rectangular matrix multiplication. Crucially, our implementations of these black boxes are general, in the sense that they apply to constant length \( h \)-cycle. Specifically, we find the set \( S \) in time \( \tilde{O}(\text{MM}(n,n/\Lambda^{1/(h-2)},n)) \). For such \( S \), we find an \((1 + \epsilon)\) approximation for the number of copies of \( H \) that intersect \( S \) in time \( \tilde{O}(n^2/\epsilon^3) \), which is independent of \( \Lambda \) and of the cardinality of \( S \).

II. Finding the Heavy Vertices. The algorithm in [33] finds \( \Lambda \)-heavy vertices by sampling a subset of vertices uniformly at random, and using matrix multiplication to detect triangles inside the induced sampled subgraph. This takes \( \tilde{O}(n^{\omega}/\Lambda^{\omega-2}) \) time, by \( \tilde{O}(\Lambda^2) \) repetitions of multiplying \( n/\Lambda \times n/\Lambda \) matrices.

At the heart of our approach for finding the heavy vertices lies non-uniform sampling, and computing the product of rectangular matrices rather than square ones. We obtain a running time of \( \tilde{O}(\text{MM}(n,n/\Lambda^{1/(h-2)},n)) = \tilde{O}(n^{\omega}/\Lambda^{\gamma_h}) \) for \( h \)-cycles, where \( \gamma_h \triangleq \frac{\omega^2}{(1-\omega-2)\alpha} \). This comes from multiplying an \( n \times n/\Lambda^{1/(h-2)} \) matrix by an \( n/\Lambda^{1/(h-2)} \times n \) matrix. In [35] it was shown that \( \alpha \geq 0.321334 \), and therefore \( \omega^2/\frac{1-\omega^2}{\alpha} \geq 1.47(\omega - 2) \), which establishes that our algorithm is never slower, and is faster (if \( \omega > 2 \)), where the gap increases with \( \Lambda \) (for sufficiently large \( \Lambda \), the folklore naive sampling algorithm is superior).

Our starting point for finding the heavy vertices is the color-coding technique of [2], which is widely employed for detecting \( h \)-cycles for \( h = \mathcal{O}(1) \). This technique colors the vertices using \( h \) colors uniformly independently at random and looks for colorful \( h \)-cycles, which are \( h \)-cycles with exactly one vertex of each color. This restriction allows for faster detection but suffers some probability of missing \( h \)-cycles that are colored out of order, which can be overcome with sufficiently large probability by repeating this process.

To find colorful \( h \)-cycles, we utilize matrix multiplication. However, we do so in a refined manner. Rather than considering all vertices, we sample a subset of vertices from each color class in a nonuniform manner. To illustrate this, consider the task of finding \( \Lambda \)-heavy vertices w.r.t. triangles. We assign a random color to each vertex, and denote the three color classes by \( V_1, V_2, V_3 \). We focus on identifying the \( \Lambda \)-heavy vertices within \( V_1 \). Fix some \( i \in [\log \Lambda] \).
We sample each vertex from $V_2$ with probability $2^i / \Lambda$, and we sample each vertex from $V_3$ with probability $1/3^j$. Let $H_i$ denote the induced graph obtained by all vertices from $V_i$ and the sampled vertices from $V_2$ and $V_3$, where we also direct edges from $V_j$ to $V_{j+1 \mod 3}$ and discard monochromatic edges. We show that for every $\Lambda$-heavy vertex $v$, there exists an index $i \in \log \Lambda$ such that $v$ is in a triangle in $H_i$ with some probability at least $p_{\text{heavy}}$, where $1/p_{\text{heavy}} = \tilde{O}(1)$. On the other hand, for $\Lambda/\text{polylog}(n)$-light vertex $u$, we show that for every $i \in \log \Lambda$, the vertex $v$ is in a triangle in $H_i$ with probability at most $p_{\text{heavy}}/2$. Therefore, we can distinguish between these cases. Checking whether $v$ is in a triangle in $H_i$ can be done in $\tilde{O}(\text{MM}(n,n,n/\Lambda))$ time. Using amplification, we approximate the probability that $v$ is in a triangle in $H_i$ for every $v \in V_1$, and thus distinguish heavy vertices from lighter ones.

We generalize our approach for $h$-cycles by coloring the vertices with $h$ colors, and directing edges and discarding monochromatic edges, as for triangles. We also discard edges between non-consecutive color classes. To find $\Lambda$-heavy vertices in the first color class, we sample in a nonuniform manner a subset of vertices from the $j$-th color class for $2 \leq j \leq h$, where the product of the sampling probabilities of the color classes should be at most $1/\Lambda$, as for triangles. Let $H$ denote the obtained random induced subgraph. The running time of computing the exact number of $h$-cycles each vertex in $H$ participates in, which is dominated by the size of the smallest color class in $H$, becomes $\tilde{O}(\text{MM}(n,n,n/\Lambda^{1/(h-2)})$. To see why, consider an $h$-partite graph $G$ with $n$ vertices in each part. Suppose $G$ has a vertex $v \in V_1$ with a neighbor $u \in V_2$, such that all $h$-cycles that intersect $v$, also intersect the edge $(u,v)$. Now, suppose each vertex set $V_j$, for $3 \leq j \leq h$ has a subset $W_j$ of $\Lambda^{1/(h-2)}$ vertices, such that any $h$-tuple of the form $(v,u,w_3,w_4,\ldots,w_h)$ is an $h$-cycle in $G$, where $w_j \in W_j$ for $3 \leq j \leq h$. This implies that $v$ is $\Lambda$-heavy. Note that if we keep each vertex from the $j$-th color class with a probability of $o(1/\Lambda^{1/(h-2)})$, we are unlikely to sample any vertex from $W_j$, and therefore we fail to learn that $v$ is $\Lambda$-heavy. On the other hand, if we sample vertices from each class with probability $\Omega(1/\Lambda^{1/(h-2)})$, the smallest color class is of size $\Omega(n^2/\Lambda^{1/(h-2)})$.

III. Counting the Heavy Copies. Given a graph $G$ and a subset of vertices $S$, where each vertex in $S$ participates in at least $a$ and at most $b$ copies of $h$-cycles for $h = \tilde{O}(1)$, we show how to compute a $(1+\epsilon)$ approximation for the number of $h$-cycles that intersect the set $S$, in time $\tilde{O}(n^2b/\epsilon a)$. In particular, the runtime is independent of size of the set $S$.

Consider a naive approach, which approximates the average number of $h$-cycles that a vertex from $S$ intersects, and let us see why it fails to provide a good approximation for the total number of $h$-cycles intersecting $S$. Suppose $h = 3$ and $|S| = 3$ and each vertex $v \in S$ participates in exactly one triangle in $G$. Based solely on the number of triangles in which a vertex participates, it is impossible to distinguish the case where the set $S$ intersects one triangle in $G$ from the case in which it intersects three triangles in $G$. The issue here is double counting, as we did not avoid counting the same cycle more than once. For triangles, this obstacle can be avoided by replacing $G$ with a tripartite graph $G'$, where each of the three parts is a copy of $V$, and for each edge in $G$ there are six edges in $G'$, one for every ordered pair of parts. It is easy to see that every triangle in $G$ corresponds to six triangles in $G'$, and thus an estimate on $G'$ directly gives an estimate on $G$. That is, we sample a subset $F$ of vertices from $S$, and for each copy $v'$ of $v \in F$ in the, say, first part of the tri-partition $G'$, we compute the number of triangles that go through it in $G'$. This avoids double counting, because each triangle in $G'$ intersects copies of the set $F$ from the first part at most once (as vertices in the same part form an independent set and hence cannot be in
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First, we sample a subset of vertices from \(S\) and for each sampled vertex \(v\) we approximate the number of \(h\)-cycles which go through \(v\) (and therefore intersect the set \(S\)). The crux of our algorithm is that in order to approximate the above, we approximate the number of \(h\)-cycles which go through \(v\) and intersect the set \(S\) exactly \(k\) times, for each \(1 \leq k \leq h\). The summation of these approximations yields our final result, and it naturally avoids the pitfall of double-counting.

To approximate the number of \(h\)-cycles intersecting the set \(S\) exactly \(k\) times for some \(k\), we color the graph with \(h-1\) colors and color vertex \(v\) with the color \(h\). This ensures that any colorful \(h\)-cycle intersects \(v\). Then, we choose \(k-1\) color classes from the first \(h-1\) classes, and retain only vertices of \(S\) within those classes. For the remaining color classes, we keep only vertices that are not in \(S\). The color class \(h\) is fixed and always contains only \(v\). This promises that each colorful \(h\)-cycle with \(v\) in this auxiliary graph intersects \(S\) exactly \(k\) times. The number of ways to choose exactly \(k-1\) color classes that keep only vertices from \(S\) is \(\binom{h-1}{k-1}\). We compute the number of \(h\)-cycles in each such auxiliary graph. We prove that the expectation of this number is some fixed constant multiplicative factor off from the number of \(h\)-cycles intersecting \(v\) and \(S\) exactly \(k\) times. Finally, we prove that the variance of this random variable is suitably bounded. Therefore, conducting this process \(\tilde{O}(b/(a\varepsilon))\) times enables us to obtain an \((1 \pm \varepsilon)\) approximation for its expectation by Chebyshev’s inequality. We compute the number of \(h\)-cycles in this auxiliary graph using rectangular matrix multiplication. Since the auxiliary graph is \(h\)-partite and one part contains only a single vertex, we get a running time of \(\tilde{\mathcal{O}}(\mathbb{M}(n,n,1)) = \tilde{\mathcal{O}}(n^2)\). Thus, we achieve our claimed running time of \(\tilde{\mathcal{O}}(n^2b/\varepsilon a)\).

We mention that we invoke this procedure on the set of vertices given by the previous component of finding heavy vertices, which is called upon in every recursion step. A crucial observation that we make is that not only does this set contain all \(\Lambda\)-heavy vertices and no \(\Lambda/\text{polylog}(n)\)-light vertices, but rather we also know that it does not contain \((2^h\Lambda)\)-heavy vertices, because those are handled during previous steps of the recursion. This means that we invoke this procedure for \(a,b\) that differ only by \(\text{polylog}(n)\) and \(\varepsilon\) factors, and thus we effectively get a running time of \(\tilde{\mathcal{O}}(n^2/\varepsilon^3)\) for counting \(h\)-cycles through \(\Lambda\)-heavy vertices.

Roadmap. Section 2 contains our template for the recursion, and proves its correctness for any graph \(H\) given implementations of two black boxes, one that finds heavy vertices and another that counts the copies of \(H\) that contain heavy vertices. Section 3 proves the running time that our template obtains for \(h\)-cycles, given the running times of implementations of the two black boxes. We implement our black boxes for \(h\)-cycles in Sections 4 and 5. Missing proofs, as well as our hardness result, appear in the full version.

1.3 Preliminaries

Let \(G\) be a graph on \(n\) vertices. Let \(H\) be a fixed graph with \(h = \mathcal{O}(1)\) vertices. For a subgraph \(G' \subseteq G\), and a subset of vertices \(S\), denote by \(t_{G'}(S)\) number of copies of \(H\) in \(G'\) which intersect \(S\). Denote by \(\tau = \tau_{G'}\) the maximal number of copies of \(H\) in \(G'\) in which a
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vertex participates. We say that a vertex \( v \) is \( \Lambda \)-heavy (in \( G \)) if \( t_G(v) \geq \Lambda \), and otherwise it is \( \Lambda \)-light. We say that a copy \( C \) of \( H \) is \( \Lambda \)-heavy if \( C \) contains at least one \( \Lambda \)-heavy vertex.

Let \( G \) be a graph and \( p \) some parameter that could depend on \( G \). We denote by \( G[p] \) a random induced subgraph of \( G \) obtained by keeping each vertex from \( G \) independently with probability \( p \). We use \( t(1 \pm \varepsilon) \) to denote the closed interval \([t(1-\varepsilon),t(1+\varepsilon)]\). We say that a value \( \hat{t} = t(1 \pm \varepsilon) \) if \( \hat{t} \in [t(1-\varepsilon),t(1+\varepsilon)] \). We assume that \( \varepsilon \in (0,1/2] \), which might depend on \( n \). If \( \varepsilon \) is bigger, our algorithm assumes \( \varepsilon \leq 1/2 \). Finally, all logarithms in this paper are base 2.

Definition 3 (Fast Matrix Multiplication Definitions). We denote the time it takes to compute the product of two matrices of dimension \( n^a \times n^b \) and \( n^b \times n^c \) by either \( \text{MM}(n^a,n^b,n^c) \) or \( n^{\omega(a,b,c)} \). We also abuse the notation and write \( \omega = \omega(1,1,1) \), and \( \omega(k) = \omega(1,k,1) \). Note that for any permutation \( \pi : [3] \to [3] \) we have \( \omega(x_1,x_2,x_3) = \omega(x_{\pi(1)},x_{\pi(2)},x_{\pi(3)}) \). In addition to \( \omega \), we will also use \( \alpha \) to be the largest real number such that \( n \) by \( n^\alpha \) by a matrix multiplication can be done in \( n^{2+o(1)} \) time.

2 The Recursive Template

Organization. In this section, we present an algorithm for approximating the number of copies of a graph \( H \) in a graph \( G \), denoted by \( t \), which builds upon two black boxes. The first black box, called \text{Find-Heavy}, takes a graph \( H \) and a parameter \( \Lambda \) as input and computes a superset of the \( \Lambda \)-heavy vertices, excluding any \( \Lambda/\text{polylog}(n) \)-light vertices. We denote the computed superset of heaviest vertices as \( S \). The second black box, called \text{Count-Heavy}, is used to compute an approximation for the number of heavy-copies of \( H \) in \( G \), which is the set of all copies that contain at least one vertex from \( S \). Our algorithm for subgraph approximate counting that uses the specified black boxes consists of two parts: a doubling algorithm called \text{Doubling-Template}, and a recursive algorithm called \text{Template}, which is the main focus of this section.

The Template Algorithm. The \( \text{Template}_\varepsilon(G,\Lambda) \) algorithm takes two parameters: a graph \( G \) and a heaviness threshold \( \Lambda \). The output of the algorithm is a value \( \hat{t} \), which, with a probability of at least \( 2/3 \), is within the range \( t \pm (t \cdot \varepsilon' + \Lambda \cdot \text{polylog}(n)/\varepsilon') \), where \( \varepsilon' \) is the fixed precision parameter of the algorithm.

We next explain how the recursive \text{Template} algorithm works. The algorithm does the following. (1) Find the heaviest vertices using the \text{Find-Heavy} black box, and denote this set by \( V_\Lambda \). (2) Compute an approximation to the number of heavy copies of \( H \), i.e., copies of \( H \) with at least one vertex from \( V_\Lambda \), using the \text{Count-Heavy} black box, and denote the output by \( \hat{t}_\Lambda \). (3) Let \( H = G[V(G) - V_\Lambda] \), and let \( F \sim H[p] \). That is, \( F \) is an induced subgraph of \( H \), where each vertex from \( H \) joins \( F \) independently with probability \( p \). (4) Make a recursive call to \( \text{Template}_\varepsilon(H,\Lambda \cdot p^{[H]}) \) and let \( \hat{t}_H \) denote its output. (5) Return \( \hat{t}_\Lambda + \hat{t}_H/p^{[H]} \). The analysis of the probability that the algorithm produces a good approximation appears in the proof of Lemma 7. The running time of the algorithm depends on the implementation of the black boxes. In the next section, we analyze the running time of the algorithm for the case where \( H \) is a cycle.

The Doubling-Template Algorithm. The \text{Doubling-Template} algorithm is a doubling algorithm, which starts with an initial guess for \( t \), denoted by \( W_0 = n^{[H]} \). This is the maximal number of copies of \( H \) an \( n \) vertex graph can contain \((h! \cdot \left(\begin{array}{c} n \\ h \end{array}\right) \leq n^{[H]} \)). The algorithm then makes \( \tilde{O}(1) \) calls to \( \text{Template}_\varepsilon(G,\Lambda_0) \), where \( \Lambda_0 \sim W \cdot \varepsilon^2/8Q \), where \( Q = 8 \log^4(n) \), and
computes their median, which we denote by \( \hat{t}_0 \). If \( \hat{t}_0 \geq W_0 \) the doubling algorithm stops and outputs \( t_0 \) as its approximation for \( t \). Otherwise, the guess for the value of \( t \) is decreased by a factor of 2. The main point here is that the smaller the value of \( \Lambda \) given to the recursive algorithm is, the better approximation we get, while simultaneously increasing the running time. The guess \( W \) is a guess for the highest heaviness threshold the algorithm can start with to output a good approximation, and not an actual guess for the value of \( t \) (although both quantities are related).

Formally, the black boxes that we assume are the following.

\[
\text{Find-Heavy}(G, \Lambda) \\
\text{Input:} \ A \text{ graph } G, \text{ some parameter } \Lambda. \\
\text{Output:} \ A \text{ subset } V_{\Lambda} \text{ of vertices, such that with probability at least } 1 - \frac{1}{n^\epsilon}, \forall v \in V(G): \\
1. \text{If } t_G(V) \geq \Lambda, \text{ then } v \in V_{\Lambda}. \\
2. \text{If } t_G(v) \leq \Lambda/(\log n)^h, \text{ then } v \notin V_{\Lambda}. \\
\]

\[
\text{Count-Heavy}_{\epsilon'}(G, V_{\Lambda}, a, b) \\
\text{Input:} \ A \text{ graph } G, \text{ a precision parameter } \epsilon', \text{ a subset of vertices } V_{\Lambda}, \text{ and two real numbers } 0 < a \leq b, \text{ such that } \forall v \in V_{\Lambda} \text{ we have } t_G(v) \in [a, b]. \\
\text{Output:} \ \hat{t}_{\Lambda} \text{ which satisfies } \Pr[\hat{t}_{\Lambda} = t_G(V_{\Lambda})(1 + \epsilon')] \geq 1 - \frac{1}{n^\epsilon}. \\
\]

It should be noted that \( \text{Count-Heavy} \) cannot be applied to the entire graph, as it might contain a vertex \( v \) with \( t_G(v) = 0 \). Moreover, even if all vertices have \( t_G(v) > 0 \), employing this black box on the entire graph might result in slower running time. Indeed, in our implementation of the black box, the runtime is contingent on the ratio \( b/a \). Therefore, we only employ this black box with \( b/a = O(1/\epsilon^2) \).

\[\textbf{Algorithm 1 Template}_{\epsilon'}(G, \Lambda).\]

\begin{itemize}
    \item \textbf{Input:} A graph \( G = (V, E) \), a heaviness threshold \( \Lambda \), and a precision parameter \( \epsilon' \).
    \item \( V_{\Lambda} \leftarrow \text{Find-Heavy}(G, \Lambda) \); \hspace{1cm} \( V_{\Lambda} \) is a superset of \( \Lambda \)-heavy vertices in \( G \) with no \( \Lambda/(\log n)^h \)-light vertices
    \item \( a_{\Lambda} \leftarrow (\log n)^h, b_{\Lambda} \leftarrow \Lambda \cdot \frac{Q}{2^2} \); \hspace{1cm} \( Q = 8 \log^4(n) \)
    \item \( \hat{t}_{\Lambda} \leftarrow \text{Count-Heavy}_{\epsilon'}(G, V_{\Lambda}, a_{\Lambda}, b_{\Lambda}) \); \hspace{1cm} \( \hat{t}_{\Lambda} \) is a \((1 \pm \epsilon')\) approximation for \( t_G(V_{\Lambda}) \) (the number of copies of \( H \) intersecting \( V_{\Lambda} \))
    \item If \( \Lambda \leq 1 \) then return \( \hat{t}_{\Lambda} \);
    \item \( H \leftarrow G[V - V_{\Lambda}] \);
    \item \( p \leftarrow 1/2 \); \hspace{1cm} \( \text{We keep } p \text{ instead of } 1/2 \text{ for readability} \)
    \item \( F \leftarrow H[p] \); \hspace{1cm} \( F \) is a random subgraph of \( H \)
    \item \( \hat{t}_F \leftarrow \text{Template}_{\epsilon'}(F, \Lambda \cdot p^h) \);
    \item return \( \hat{t}_{\Lambda} + \hat{t}_F / p^h \);
\end{itemize}

The depth of the recursion in \( \text{Template}_{\epsilon'}(G, \Lambda) \) is at most \( \log_{1/p^h}(\Lambda) + 1 \). Since we will only call this algorithm with \( \Lambda \leq |V(G)|^h \), we can conclude that the depth of the recursion is at most \( \log n + 1 \). The guarantees for the template are given in the following lemma.
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Lemma 4 (Guarantees for the Template Algorithm). For every \( \varepsilon \in (0, 1/2] \) and every \( \Lambda \geq \tau_G \cdot 2^{2\varepsilon} \), we have \( \Pr \left[ \text{Template}_\varepsilon (G, \Lambda) = t_G (1 \pm \frac{\varepsilon}{2}) \pm \Lambda \cdot \frac{\log^2 (n)}{2^e} \right] \geq \frac{2}{3}, \) where \( \varepsilon' = \frac{\varepsilon}{4 \log n} \).

Algorithm 2 Doubling-Template \((G, \varepsilon)\).

\begin{align*}
\text{Input:} & \quad \text{A graph } G = (V, E) \text{ with } t_G \text{ copies of } H \text{ and a precision parameter } \varepsilon \leq 1/2. \\
\text{Output:} & \quad \hat{t}, \text{ which is a } (1 \pm \varepsilon) \text{ approximation for } t \text{ w.h.p.} \\
1 & \quad \varepsilon' \leftarrow \frac{\varepsilon}{4 \log n}, \quad W \leftarrow n^h, \quad Q \leftarrow 8 \log^4 (n), \quad \Lambda \leftarrow W \cdot \varepsilon'/Q \\
2 & \quad \text{for } i = 0 \text{ to } i = h \log n \text{ do} \\
3 & \quad \hat{t}_i \leftarrow \text{Median} \left[ \text{Template}_\varepsilon (G, \Lambda/2^i), 400 \log n \right]; \quad \triangleright \hat{t}_i \text{ is the median of } 400 \log n \text{ independent executions of } \text{Template}_\varepsilon (G, \Lambda/2^i). \\
4 & \quad \text{if } \hat{t}_i \geq W/2^i \text{ then return } \hat{t}_i; \\
5 & \quad \text{return } \text{Exact deterministic count of } t_G.
\end{align*}

Lemma 5 (Guarantees for the Doubling-Template Algorithm). Let \( G \) be a graph with \( n \) vertices and \( t_G \) copies of \( H \). Fix some \( \varepsilon > 0 \) that may depend on \( n \). Let \( \hat{t} \) denote the output of Doubling-Template \((G, \varepsilon)\) (specified in Algorithm 2). Then, \( \Pr \left[ \hat{t} = t(1 \pm \varepsilon) \right] \geq 1 - 1/n^2 \).

The main result that we prove in this section is Lemma 5. We prove it using Lemma 4. First, we use amplification, to show that the event specified in Lemma 4 occurs with high probability, and not only with probability at least 2/3. The rest assumes that this event always occurs. We then use case analysis on \( \Lambda/2^i \).

1. For \( i \) such that \( \Lambda/2^i \geq 4t_G \), we show that \( \hat{t}_i < \Lambda/2^i \) w.h.p., meaning the doubling algorithm does not stop for such \( i \) w.h.p., and makes another iteration with a refined initial heaviness threshold.

2. For \( i \) such that \( \Lambda/2^i \leq 4t_G \), we show that \( \hat{t}_i = t_G (1 \pm \varepsilon) \) w.h.p.

3. For \( i \) such that \( \Lambda/2^i \leq t_G/2 \), we show that \( \hat{t}_i \geq \Lambda/2^i \) w.h.p., which means the algorithm stops as soon as \( \Lambda/2^i \leq t_G/2 \) w.h.p.

To summarize, the doubling algorithm always stops (by the third property). It does not stop when \( \Lambda/2^i \geq 4t_G \) w.h.p. Therefore, when it does stop we have that \( \Lambda/2^i \leq 4t_G \), and then it obtains a \((1 \pm \varepsilon)\) approximation for \( t_G \).

To prove Lemma 4, we state and prove a more refined version of the guarantees of the template algorithm. We need the following definition to restate it.

Definition 6 (\( \hat{D}(\Lambda) \)). We define the depth of the call \( \text{Template}_\varepsilon (F, \Lambda) \) as \( \hat{D}(\Lambda) = \max \left\{ 0, \left\lfloor \log_{1/p'}(\Lambda) \right\rfloor \right\} \).

We assume \( \Lambda \leq (h!) \cdot \binom{n}{h} \leq n^h \), and therefore that \( \hat{D}(\Lambda) \leq \log n + 1 \).

Lemma 7 (Induction Hypothesis). Given a graph \( G \) and \( \varepsilon \), we set \( p = 1/2 \), and \( \varepsilon' = \frac{\varepsilon}{4 \log n} \). Then, for any \( \Lambda \geq \tau_G \cdot 2^{2\varepsilon} \), and any \( K = o(n) \) that could depend on \( n, \hat{D}(\Lambda) \) and \( p \), we have

\[ \Pr \left[ \text{Template}_\varepsilon (G, \Lambda) = t_G (1 \pm \varepsilon') \hat{D}(\Lambda) \pm 2\hat{D}(\Lambda) K \cdot \Lambda/\varepsilon' \right] \geq 1 - 4h\hat{D}(\Lambda)/(Kp^h). \]

Proof Sketch. We prove using induction on the depth of the recursion. We skip the proof of the base case and state the induction hypothesis. The full proof appears in the full version.
Step. We first define some notation and events. We have three graphs \( F \subseteq H \subseteq G \), where \( G \) is the input graph, \( H \) is an induced subgraph of \( G \) without the \( \Lambda \)-heavy vertices, and \( F \) is a random induced graph of \( H \) obtained by keeping each vertex of \( H \) independently with probability \( p \). Let \( \tilde{t}_G \) denote the output of \( \text{Template}_G \), \((G, \Lambda)\), and let \( \hat{t}_F \) denote the output of \( \text{Template}_F \), \((F, \Lambda \cdot p^h)\). We use \( t_\Lambda \) to denote \( t_G(V_\Lambda) \), and let \( \hat{t}_G \) denote the output of \( \text{Count-Heavy}_F\), \((G, V_\Lambda)\). Note that \( \hat{D}(\Lambda) \geq \hat{D}(\Lambda p^h) + 1 \) (unless \( \hat{D}(\Lambda) = 0 \), in which case \( \hat{D}(\Lambda) = \hat{D}(\Lambda p^h) = 0 \)).

Intuition. We compute two values, \( \hat{t}_\Lambda \) and \( \hat{t}_F \). We then output \( \hat{t} = \hat{t}_\Lambda + \hat{t}_F/p^h \) as an approximation for \( t_G \). By the black box guarantees, we have that \( \hat{t}_\Lambda \) is a good approximation for \( t_\Lambda \). What is left is to show that \( \hat{t}_F/p^h \) is a good approximation for \( t_H \). We split this into two parts. First, we show that \( t_F/p^h \) is "close" to the value of \( t_H \). Next, we use the induction hypothesis, to show that \( \hat{t}_F \) is a good approximation of \( t_F \). We need to show that the "composition" of these approximations is also good. Let \( \mathcal{E}_{\text{Find-Heavy}} \) denote the event that all calls made to the \text{Find-Heavy} black box produce a valid output. That is, the event that \( V_\Lambda \) contains a superset of the \( \Lambda \)-heavy vertices, without any \( \Lambda/(\log n)^h \)-light vertices.

We prove the correctness of the algorithm under the assumption that \( \mathcal{E}_{\text{Find-Heavy}} \) occurs. We define:

1. \( \mathcal{E}_1 \triangleq \{ \hat{t}_\Lambda = t_\Lambda(1 + \epsilon') \} \). The heavy copies of \( H \) are approximated correctly.
2. \( \mathcal{E}_2 \triangleq \{ \hat{t}_F = t_F(1 + \epsilon' \hat{D}(\Lambda p^h) + 2 \hat{D}(\Lambda p^h) \cdot K \cdot \Delta / (\log n)^h) / \epsilon' \} \). This is the event in the induction hypothesis.
3. \( \mathcal{E}_3 \triangleq \{ t_F/p^h = t_H(1 + \epsilon') \pm K \cdot \Delta / \epsilon' \} \). This is a concentration bound on \( t_F \).
4. \( \mathcal{E}_4 \triangleq \{ \hat{t}_F/p^h = t_H(1 + \epsilon' \hat{D}(\Lambda) + 2 \hat{D}(\Lambda) \Delta / (\log n)^h) / \epsilon' \} \). This event contains \( \mathcal{E}_2 \cap \mathcal{E}_3 \).
5. \( \mathcal{E}_5 \triangleq \{ \hat{t}_G = t_G(1 + \epsilon' \hat{D}(\Lambda)) + 2 \hat{D}(\Lambda) \Delta / (\log n)^h \} \). This is the event specified in Lemma 7.

Lemma 7 requires us to show that \( \Pr[\mathcal{E}_5] \geq 1 - \frac{4 \hat{D}^2(\Lambda)}{K p^h} \). We show this by proving that \( \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3 \subseteq \mathcal{E}_5 \), which implies that it is sufficient to prove that \( \Pr[\mathcal{E}_{\text{Find-Heavy}} \cap \mathcal{E}_1 \cap \mathcal{E}_2 \cap \mathcal{E}_3] \geq 1 - \frac{4 \hat{D}^2(\Lambda)}{K p^h} \). To show the latter, we show that \( \Pr[\mathcal{E}_{\text{Find-Heavy}} \cap \mathcal{E}_1 \cap \mathcal{E}_2] \geq 1 - \frac{4 \hat{D}^2(\Lambda p^h) + 2}{K p^h} \) and that \( \Pr[\mathcal{E}_3] \geq 1 - \frac{h + 2}{K p^h} \). Summing up the two error probabilities in the above expressions gives the desired result.

3 Application: Approximating the Number of \( h \)-Cycles

In this section, we analyze the running time of the recursive and doubling algorithm, when the counted subgraph is an \( h \)-cycle for \( h = \Theta(1) \). For this task, we assume the black boxes can be implemented in specific runtime, as stated in the following lemma which is proven in the next sections.

- **Lemma 8.** Let \( G \) be a graph with \( n \) vertices, let \( H \) be an \( h \)-cycle for some \( h = \Theta(1) \), and let \( \epsilon' \) be some parameter. Then, each call to \text{Find-Heavy}(G, \Lambda) \) can be implemented in time \( \tilde{O}(\text{MM}(n, n, n^{O(h)})) \) and each call to \text{Count-Heavy}_F(G, V_\Lambda, a_\Lambda, b_\Lambda) \) can be implemented in time \( \tilde{O}(\text{MM}(n, n, 1) \cdot \frac{ba_\Lambda}{\Lambda}) = \tilde{O}(n^2 \cdot \frac{ba_\Lambda}{\Lambda}) \).

- **Theorem 1** (Approximating the Number of \( h \)-Cycles). Let \( G \) be a given graph with \( n \) vertices and let \( h \geq 3 \) be a fixed integer. There is a randomized algorithm that outputs an approximation \( \hat{t} \) for the number \( t \) of \( h \)-cycles in \( G \) such that \( \Pr[(1 - \epsilon) t \leq \hat{t} \leq (1 + \epsilon) t] \geq 1 - 1/n^2 \), for any constant \( \epsilon > 0 \). The running time is bounded by \( \tilde{O}(\text{MM}(n, n/t^{1/(h-2)})) \), the fastest running time to multiply an \( n \times n/t^{1/(h-2)} \) matrix by an \( n/t^{1/(h-2)} \times n \) matrix.
Proof Sketch. Consider the Doubling-Template \((G, \varepsilon)\). Its correctness follows from Lemma 5. We analyze its running time. We prove that given Lemma 8, the running time of the recursive algorithm Template, \((G, \Lambda)\) is bounded by \(\tilde{O}\left(\mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right) + \frac{n^2}{\varepsilon^3}\right)\) with probability at least \(1 - \exp(-\log^2 n)\). Then, we show that the complexity of the doubling algorithm is bounded by \(\tilde{O}\left(\frac{1}{h} \cdot \mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right)\right)\) with probability at least \(1 - \frac{1}{n^r}\). The full details appear in the full version. Here we give a sketch of why the running time of Template, \((G, \Lambda)\) is bounded by \(\tilde{O}\left(\mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right) + \frac{n^2}{\varepsilon^3}\right)\) with probability at least \(1 - \exp(-\log^2 n)\).

We unroll the recursion of the algorithm: it makes a single call to Find-Heavy, then a single call to Count-Heavy, and then a recursive call. The algorithm’s runtime can be analyzed by bounding \(\{\text{Find-Heavy}(G_k, \Lambda_k)\}_k^{\infty}\) and \(\{\text{Count-Heavy,\varepsilon}(G_k, V_{\Lambda_k}, a_{\Lambda_k}, b_{\Lambda_k})\}_k^{\infty}\), where \(r\) is the recursion depth and \(G_k\) denotes the input graph for the \(k\)-th call of the recursive algorithm, where \(G_0 = G\). Let \(\Lambda_k = \Lambda_0 \cdot p^k\) denote the heaviness threshold, and let \(V_{\Lambda_k}\) denote the set of \(\Lambda_k\)-heavy vertices in the \(k\)-th iteration. We bound the running time of the \(k\)-th call to each of the black boxes. We prove in the full version that the total running time for all calls to the Count-Heavy, \(\varepsilon\) black-box is \(\tilde{O}(n^2/\varepsilon^3)\). Next, we bound the running time of the \(k\)-th call to the Find-Heavy black-box. Note that for any \(k\), the call Find-Heavy, \((G_k, \Lambda_k)\) takes \(\tilde{O}(\mathrm{MM}\left(|V(G_k)|, |V(G_k)|, |V(G_k)|/\Lambda_k\right)^{1/(h-2)})\) by Lemma 8. We use Chernoff’s inequality to show that the number of vertices in \(G_k\) is \(\tilde{O}\left(\max\{1, np^k\}\right)\), thus we can replace \(|V(G_k)|\) by \(np^k\) in the above expression.

The crux is that the running time of the first call to Find-Heavy also applies to subsequent calls. This is because \(\mathrm{MM}\left(np^k, np^k, np^k/(\Lambda \cdot p^k)^{1/(h-2)}\right) \leq \mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right) \leq \mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right)\), the first inequality is a simple observation that we prove in the full version, and the second inequality follows since \(3 - h/(h-2) = 2\frac{h-3}{h-2}\) is non-negative for \(h \geq 3\) and therefore \(p^k(3-h/(h-2)) \leq 1\). We conclude that the running time of each call in \(\{\text{Find-Heavy}(G_k, \Lambda_k)\}_k^{\infty}\) is at most \(r \cdot \tilde{O}(\mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right))\). As \(r \leq \log n\), we get that all calls take a total of \(\tilde{O}\left(\mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right)\right)\) time.

This completes the proof, as all calls to the Find-Heavy black box and the Count-Heavy, \(\varepsilon\) black box take at most \(\tilde{O}\left(\mathrm{MM}\left(n, n, \frac{n}{\Lambda^{1/(h-2)}}\right) + n^2/\varepsilon^3\right)\) time in total.

## 4 Implementing the Black Box Count-Heavy, \(\varepsilon\)

In this section, we implement Count-Heavy, \(\varepsilon\). We prove the second part of Lemma 8, stated next.

\textbf{Theorem 9.} There is an algorithm that implements the Count-Heavy, \(\varepsilon\) black box, when \(H\) is an \(h\)-cycles, for \(h = \mathcal{O}(1)\), in time \(\tilde{O}(n^2 \cdot \frac{1}{\varepsilon^2})\).

For this entire section, the graph \(G\) is fixed, and the set \(S\) is a fixed subset of vertices, where for every \(v \in S\) we have \(t_G(v) \in [a, b]\). We emphasize that \(a\) is only a lower bound on \(\min_{v \in S} t_G(v)\) and \(b\) is only an upper bound on \(\max_{v \in S} t_G(v)\). Denote \(N_k \triangleq \frac{|S|}{k}\). As explained in the introduction, it is insufficient to sample a few vertices from \(S\), estimate \(t_G(v)\), for each one, and apply a concentration bound to compute \(t_G(S)\). Formally, this approach fails because \(\sum_{v \in S} t_G(v) \neq t_G(S)\) due to possible double counting. We overcome this issue by sampling a small subset of vertices \(S' \subseteq S\), and then, for every \(v \in S'\) we approximate the number of copies of \(H\) which intersect \(v\) and exactly \(i\) additional vertices from \(S\) for \(0 \leq i \leq h-1\). This will allow us to estimate the number of multiple countings and therefore get an estimation of \(t_G(S)\).
That is, the key ingredient of our approach for approximating \( \hat{t} \) as required by Count-Heavy, is to approximate the number of cycles that intersect \( S \) in exactly \( k \) vertices. To this end, we define the following.

**Definition 10.** Let \( C \) denote the set of copies of \( H \) in \( G \). For \( U \subseteq V \), define \( \mathcal{C}(U) \doteq \{ C \in C \mid C \cap U \neq \emptyset \} \). Denote \( t \doteq |C| \) and \( t(U) \doteq |\mathcal{C}(U)| \). In general, we replace the symbol \( C \) by \( t \), to denote the cardinality of a set. Let \( \mathcal{C}^k \) denote the set of copies \( C \in C \) with \( |C \cap S| = k \). Let \( \mathcal{C}^k(v) \doteq \mathcal{C}^k \cap \mathcal{C}(v) \). Let \( t^k = |\mathcal{C}^k| \).

The following lemma shows that we can efficiently approximate \( t^k \).

**Lemma 11 (Algorithm Approx\(_{\mathcal{E}}\).** There exists a randomized algorithm \( \text{Approx}_{\mathcal{E}}\) with the following characteristics. The input is a graph \( G \), a set \( S \), a precision parameter \( \delta \), a parameter \( k \in [h] \), and a tuple \((a, b)\), such that for every \( v \in S \) we have \( t_\mathcal{E}(v) \in [a, b] \). The algorithm produces an output \( t^k \) which satisfies \( \frac{|\mathcal{E}^k|}{\mathcal{C}^k} = t_\mathcal{E}(S) \). The running time of the algorithm is bounded by \( \tilde{O}(n^2 \cdot \frac{b}{a} \cdot \frac{1}{\delta}) \).

Approximating \( t^k \) directly leads to Theorem 9 because \( \sum_{k \in [h]} t^k = t_\mathcal{E}(S) \). A formal proof appears in the full version. To approximate \( t^k \) as required by Lemma 11, we find a value whose expectation is \( t^k \) and whose variance is at most \( O \left( \frac{N_k \cdot b^2}{k} \right) \) (recall that \( N_k = |S|/k \)).

We can do this efficiently, as follows.

**Lemma 12 (Algorithm Approx\(_{\mathcal{E},k}\).** There is a randomized algorithm \( \text{Approx}_{\mathcal{E},k} \) whose input is \( G, S, \delta \) and \( k \). Note that unlike \( \text{Approx}_{\mathcal{E}} \), the algorithm \( \text{Approx}_{\mathcal{E},k} \) does not require \( a \) and \( b \) as part of its input parameters. \( \text{Approx}_{\mathcal{E},k} \) computes a value \( X \) such that \( \mathbb{E}[X] = t^k \) and \( \mathbb{V}[X] \leq C \cdot (N_k \cdot b)^2 \), where \( C \) is a constant. The running time of the algorithm is bounded by \( \tilde{O}(n^2) \).

The reason that Lemma 12 is helpful is that we can run the algorithm \( r \) times and take the median of means of these invocations. A formal proof of Lemma 11 appears in the full version. To get a sample \( X \) with \( \mathbb{E}[X] = t^k \) and \( \mathbb{V}[X] \leq C \cdot (b \cdot N_k)^2 \) as needed by Lemma 12, we find samples \( Y_v \) with \( \mathbb{E}[Y_v] = t^k(v) \) and \( \mathbb{V}[Y_v] \leq C \cdot b^2 \). We can do this efficiently, as follows.

**Lemma 13.** There is a randomized algorithm \( \text{Approx}_{\mathcal{E},\text{vertex-}t^k} \) whose input is \( G, S, \delta, k \) and a vertex \( v \in S \). Unlike \( \text{Approx}_{\mathcal{E},k} \), \( \text{Approx}_{\mathcal{E},\text{vertex-}t^k} \) additionally takes a vertex \( v \in S \) as input. \( \text{Approx}_{\mathcal{E},\text{vertex-}t^k} \) computes a value \( Y_v \) such that \( \mathbb{E}[Y_v] = t^k(v) \) and \( \mathbb{V}[Y_v] \leq C \cdot b^2 \), where \( C \) is a constant. The running time of the algorithm is bounded by \( \tilde{O}(n^2) \).

The reason that Lemma 13 is helpful is that we can sample a vertex \( v \) uniformly at random from \( S \) and, get, using Lemma 13, an unbiased estimator for the number of copies of \( H \) which contains \( v \), and intersect \( S \) exactly \( k \) times, i.e., \( t^k(v) \). By the law of total expectation, we get that the expected value of this quantity, is equal to \( \frac{1}{|S|} \sum_{u \in S} \mathbb{E}[t^k(u)] = t^k / N_k \). Therefore, we get an unbiased estimator for \( t^k \) up to a known value \( N_k \). A formal proof of Lemma 12 appears in the full version.

To prove Lemma 13, we utilize the color-coding technique introduced by [2]. The high-level approach of the technique is to randomly color vertices with \( h \) colors and detect *colorful* \( h \)-cycles that are ordered by, say, increasing colors. This additional structure allows for faster detection, at the cost of some probability of missing \( h \)-cycles that are colored out of order, which is overcome by repeated experiments.
A pertinent question arises: why are the algorithms \text{Approx}_{\mathcal{E}[\ell^t]} \cdot \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]} necessary? Why not just choose a random coloring, compute the number of colorful copies of \( H \) containing \( \ell \) vertices exactly \( k \) times, and apply Chebyshev's inequality to conclude that repeating this process \( \tilde{O}(n^2 \cdot \ell^t) \) times suffices for a good approximation of \( \ell^k \)? The answer lies in the execution time of the matrix multiplication algorithm for counting colorful copies, which is dominated by the sizes of the largest, second largest, and smallest color classes. Roughly speaking, the smaller the product of these sizes, the faster the algorithm runs. Under random coloring, color classes each have a size of \( \Omega(n) \) with high probability. Conversely, \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]} produces a color class containing just a single vertex, which significantly improves the running time in the worst case, compared to the approach which does not use the algorithms \text{Approx}_{\mathcal{E}[\ell^t]} \cdot \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]}. We need the following definitions to explain how color-coding works, and how the algorithm \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]} uses rectangular matrix multiplication.

**Definition 14.** Fix some coloring \( \varphi : V \rightarrow [\ell] \) for some \( \ell \in \mathbb{N} \) (\( \ell \) will usually be \( h \)). Let \( C_{\varphi} \) denote the set of all copies \( C \in \mathcal{C} \), such that \( \varphi(C) = [\ell] \). If \( C \in C_{\varphi} \), we say that \( C \) is \( \varphi \)-colorful. Also define \( C_{\varphi}(v) = C_{\varphi} \cap \mathcal{C}(v) \), \( t_\varphi = |C_{\varphi}| \), and \( t_\varphi(v) = |C_{\varphi}(v)| \). Let \( C^k_{\varphi} = C^k \cap C_{\varphi} \). That is, \( C^k_{\varphi} \) is the set of copies of \( H \) in \( G \), where each such copy is colorful w.r.t. \( \varphi \), and additionally intersects the set \( S \) exactly \( k \) times. Let \( t^k_{\varphi} = |C^k_{\varphi}| \).

Let \( A, B \) be two finite sets. We say that a function \( \varphi : A \rightarrow B \) is a random coloring, if the value of each \( a \in A \) is set to some value \( b \in B \), where \( b \) is chosen uniformly at random from \( B \) and independently of values chosen for other elements in \( A \).

Let \( \varphi : V \rightarrow [h] \). For \( i \in [h] \), we denote by \( \varphi^{-1}(i) \) the set of all vertices \( v \) with \( \varphi(v) = i \), and call this the \( i \)-th color class. Assume without loss of generality that the class colors are sorted according their cardinalities, in a non-decreasing order. That is, for every \( i < h \) we have \( |\varphi^{-1}(i)| \geq |\varphi^{-1}(i+1)| \).

The last part of the above definition is used to quantify the complexity of computing \( t^k_{\varphi} \) as a function of the sizes of the color classes that the coloring \( \varphi \) induces, as follows.

**Lemma 15.** Let \( (\varphi_1, \varphi_2, \varphi_h) \) denote the cardinality of the largest, second largest, and smallest color classes, respectively. For any fixed \( k \in [h] \), there is a deterministic algorithm for computing \( \{t^k_\varphi(v)\}_{v \in V} \) in time \( O((h!)^2 \cdot h^2 \cdot \text{MM}(\varphi_1, \varphi_2, \varphi_h)) \).

Next, we explain how to implement the algorithm \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]} \cdot \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]} given that we can compute the number \( t^k_{\varphi} \) of colorful copies of \( H \). The algorithm works as follows. It colors each vertex \( v \) with a random color from the set \( [h-1] \). It then recolors the input vertex by a new color \( h \). Let \( \varphi \) denote this coloring. The algorithm then computes \( t^k_{\varphi} \) and outputs \( t^k_{\varphi}/q \) for some constant \( q \) such that \( \mathbb{E}[t^k_{\varphi}/q] = t^k(v) \). We prove in the full version that the expectation and variance of this output satisfy the claimed requirements.

We are left with proving Lemma 15, which is the final step in the implementation of the algorithm \text{Approx}_{\mathcal{E}[\text{vertex}-t^k]}. To prove it, we reduce the problem of computing \( t^k_{\varphi} \) to the problem of computing \( t_{\varphi} \) on an auxiliary graph, in which every \( h \)-cycle is colorful and also intersects the set \( S \) exactly \( k \) times. We construct the auxiliary graph by randomly coloring the vertices with \( h \) colors, then selecting \( k \) color classes and keeping only vertices from \( S \) in them, while discarding the rest of the vertices in those classes. For the remaining \( h-k \) color classes, we retain only vertices that are not part of \( S \). We get a graph in which each color class is either contained in \( S \) or disjoint from \( S \). This reduces the problem of computing \( t^k_{\varphi} \) on the auxiliary graph, to computing \( t_{\varphi} \) on it. The next claim addresses the running time of computing \( t_{\varphi} \) (on the auxiliary graph) instead of computing \( t^k_{\varphi} \), and is the final missing piece for the proof of Theorem 9.
Claim 16. Let $G$ be a graph and let $\sigma \triangleq (U_1, \ldots, U_h)$ be an (ordered) sequence of disjoint subsets of vertices of $V(G)$. Let $t^G_\sigma(v)$ denote the number of copies $C \in C_G$ where $C = (v_1, v_2, \ldots, v_h)$ and $v_i \in U_i$ for every $i \in [h]$. Let $U_{(1)}, U_{(2)}, U_{(h)}$ denote the cardinality of the largest, second largest, and smallest subset, respectively. Then, there is a deterministic algorithm that outputs $\{t^G_\sigma(v)\}_{v \in V}$ in time $O \left(h^2 \cdot \text{MM} \left(U_{(1)}, U_{(2)}, U_{(h)}\right)\right)$.

Proof of Claim 16. We assume without loss of generality that $|U_{(1)}| = U_{(h)}$, i.e., that $U_{(1)}$ is the smallest set. We first explain how to compute $\{t^G_\sigma(v)\}_{v \in U_{(1)}}$, and then we generalize this for $U_j$ for any $j \in [h]$.

Let $A$ denote the adjacency matrix of $G$. For $X,Y \subseteq V(G)$ let $A[X,Y]$ denote the submatrix containing all rows $v$ for $v \in X$ and all columns $u$ for $u \in Y$. Combinatorially, define a new directed graph $H'$ with vertex set $X \cup Y$, and a directed edge $(x,y)$ between a pair of vertices $x \in X$ and $y \in Y$ if and only if $(x,y)$ is an edge in $G$. Note that $A[X,Y]$ is exactly the adjacency matrix of the new graph $H'$. Define $B_0 \triangleq I_{|U_{(1)}|}$, and for $0 \leq i < h$, define $A_i \triangleq A[U_{(1)}, U_{i+1}]$ and $B_i \triangleq B_{i-1} \cdot A_i$. We compute $B_i$ for $0 \leq i < h$. Note that $B_i[x,y]$ denotes the number of paths with $i$ edges between a vertex $x \in U_{(1)}$ and a vertex $y \in U_{i+1}$, which are of the form $(x,u_2,u_3,\ldots,u_{i+1},y)$, where $u_j \in U_{(j)}$ for $2 \leq j < i$. Let $A_h \triangleq A[U_{(h)}, U_{(1)}]$ and $B_h = M \cdot A_h$ and return all entries on the diagonal of $M$. Note that for $v \in U_{(1)}$, we have that $M[v,v] = t^G_\sigma(v)$.

The generalization to other values $j \in [h]$ has only a small modification and appears in the full version.

Running Time. In the $i$-th iteration, for $1 \leq i \leq h$, we compute the product of the matrices $B_{i-1}$ with the matrix $A_i$. Let $a', b'$ denote the dimensions of $A_i$. The dimensions of $B_{i-1}$ are $U_{(h)}, a'$, and therefore the running time is $\text{MM} \left(a', b', U_{(h)}\right)$. Without loss of generality, we can assume $b' \leq a'$, because $\text{MM} \left(a', b', X\right) = \text{MM} \left(X, b', a'\right)$ for any $a', b', X$. We also have $a' \leq U_{(1)}$ and $b' \leq U_{(2)}$. This bounds the time for the $i$-th iteration by $O \left(h^2 \cdot \text{MM} \left(a', b', U_{(h)}\right)\right) \leq O \left(h^2 \cdot \text{MM} \left(U_{(1)}, U_{(2)}, U_{(h)}\right)\right)$, which proves the claim. \hfill $\blacklozenge$

5 Implementing the Find-Heavy Black Box

In this section, we prove the first part of Lemma 8, as is specified in the following theorem.

Theorem 17. There is an algorithm that implements the Find-Heavy($G, \Lambda$) black box when $H$ is an $h$-cycle with $h = O(1)$, in time $O \left(\text{MM} \left(n,n,n/\Lambda^{1/(h-2)}\right)\right)$.

An algorithm for Theorem 17 is given a graph $G$ and a heaviness threshold $\Lambda$, and needs to output a superset of the $\Lambda$-heavy vertices, which contains no $\Lambda/(\log n)^{h^2}$-light vertices. Our algorithm works as follows. The algorithm selects a vector $P = (p_1, \ldots, p_h)$, where $p_i \in [0,1]$ for $i \in [h]$, which we explain shortly how to select. The algorithm then samples a uniform coloring $\varphi$ for the vertices, and keeps each vertex of the $i$-th color class with probability $p_i$. We emphasize that not all vertices are kept with the same probability. Let $F$ denote the obtained graph. If $v$ is in at least one $\varphi$-colorful cycle in $F$, we say that $v$ is $P$-discovered. We can find all $P$-discovered vertices over $F$ using Lemma 15. For every vertex $v \in V$, let $v[P]$ denote the probability that $v$ is $P$-discovered. The randomness is taken over the choice of the coloring and the sampling of vertices. We call this experiment the $P$-discovery experiment. We repeat this $P$-discovery experiment $k$ times. If $v$ is $P$-discovered more than $k\tau$ times, where $\tau$ is a threshold we set later, then $P$ adds $v$ into the set of heavy vertices. In this case, we say that $v$ is $P$-added to the set of heavy vertices.
The final step of our algorithm is choosing a vector $P$, or rather a set of vectors $\mathcal{P}$, and then performing the $P$-discovery experiment with each vector in the set $k$ times. Before specifying how we should choose $\mathcal{P}$, $k$, and $\tau$, we state the properties we hope to achieve.

(1) Each vector $P \in \mathcal{P}$ induces a graph $F$, such that invoking Lemma 15 for computing the set of $P$-discovered vertices, takes $\tilde{O} \left( \text{MM} \left( n, n, n/\Lambda^{1/(h-2)} \right) \right)$ time. (2) Each vertex with $t_G(v) \geq \Lambda$ has at least one $P \in \mathcal{P}$ that $P$-adds $v$ to the set of heavy vertices, w.h.p. (3) Any vertex $v$ with $t_G(v) \leq \Lambda/(\log n)^{h^2}$ is w.h.p. not $P$-added to the heavy vertex set for any $P \in \mathcal{P}$. (4) The set $\mathcal{P}$ has only $\tilde{O}(1)$ vectors, allowing us to avoid repeating this experiment too many times.

The set of all vectors we will use is as follows. We take a (finite) subset of the all vectors $(p_1, \ldots, p_h) \in [0, 1]^h$ which satisfy $\prod_{i \in [h]} p_i \leq \tilde{O}(1/\Lambda)$. That is, all such vectors for which $p_i \in \{2^{-j} \mid 0 \leq j \leq \log(\Lambda) + 1\}$ for $i \in [h]$. We denote this set of vectors by $\text{Product}_h(\Lambda)$. Note that $|\text{Product}_h(\Lambda)| \leq (\log(\Lambda) + 2)^h = \tilde{O}(1)$, where the last inequality follows because $\Lambda \leq n^k$, since no vertex in $G$ participates in more than $n^h$ copies of any $h$-vertex graph (that is, if the input was $\Lambda > n^h$, the algorithm could simply output an empty set). This means that $\log(\Lambda) \leq h \log n = \tilde{O}(1)$. This proves Property (4) above.

The rest of the section proves that this set satisfies Properties (1)–(3). We first prove the first property, stating that for each $P \in \text{Product}_h(\Lambda)$, the $P$-discovery algorithm can be implemented in the desired time.

\textbf{Lemma 18.} Let $G$ be a graph with $n$ vertices and let $\Lambda$ be some positive number. Let $P = (p_1, \ldots, p_h)$ be a vector in $[0, 1]^h$ with $\prod_{i=1}^h p_i = \tilde{O}(\frac{1}{\Lambda})$. Let $F$ be the (random) graph obtained in a $P$-discovery experiment. Then, we can find all the $P$-discovered vertices in time $\tilde{O} \left( \text{MM} \left( F_1, F_2, F_h \right) \right)$, w.h.p.

\textbf{Proof Sketch.} The proof is included in the full version, and we provide the proof sketch here. Fix some $P \in [0, 1]^h$ where $P = (p_1, \ldots, p_h)$, and $\prod_{i=1}^h p_i \leq 1/X$, for $X \geq 1$. Assume without loss of generality that $p_i \geq p_j$ for $i > j$. This implies that $p_1$ is the largest coordinate. Let $F$ be the random graph, and let $F_1, F_2, F_h$ denote the sizes of the first, second, and $h$ color classes in $F$. First, note that we can use Lemma 15 to compute the set of discovered vertices in time $O \left( \text{MM} \left( F_1, F_2, F_h \right) \right)$. We analyze the running time of the algorithm specified in Lemma 15 on the random graph $F$. Using a standard Chernoff’s inequality, we can get that $O \left( \text{MM} \left( F_1, F_2, F_h \right) \right) = \tilde{O} \left( \text{MM} \left( np_1, np_2, np_h \right) \right)$ w.h.p. The crux of the algorithm is the following inequalities $\text{MM} (np_1, np_2, np_h) \leq \text{MM} (n, n, n \cdot (p_1p_2p_h)) \leq \text{MM} (n, n, n/X^{1/(h-2)})$, which completes the proof by setting $X \leftarrow \Lambda$. The first inequality is proved in the full version. The second inequality reduces to solving the following optimization task. Maximize $p_1 \cdot p_2 \cdot p_h$, under the constraints $p_i \geq p_{i+1}$, and $\prod_{i \in [h]} p_i = 1/X$. The proof is also in the full version, where we show that an optimal value is obtained when $p_1 = p_2 = 1$ and $p_h = X^{1/(h-2)}$, which completes the proof sketch.

It remains to prove Properties (2) – (3). For this, we prove that each $\Lambda \cdot (2h \log(n))^{h+1}$ heavy vertex $v$, has a vector $P \in \text{Product}_h(\Lambda)$ for which $v[P] = \Omega(1)$. On the other hand, for every $\Lambda/\log n$-light vertex $v$, and any vector $P \in \text{Product}_h(\Lambda)$, we have $v[P] = O(1/\log n)$, and therefore, we can distinguish between the two. The full details appear in the full version.

The upper bound on $v[P]$ for light vertex uses Markov’s inequality. For the rest of this section we prove the statement on heavy vertices, by induction on $h$, for which the base case is $h = 3$. The intuition for the proof is as follows. Consider the base case of triangles. Let $V_i$ denote the $i$-th color class. Consider finding the heavy vertices in the first color class. Consider all vectors $P_i = (1, 2^{-i}, 2^i/\Lambda)$, for $0 \leq i \leq \log(\Lambda) + 1$. These vectors form a subset of $\text{Product}_h(\Lambda)$. Fix some $\Lambda$-heavy vertex $v \in V_1$. We want to prove that for at least one
\[ i \in [\log(\Lambda)] \] we have \( v[P_i] \geq \Omega(1) \). Our choice for the vectors is designed to deal with the following two extreme cases. The first case is that every \( C \in \mathcal{C}_q(v) \) intersects one specific vertex \( u \in V_2 \). For this case, the vector \( P_i = (1, 1, \frac{1}{3}) \) is the right choice for discovering \( v \) because it maximizes the probability we hit \( u \) and a common neighbor of \( v \) and \( u \), under the constraint that the sampling probability \( p_1 \cdot p_2 \cdot p_3 \leq 1/\Lambda \). The second case is that among each of \( V_2 \cap N(v) \) and \( V_3 \cap N(v) \), there are \( \sqrt{\Lambda} \) vertices that are connected as a complete bipartite graph (contained in \( V_2 \times V_3 \)). For this case, the vector \( P_i \) for \( i = \log(\Lambda)/2 \) is the right choice for discovering \( v \), because \( P_i = (1, \frac{1}{\sqrt{\Lambda}}, \frac{1}{\sqrt{\Lambda}}) \). For a larger \( h \), the “hard” case is the following generalization of the above. From each color class \( V_i \) for \( i \in \{3, \ldots, h\} \) we take \( k = \Lambda^{1/(h-2)} \) vertices and connect them by a complete \((h-2)\)-partite graph. We then take \( v \in V_1 \) and \( u \in V_2 \), we add an edge between \( v \) and \( u \), and we connect \( v \) to all the aforementioned \( k \) vertices from \( V_3 \) and we connect \( u \) to all the aforementioned \( k \) vertices from \( V_3 \). The vector \((1, 1, \frac{1}{k}, \ldots, \frac{1}{k})\) is the right choice for this case.

Roughly speaking, we show the set \( \text{Product}_h(\Lambda) \) gradually shifts from handling one extreme case to another, and therefore “covers” all cases in between, which are the different ways to split vertices in \( h \)-cycles into \( h \) pieces whose product of sizes is \( \Lambda \).

We need a final technical step before presenting the proof. First, we construct an \( h \)-partite graph which is easier to work with. For this, we sample uniform \( h \)-coloring of the vertices of \( G \). For \( i \in [h] \) let \( V_i \) denote the set of vertices colored in the \( i \)-th color. For every \( i \in [h] \) we keep only edges between the vertices of \( V_i \) and \( V_{i+1 \mod h} \), and direct those edges from \( V_i \) to \( V_{i+1} \). Let \( G_\varphi \) denote the obtained directed graph. We emphasize that \( t_{G_\varphi}(v) \leq t_G(v) \), as the latter counts all colorful cycles in which \( v \) participates in, whereas the former counts only colorful cycles with edges between \( V_i \) and \( V_{i+1} \) in which \( v \) participates in. We prove that a heavy vertex will be \( P \) discovered in \( G_\varphi \), with probability at least \( \Omega(1) \), by some \( P \in \text{Product}_h(\Lambda) \), whereas light vertices will only be discovered with probability \( O(1/\log n) \). In other words, since the gap between the heavy and light vertices is sufficiently large, we can still distinguish between the two in \( G_\varphi \).

The rest of this section is dedicated to proving the following proposition.

**Proposition 19.** Fix a vertex \( v \), and an \( h \)-coloring of the vertices of \( G \). Suppose \( t_{G_\varphi}(v) \geq \Lambda \cdot (2h \log(n))^{(h-1)^2} \). Then, there exists a vector \( P \in \text{Product}_h(\Lambda) \) such that the probability that \( v \) gets \( P \)-discovered in \( G_\varphi \) is at least \((1 - 1/e)^{h-1} \).

Due to space considerations, we prove here only the base case where the induction step is deferred to the full version.

**Proof of Proposition 19.** We prove this by induction on \( h \). We start with the base case, that is, \( h = 3 \). We fix some \( h \)-coloring \( \varphi \). Recall that we denote the \( i \)-th color class by \( V_i \). Consider a vertex \( v \in V_1 \) with \( t_{G_\varphi(v)} \geq \Lambda \cdot (2h \log(n))^4 \). To simplify the notation, we use \( G' = G_\varphi \). We will prove that there exists a vector \( P \in \text{Product}_h(\Lambda) \), such that the probability that the vertex \( v \) is \( P \)-discovered over \( G' \) is at least \((1 - 1/e)^2 \). Let \( K_0 = \log(\Lambda) + 1 \). We consider a subset of vectors in \( \text{Product}_h(\Lambda) \) of the form \( P_i = (1, p_i, q_i) \), for \( i \in \{0, 1, \ldots, K_0\} \), where \( p_i \equiv 2^{-i}, q_i \equiv \frac{2^i}{\Lambda} \). We partition \( V_2 \) into classes as follows. For \( k \in \{1, 2, \ldots, K_0\} \), let \( Q_k = \{ u \in V_2 \mid |C_{G'}(v) \cap C_{G'}(u)| \in [1/q_k, 2/q_k) \} \), \( Q_0 = \{ u \in V_2 \mid |C_{G'}(v) \cap C_{G'}(u)| \geq 1/q_0 \} \). In words, \( u \in Q_k \) if and only if the number of \( 3 \)-cycles in \( G' \) that contain both \( v \) and \( u \) is at least \( 1/q_k \) and less than \( 2/q_k \). The set \( Q_0 \) consists of all vertices \( u \in V_2 \), such that the number of \( 3 \)-cycles in \( G' \) that contain both \( v \) and \( u \) is at least \( 1/q_0 = \Lambda \). We claim that there exists \( k \in \{0, 1, \ldots, K_0\} \) such that \( |Q_k| \geq 1/p_k \). The proof appears in the full version.

We next show that for such \( k \), we have \( v[P_k] \geq (1 - 1/e)^{h-1} \) which completes the proof of the base case. Fix \( k \in \{0, 1, \ldots, K_0\} \) where \( |Q_k| \geq 1/p_k \). For any non-empty subset \( S \subseteq Q_k \),
let $\mathcal{E}_1(S)$ denote the event that $\{Q_k \cap V_2[p_k] = S\}$. That is, $\mathcal{E}_1(S)$ denote the event that during the $P_k$-discovery experiment, the set of vertices that were sampled from $V_2 \cap Q_k$ is exactly the set $S$. Let $R(S)$ denote the subset of vertices in $V_3$ which participate in a 3-cycle (in $G'$) that contains $v$ and some additional vertex from $S$. Let $\mathcal{E}_2(S)$ denote the event that $\{V_3[p_k] \cap R(S) \neq \emptyset\}$. That is, $\mathcal{E}_2(S)$ denotes the event that during the $P_k$-discovery experiment, the set of vertices that were sampled from $V_3 \cap R(S)$ is not empty. Next, we show that

$$v[p_k] \geq \sum_{S : \emptyset \subseteq S \subseteq Q_k} \Pr[\mathcal{E}_1(S) \cap \mathcal{E}_2(S)] \geq (1 - 1/e)^2. \quad (1)$$

For every fixed $S \subseteq Q_k$, which is not empty, the events $\mathcal{E}_1(S)$ and $\mathcal{E}_2(S)$ are independent, since $\mathcal{E}_1(S)$ addresses sampling vertices from $V_2$, while $\mathcal{E}_2(S)$ addresses sampling vertices from $V_3$, where the two samples are independent of each other. Also note that $\mathcal{E}_1(S) \cap \mathcal{E}_2(S)$ is contained in the event that $v$ is $P_k$-discovered, and since the events $\{\mathcal{E}_1(S)\}_{S \subseteq Q_k}$ are disjoint, so are the events $\{\mathcal{E}_1(S) \cap \mathcal{E}_2(S)\}_{S \subseteq Q_k}$. Therefore, the event that $v$ is $P_k$-discovered, contains the union of the following disjoint events $\{\bigcup_{S : \emptyset \subseteq S \subseteq Q_k} \mathcal{E}_1(S) \cap \mathcal{E}_2(S)\}$. We get

$$v[p_k] \geq \Pr[\bigcup_{S : \emptyset \subseteq S \subseteq Q_k} \mathcal{E}_1(S) \cap \mathcal{E}_2(S)] = \sum_{S : \emptyset \subseteq S \subseteq Q_k} \Pr[\mathcal{E}_1(S) \cap \mathcal{E}_2(S)] = \sum_{S : \emptyset \subseteq S \subseteq Q_k} \Pr[\mathcal{E}_1(S)] \Pr[\mathcal{E}_2(S)].$$

To complete the proof, we need to show that (1) $\sum_{S : \emptyset \subseteq S \subseteq Q_k} \mathcal{E}_1(S) \geq 1 - 1/e$, and (2) that for every $S \subseteq Q_k$, which is not empty, we have $\mathcal{E}_2(S) \geq 1 - 1/e$. The first claim follows as

$$\sum_{S : \emptyset \subseteq S \subseteq Q_k} \mathcal{E}_1(S) = \Pr[Q_k[p_k] \neq \emptyset] = 1 - (1 - p_k)^{|Q_k|} \geq 1 - 1/e,$$

where the inequalities hold for the following reasons. The first two equalities follows from definition, and the last inequality follows from the assumption that $|Q_k| \geq 1/p_k$.

The second claim follows as every non-empty subset $S \subseteq Q_k$ satisfies $|R(S)| \geq 1/q_k$. To see this, fix some vertex $u \in S$. We have $R(u) \subseteq R(S)$, and $|R(u)| \geq 1/q_k$ because $u \in Q_k$. Therefore, for any such $S$, we have

$$\Pr[\mathcal{E}_2(S)] = \Pr[R(S)[p_k] \neq \emptyset] = 1 - (1 - q_k)^{|R(S)|} \geq 1 - (1 - q_k)^{1/q_k} \geq 1 - 1/e.$$

This completes the proof of Equation (1). The rest of the proof appears in the full version. ▶
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