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#### Abstract

In this paper, we study the problem of computing an edge-coloring in the (one-pass) W-streaming model. In this setting, the edges of an $n$-node graph arrive in an arbitrary order to a machine with a relatively small space, and the goal is to design an algorithm that outputs, as a stream, a proper coloring of the edges using the fewest possible number of colors.

Behnezhad et al. [Behnezhad et al., 2019] devised the first non-trivial algorithm for this problem, which computes in $\tilde{O}(n)$ space a proper $O\left(\Delta^{2}\right)$-coloring w.h.p. (here $\Delta$ is the maximum degree of the graph). Subsequent papers improved upon this result, where latest of them [Ansari et al., 2022] showed that it is possible to deterministically compute an $O\left(\Delta^{2} / s\right)$-coloring in $O(n s)$ space. However, none of the improvements succeeded in reducing the number of colors to $O\left(\Delta^{2-\epsilon}\right)$ while keeping the same space bound of $\tilde{O}(n)^{1}$. In particular, no progress was made on the question of whether computing an $O(\Delta)$-coloring is possible with roughly $O(n)$ space, which was stated in [Behnezhad et al., 2019] to be an interesting open problem.

In this paper we bypass the quadratic bound by presenting a new randomized $\tilde{O}(n)$-space algorithm that uses $\tilde{O}\left(\Delta^{1.5}\right)$ colors.
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## 1 Introduction

The last few decades have witnessed significant technological advancements, which have led to an exponential increase in the volume of data sets and network traffic that require efficient processing. However, many of the devices that we use to perform these tasks lack sufficient storage capacity to store even a small fraction of the input data, which typically arrives in an unordered stream. Consequently, we often find ourselves processing this data using partial information. This scenario is commonplace, especially when attempting to receive information from remote servers over the internet or fetch data from an external memory unit.

[^0]To gain a better understanding of computing capabilities in such scenarios, the data stream model has been introduced. This model involves receiving an arbitrary stream of tokens as input, and the objective is to compute a function of this input by performing one or more passes over the stream while using minimal working memory. The model has been primarily applied to problems on graphs. In this context, the data stream consists of a sequence of updates that defines the edge-set of a graph with a known number of vertices, and the aim is to compute various properties of this graph.

Clearly, our aim in such problems is to design algorithms whose space complexity is asymptotically much less than the number of edges - preferably linear in the number of vertices. However, in some cases, the size of the output may be as large as the size of the input, forcing us to use a very large space to store it. To get around this, we use a known variant of the streaming model, called the W-steaming model [5], which allows us to stream parts of the output along the computation. However, it forces the algorithm to commit to parts of the output without even seeing the entire input.

Many important problems have been studied in the W-streaming model. In this paper we focus on the problem of properly coloring the edges of a given graph with a small number of colors. This problem is considered to be one of the most fundamental and well-studied problems in graph theory, with many applications in scheduling and communications.

Behnezhad et al. [2] were the first to consider the problem of edge-coloring in the Wstreaming model. They distinguished between two variants: random order streams - in which the edges arrive according to a random permutation that was chosen uniformly at random before the start of the algorithm, and adversarial order streams - in which the edges arrive in an arbitrary order. For the first variant, they provided a simple one-pass algorithm that uses $O(\Delta)$ colors and $\tilde{O}(n)$ space (where as usual $\Delta$ and $n$ respectively denote the maximum degree of the input graph and the number of its vertices). For the second one, they provided a different one-pass algorithm that in $\tilde{O}(n)$ space computes w.h.p. a proper $O\left(\Delta^{2}\right)$-coloring. Charikar and Liu [7] improved the above results by devising a one-pass $\tilde{O}(n)$-space algorithm that uses $\Delta+o(\Delta)$ colors for random order streams, and a one-pass randomized algorithm that uses $\tilde{O}(n s)$ space and $(1+o(1)) \Delta^{2} / s$ colors for adversarial order streams. More recently, Ansari et al. [1] provided two simple deterministic algorithms that in one pass and $O(n s)$ space compute a proper coloring that uses no more than $(1+o(1)) \Delta^{2} / s$ colors for adversarial order streams, improving the result of [7].

Interestingly, for the more challenging model of adversarial order streams, all of the above results require $\tilde{\Omega}\left(\Delta^{2}\right)$ colors when the available space is $\tilde{O}(n)$. This raises the question of whether one can get asymptotically below this number of colors, while retaining the same space bound, or if $\tilde{\Omega}\left(\Delta^{2}\right)$ is an inherent limitation. In this paper we resolve this question, and show that it is possible to reduce the number of colors without compromising on increasing the given space.

### 1.1 Our result

We break the quadratic barrier for the first time by providing a new randomized algorithm that in one pass and $\tilde{O}(n)$-space (in expectation) computes a proper edge-coloring which uses, in expectation, no more than $\tilde{O}\left(\Delta^{1.5}\right)$ colors (for adversarial order streams).

- Theorem 1. For an undirected (multi-) graph $G=(V, E)$ on $n$ vertices and maximum degree $\Delta$, there is a single-pass randomized streaming algorithm using $\tilde{O}(n)$ space for edge coloring that uses $\tilde{O}\left(\Delta^{1.5}\right)$ colors with high probability.


### 1.2 Related work

The edge-coloring problem has been studied in several models of computation (see, e.g. $[12,10,6,2])$. A closely related model to the W-Streaming is known as the Online model. In the online edge-coloring problem, we also assume that the edges of the input graph arrive as a data stream (which can be either random or arbitrary). There is no space limitation, but there is a requirement to instantly compute and output a color for each newly received edge, as opposed to the W-Streaming model in which we can delay the announcement of some of the edges by buffering them. See $[15,11,13,4,8]$ for some latest results on this problem.

## Independent work

In a concurrent work [3], Behnezhad and Saneian have obtained the same result as Theorem 1; besides, they have a general trade-off of $\tilde{O}(n s)$ space and $\tilde{O}\left(\Delta^{1.5} / s\right)$ colors, for any parameter $s$. In another concurrent work [9], Ghosh and Stoeckl have achieved a trade-off of $\tilde{O}(n s)$ space and $\tilde{O}\left(\Delta^{2} / s^{2}\right)$ colors, for any parameter $s$.

### 1.3 Technical Overview

Ansari et al. [1] used, in their second algorithm, a very simple buffering approach to color the graph's edges. Let $G=(V, E)$ be the input graph, $n$ be its number of vertices and $\Delta$ be its maximum degree. Assuming that we have a working space of at least $n$ words, we divide the edge-stream $E$ into continuous intervals $E_{1}, \ldots, E_{k}$ of $n$ edges each, buffer each one of them in order, and color each graph $G_{i}=\left(V, E_{i}\right)$ separately by using a different set of $O(\Delta)$ colors. This gives us a proper $O\left(\Delta^{2}\right)$-coloring as there can be at most $\Delta$ such intervals.

To reduce the number of colors in such an approach, we have to avoid somehow the allocation of a new $O(\Delta)$-color palette for each interval. Our main observation here is that we may not be able to edge-color the graph of a given interval $G_{i}$ with much less than $\Omega(\Delta)$ colors (as it may contain vertices of high degree), but we can use fewer colors to color all the edges in $G_{i}$ that are between vertices of a sufficiently low vertex degrees. We will still have to use palettes of $O(\Delta)$ colors to color the rest of the edges, but these edges are now adjacent to high degree vertices. As the number of these vertices in each of the intervals cannot be too large, we can afford to store in the machine more information about the colorings that were used to color these edges across several intervals (which we call a phase). This way, it will hopefully be sufficient to allocate a few palettes of $O(\Delta)$-colors per phase, instead of allocating a new one for each interval.

Let us develop this idea further. We divide the intervals $E_{1}, \ldots, E_{k}$ into contiguous phases $P_{1}, \ldots, P_{k^{\prime}}$ of $D$ intervals each. In each phase $i \in\left\{1, \ldots, k^{\prime}\right\}$, we are going to process the intervals one by one, and color their edges. To do that, we distinguish, in each interval $E_{j} \in P_{i}$, between the "low" edges - those whose endpoints are of low degree (at most some parameter $t=\Theta(\sqrt{\Delta})$ ) in $G_{j}$, the "high" edges - those whose endpoints are of high degree (greater than $t$ in $G_{j}$ ) and the "mixed" - all the rest. As we discussed above, in each interval $E_{j} \in P_{i}$, the number of nodes whose degree in $G_{j}$ is greater than $t$, cannot be that large (less than $2 n / t)$. Thus, as long as $t \geq D$, we can store for the current phase, $O(1)$ words for each node and each interval such that this node is of degree greater than $t$ in this interval.

With that in mind, consider the following procedure for coloring the high edges. We allocate at the start of the phase, $c$ palettes $A_{1}, \ldots, A_{c}$ of $O(\Delta)$ colors each. In each interval, we choose uniformly at random a set $A$ from the collection, and color all the high edges that are incident only to vertices that weren't previously incident to high edges that were colored using $A$. (that is, we store for each node that was incident to a high edge, the IDs of all the
palettes that were used to color its incident edges.) Note that each vertex may have a high degree in no more than $\Delta / t$ intervals. Therefore, the probability that a high edge will not be colored in a certain interval is at most $2 \Delta / t c$, which for $c=C(\Delta / t)$ is $2 / C$. This means that in expectation only a fraction of the edges remains uncolored. Let us ignore these edges for a moment, and discuss how we color the rest of the edges.

Coloring the low edges of each interval is simple as we don't need big palettes for them. So we just allocate a new set of $O(t)$ colors for each interval, and properly color the low edges of that interval with it.

We move now for the task of coloring the mixed edges. Note that this case is more complicated than the previous ones, as we need to use palettes of $K=O(\Delta)$-colors, but cannot store too much information for the nodes with low degree. As before, we start by assigning at the start of the phase a set of $c=C(\Delta / t)$ palettes $B_{1}, \ldots, B_{c}$ of $O(\Delta)$ colors each. In each interval, we choose uniformly at random a set $B$ from the collection, and the idea now is that the vertex with the low degree of each mixed edge will choose a color from $B$ to color this edge.

We illustrate the problems that could arise (when trying to color these edges) and the way we handle them, by focusing on two edges $\{u, v\}$ and $\{u, w\}$ that belong to two different intervals. Note that since these edges share a vertex, they cannot be colored with the same color. In the first case, $u$ has a high degree in both of the intervals. A possible conflict can occur if we happen to chose the same set $B$ in both of them. To solve this, we do the same thing that we did for the high edges (i.e. we store at the high degree vertices the IDs of the palettes with which previous incident edges were colored, and avoid coloring an edge if a conflict was detected). This will guarantee that in expectation only a fraction of them remains uncolored. In the second case, $u$ has a low degree in both of the intervals. This means that both $w$ and $v$ have a high degree in their intervals, but they may be different, and so we cannot know the IDs of the previous palettes. To solve this, we maintain for $u$ a counter $c_{u}$, which counts the total number of edges that connected $u$ to high degree vertices when it had low degree. When $u$ wants to choose a color from $B$ it simply takes the $c_{u}$ color in it, this will guarantee that no conflict can occur in such cases. In the third and last case, $u$ has a high degree in one of the intervals and a low in the other. For resolving possible conflicts in this case, we make use of random offsets. At the start of the phase, we choose for each vertex $v$ a uniformly random integer $r_{v}$ between 0 and $K-1$, and use it to permute the colors in the set (that is, $v$ considers the first color in $B$ to be the color in the position $r_{v}$, and so on). Before we color an edge $\{u, v\}$ we check whether the offsets $r_{v}$ and $r_{u}$ are far enough. If this is not the case we skip it (this happens with small probability).

To summarize, in each phase we use $O(c \Delta+t D)$ colors. As we have $O(\Delta / D)$ phases, we get that the total number of colors is $O\left(\Delta^{3} /(t D)+t \Delta\right)$. The edges that were left uncolored, we treat as a new virtual stream, and apply recursively the algorithm on it. As in expectation the number of uncolored edges reduces each time by a constant factor, we get that it only increases the space bound and the number of colors by a factor of $O(\log \Delta)$.

## 2 Edge coloring with subquadratic palette size

### 2.1 Algorithm description

## Preparation

Our algorithm assumes prior knowledge of the maximum degree $\Delta$. Without loss of generality, assume $\sqrt{\Delta}$ is an integer power of 2. If the data stream contains at most $O(n)$ edges, then the entire stream fits in the memory, so we can color the graph with $O(\Delta)$ colors straightforwardly (more precisely, $\left\lceil\frac{3 \Delta}{2}\right\rceil$ colors for multi-graphs, and $\Delta+1$ colors for simple graphs $[14,16]$ ).

The algorithm divides the data stream into intervals, each interval consisting of $n$ edges from $E$ (the last interval may have less than $n$ edges). In general, there are at most $|E| / n=O(\Delta)$ intervals in the data stream. Let $E_{l} \subseteq E$ be the set of edges in the $l$-th interval. Denote by $G_{l}=\left(V, E_{l}\right)$ the subgraph collected from this interval. We further partition all intervals into phases, each phase consisting of $\Delta^{1 / 2}$ consecutive intervals (the last phase may have less). Different phases will use different sets of edge colors and thus are independent. For the rest of this section, we will describe our algorithm for an individual phase.

Fix any degree threshold $d$ be any integral power of 2 . If $d<\sqrt{\Delta}$, we will create $O(\sqrt{\Delta})$ new colors for each interval which should be enough to color all edges $(u, v)$ such that

$$
\max \left\{\operatorname{deg}_{G_{l}}(u), \operatorname{deg}_{G_{l}}(v)\right\}<2 d
$$

Otherwise if $d \geq \sqrt{\Delta}$, then for each interval $E_{l}$, we will describe an algorithm that assigns colors to all edges $(u, v)$ such that

$$
\max \left\{\operatorname{deg}_{G_{l}}(u), \operatorname{deg}_{G_{l}}(v)\right\} \in[d, 2 d)
$$

Ranging over all choices of $d$, we would be able to color the whole graph $G_{l}$, by blowing up the total number of colors by a factor of $O(\log \Delta)$.

A vertex $v \in V$ is called high-degree in $G_{l}$, if $\operatorname{deg}_{G_{l}}(v) \in[d, 2 d)$, and if $\operatorname{deg}_{G_{l}}(v)<d$, then it is called low-degree; we will not consider any vertices whose degree in $G_{l}$ is at least $2 d$.

Let $\kappa \geq 32$ be a constant which is an integer power of 2 . At the beginning of a single phase, the algorithm prepares three sequences of disjoint color palettes: $A_{1}, A_{2}, \cdots, A_{\kappa \Delta / d}$, and $B_{1}, B_{2}, \cdots, B_{\kappa \Delta / d}$, and $C_{1}, C_{2}, \cdots, C_{\kappa \Delta / d}$. All palettes $A_{i}, B_{i}, C_{i}$ have size $K=2 \kappa d$.

For each palette $X\left(X \in\left\{A_{i}, B_{i}, C_{i}\right\}\right)$, its colors will be indexed by $0,1,2 \cdots, K-1$. Each $A_{i}$ will only be used to color edges between high-degree vertices in some intervals, and each $B_{i} \cup C_{i}$ will only be used to color edges between high-degree vertices and low-degree vertices in some intervals. For each vertex $v \in V$, take a uniformly random integer offset $r_{v} \in[0, K-1]$. Additionally, for each palette index $i$, maintain a counter $c_{v}[i] \in\{\perp\} \cup[0, K-1]$ which will bound the number of edges incident on $v$ with colors from palette $C_{i}$; when $c_{v}[i]=\perp$, it means this counter $c_{v}[i]$ has not been initialized yet, so it does not take any space in the storage.

During this phase, each vertex $v$ holds a set of indices $I_{v} \subseteq[\kappa \Delta / d]$, such that $i \in I_{v}$ if edges incident on $v$ have been colored with colors from palette $A_{i}$ in any previous intervals. Finally, the algorithm maintains a virtual stream of leftover edges, which are edges discarded temporarily but will be processed again recursively.

## Processing intervals

Let $l_{0}$ be the index of the first interval of this phase. For each interval indexed by $l$, draw a random index $\sigma_{l} \in[\kappa \Delta / d]$ uniformly at random. For any $i$, keep a counter $p_{l}[i]=$ $\left|\left\{\sigma_{k}=i \mid l_{0} \leq k<l\right\}\right|$. Note that all these counters $\left\{p_{l}[i]\right\}_{1 \leq i \leq \kappa \Delta / d}$ can be stored using $O(\kappa \Delta / d)=O(n)$ space; for the $l$-th interval, we are only using counters $p_{l}[*]$, and previous counters will be discarded.

Partition the graph $G_{l}=\left(V, E_{l}\right)$ into two disjoint subgraphs: $G_{l}=H_{l}^{1} \cup H_{l}^{2}$ defined below; edges in these subgraphs will be colored separately.
(1) $H_{l}^{1}$ consists of all edges between high-degree vertices in $G_{l}$.

To color edges in $H_{l}^{1}$, let $U$ be the set of all high-degree vertices such that $\sigma_{l} \notin I_{v}$. Then, use the palette $A_{\sigma_{l}}$ to color the subgraph $H_{l}^{1}[U]$ since $\left|A_{\sigma_{l}}\right|=2 \kappa d>4 d-1$.

After that, for each high-degree vertex $v$, add $\sigma_{l}$ to $I_{v}$ by updating $I_{v} \leftarrow I_{v} \cup\left\{\sigma_{l}\right\}$. Finally, for each high-degree vertex $v \notin U$, insert all its incident edges in $G_{l}$ to the virtual stream as leftover edges; we emphasize the point that this also includes its edges connecting to low-degree vertices.
(2) $H_{l}^{2}$ consists of all edges connecting high-degree vertices to low-degree vertices.

To color edges in $H_{l}^{2}$, go over all low-degree vertices $u$ in the alphabetical order. For each low-degree vertex $u$, if $c_{u}\left[\sigma_{l}\right]=\perp$, then check if $\operatorname{deg}_{G_{l}}(u)>\sqrt{\Delta}$; if so, then initialize a counter $c_{u}\left[\sigma_{l}\right] \leftarrow 0$.
Enumerate its incident edges in $H_{l}^{2}$ in the alphabetical order. For the $b$-th edge $(u, v) \in E_{l}$ incident on $u$ (starting with $b=0$ ), consider several cases below.
(a) If $(u, v)$ was already inserted to the virtual stream in Step (1) due to the reason that $v \notin U$, then skip it and proceed to the next edge incident on $u$.
(b) Define $\delta=r_{v}-r_{u} \bmod K$, so $d \in[0, K-1]$. If $\delta<2 d$ or $\delta>K-2 d$, then insert edge $(u, v)$ to the virtual stream as a leftover edge.
(c) Otherwise, assume $2 d \leq \delta \leq K-2 d$. There are several sub-cases.
= If $c_{u}\left[\sigma_{l}\right]=2 d$, then simply insert the edge $(u, v)$ to the virtual stream as a leftover edge.
$=$ If $c_{u}\left[\sigma_{l}\right] \neq \perp$ and $c_{u}\left[\sigma_{l}\right]<2 d$, then check if the $\left(r_{u}+c_{u}\left[\sigma_{l}\right]\right)$-th color from palette $C_{\sigma_{l}}$ has already been used in $H_{l}^{2}$ on any other edge incident on high-degree vertex $v$. If so, then insert the edge $(u, v)$ to the virtual stream as a leftover edge; otherwise, assign the $\left(r_{u}+c_{u}\left[\sigma_{l}\right]\right)$-th color from palette $C_{\sigma_{l}}$ to edge $(u, v)$.
$=$ Otherwise if $c_{u}\left[\sigma_{l}\right]=\perp$, check if $p_{l}\left[\sigma_{l}\right] \geq 2 d / \sqrt{\Delta}$. If so, insert edge $(u, v)$ to the virtual stream as a leftover edge.
In the case that $c_{u}\left[\sigma_{l}\right]=\perp$ and $p_{l}\left[\sigma_{l}\right]<2 d / \sqrt{\Delta}$, check if the $\left(r_{u}+b+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right]\right)$-th color from palette $B_{\sigma_{l}}$ has already been used in $H_{l}^{2}$ on any other edge incident on high-degree vertex $v$. If so, then insert the edge $(u, v)$ to the virtual stream as a leftover edge; otherwise, assign the $\left(r_{u}+b+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right]\right)$ th color from palette $B_{\sigma_{l}}$ to edge $(u, v)$.
In all cases $(\mathrm{a})(\mathrm{b})(\mathrm{c})$, if $c_{u}\left[\sigma_{l}\right] \neq \perp$, increment the counter by one $c_{u}\left[\sigma_{l}\right] \leftarrow c_{u}\left[\sigma_{l}\right]+1$ afterwards (even if $(u, v)$ is inserted to the virtual stream).

## Coloring leftover edges

To color all leftover edges in the virtual stream, we apply the above algorithm recursively on this virtual stream as its input data stream, with fresh colors and independent randomness. Some of the notations used in the algorithm description are summarized in Table 1.

### 2.2 Proof of correctness

Let us first state some basic properties of the algorithm.

- Lemma 2. The value of any counter $c_{u}[i]$ depends on the data stream and randomness of indices $\left\{\sigma_{l}\right\}$, but is independent of the random shifts $\left\{r_{v} \mid v \in V\right\}$.

Proof. According to the description of the algorithm, each counter $c_{u}[i]$ is initialized to 0 in the first interval of edges $E_{k}$ such that $\operatorname{deg}_{G_{k}}(u)>\sqrt{\Delta}$ and $\sigma_{k}=i$; this event is independent of random shifts $\left\{r_{v} \mid v \in V\right\}$. Later on, for any $l \geq k$ such that $\sigma_{l}=i, c_{u}[i]$ will increase by $\left|\operatorname{deg}_{H_{l}^{2}}(u)\right|$ if $u$ is a low-degree vertex in $G_{l}$. Therefore, $c_{u}[i]$ is always independent of the random shifts $\left\{r_{v} \mid v \in V\right\}$.

Table 1 Some of the notations used in the algorithm.

| notation | definition |
| :---: | :---: |
| $E_{l}$ | the set of $O(n)$ edges in the $l$-th interval in from the data stream |
| $G_{l}$ | $G_{l}=\left(V, E_{l}\right)$ is the subgraph collected in the $l$-th interval |
| phase | a phase consists of $\Delta^{1 / 2}$ consecutive intervals |
| $\kappa$ | a constant at least 32 which is also an integer power of 2 |
| $A_{i}, B_{i}, C_{i}, 1 \leq i \leq \kappa \Delta / d$ | three sequences of sets of palettes of size $K=2 \kappa d$ |
| $c_{v}[i] \in\{\perp\} \cup[0, K-1]$ | a counter bounding using colors from palette $C_{i}$ |
| $r_{v}$ | $r_{v} \in[0, K-1]$ is a random shift |
| $I_{v}$ | $i \in I_{v}$ if $v$ already has edges with colors from $A_{i}$ |
| $\sigma_{l}$ | a uniformly random index from $[1, \kappa \Delta / d]$ for the $l$-th interval |
| $p_{l}[i]$ | a counter defined by $p_{l}[i]=\left\|\left\{\sigma_{k}=i \mid l_{0} \leq k<l\right\}\right\|$ |
| high-degree vertex | high-degree if deg ${ }_{G_{l}} \in[d, 2 d)$ |
| low-degree vertex | high-degree if $\operatorname{deg}_{G_{l}}<d$ |
| $H_{l}^{1}$ | all edges between high-degree vertices in $G_{l}$ |
| $H_{l}^{2}$ | all edges connecting high-degree vertices and low-degree vertices |

- Lemma 3. At the beginning of the l-th interval, for any low-degree vertex $u$, if $c_{u}\left[\sigma_{l}\right] \neq \perp$, then all colors from any palette $C_{\sigma_{l}}$ indexed by $r_{u}+c_{u}\left[\sigma_{l}\right], r_{v}+c_{u}\left[\sigma_{l}\right]+1, \cdots, r_{u}+2 d-1$ $\bmod K$ haven't been used for any edge incident on $u$.

Proof. This is because the counter $c_{u}\left[\sigma_{l}\right]$ increases by one each time we use a color from $C_{\sigma_{l}}$ on edges incident on $u$, so the colors indexed by larger integers have not been used yet.

- Lemma 4. For each vertex u, at any moment during the current phase, there are at most $\frac{\Delta}{2 d}$ different indices $i$ such that

$$
\sum_{l, \sigma_{l}=i} \operatorname{deg}_{G_{l}}(u) \geq 2 d
$$

Proof. Since $\operatorname{deg}_{G}(u) \leq \Delta$, the number of indices $i$ such that $\sum_{l, \sigma_{l}=i} \operatorname{deg}_{G_{l}}(u) \geq 2 d$ is bounded by $\frac{\Delta}{2 d}$.

Next, we show that our algorithm always produces a valid edge coloring.

- Lemma 5. The algorithm always outputs a valid edge coloring of $G$.

Proof. Consider any two adjacent edges $(u, v),(u, w) \in E$, and we will show that $(u, v),(u, w)$ must have different colors in the output stream. Note that $v$ does not need to be different from $w$ since $G$ might not be a simple graph. If one of them appears in the virtual stream, then because the recursion for leftover edges uses fresh colors for each interval, we can make sure that $(u, v),(u, w)$ are assigned different colors. For the rest we assume that $(u, v),(u, w)$ are not leftover edges.

First, consider the case where both $(u, v),(u, w)$ appear in the same interval from the input stream. According to the algorithm, if they are colored in different Step (1) and (2) respectively, then they are picking colors from separate palettes; if they are colored in the same Step (1) or (2), then the algorithm must have colored them in a compatible way.

Secondly, consider the case where $(u, v),(u, w)$ appear in different intervals from the input stream. Assume $(u, v)$ is in interval $E_{l}$ and $(u, w)$ is in interval $E_{h}, h \neq l$. Consider the following cases.

- One of $(u, v),(u, w)$ is colored in Step (1) and the other in Step (2).

In this case, they are using different palettes, so their colors are always different.

- Both $(u, v),(u, w)$ are colored in Step (1) but in different intervals. In this case, since $(u, w)$ is not a leftover edge, by the algorithm we know that $\sigma_{l} \neq \sigma_{h}$. Therefore, $(u, v),(u, w)$ use colors from different palettes $A_{\sigma_{l}}, A_{\sigma_{h}}$.
- Both $(u, v),(u, w)$ are colored in Step (2) but in different intervals. If $u$ is high-degree in both intervals $E_{l}, E_{h}$, then since neither of $(u, v),(u, w)$ is a leftover edge, it must be $\sigma_{l} \neq \sigma_{h}$. Hence, $(u, v),(u, w)$ are taking colors from different palettes. Next, assume $u$ is low-degree in both intervals, plus that $\sigma_{l}=\sigma_{h}$. If $(u, v),(u, w)$ were selecting colors from $B_{\sigma_{l}}, C_{\sigma_{h}}$, then their colors must be different. So, we only need to consider the case where both $(u, v),(u, w)$ were selecting colors from $B_{\sigma_{l}}$, or from $C_{\sigma_{l}}$. Let us analyze these two cases separately.
- $(u, v),(u, w)$ were selecting colors from $B_{\sigma_{l}}$. Then, by the algorithm description, $(u, v)$ could only take colors from $B_{\sigma_{l}}$ taking indices from the range

$$
\left[r_{u}+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right], r_{u}+\sqrt{\Delta} \cdot\left(p_{l}\left[\sigma_{l}\right]+1\right)-1\right] \quad \bmod K
$$

and $(u, w)$ could only take colors from $B_{\sigma_{l}}$ taking indices from the range

$$
\left[r_{u}+\sqrt{\Delta} \cdot p_{h}\left[\sigma_{h}\right], r_{u}+\sqrt{\Delta} \cdot\left(p_{h}\left[\sigma_{h}\right]+1\right)-1\right] \bmod K
$$

As $l \neq h$ and $\sigma_{l}=\sigma_{h}$, we know that $p_{l}\left[\sigma_{l}\right] \neq p_{h}\left[\sigma_{h}\right]$, and therefore the two ranges

$$
\left[r_{u}+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right], r_{u}+\sqrt{\Delta} \cdot\left(p_{l}\left[\sigma_{l}\right]+1\right)-1\right] \quad \bmod K
$$

and

$$
\left[r_{u}+\sqrt{\Delta} \cdot p_{h}\left[\sigma_{h}\right], r_{u}+\sqrt{\Delta} \cdot\left(p_{h}\left[\sigma_{h}\right]+1\right)-1\right] \bmod K
$$

are disjoint, and thus the colors of the two edges must be different.

- $(u, v),(u, w)$ were selecting colors from $C_{\sigma_{l}}$.

Suppose the color indices of $(u, v),(u, w)$ were $r_{u}+c_{u}^{(1)}\left[\sigma_{l}\right]$ and $r_{u}+c_{u}^{(2)}\left[\sigma_{l}\right]$, where $c_{u}^{(1)}\left[\sigma_{l}\right] \neq c_{u}^{(2)}\left[\sigma_{l}\right]$ are the counter values of $c_{u}\left[\sigma_{l}\right]$ by the time when the color was selected. Hence, $(u, v),(u, w)$ are picking colors with different indices.
Finally, assume $u$ is high-degree in $G_{l}$ and low-degree in $G_{h}$. Then, when coloring the edge $(u, v)$, by the condition on Step (2)(b), we know that $\delta=r_{u}-r_{v} \bmod K$ belongs to $[2 d, K-2 d]$. By Lemma 3, as the color index of $(u, v)$ always belongs to $\left\{r_{v}, r_{v}+1, \cdots, r_{v}+\right.$ $2 d-1\}$ and the color index of $(u, w)$ always belongs to $\left\{r_{u}, r_{u}+1, \cdots, r_{u}+2 d-1\right\}$, the colors of $(u, v),(u, w)$ should be different as the two index sets are disjoint.

Next, we verify that the total space of each recursion level is at most $O(n)$.

- Lemma 6. The space usage of each recursion level of the algorithm is $O(n)$.

Proof. It is clear that in each phase, the total space of all offsets is at most $O(n)$. For the number of counters in a single phase, every time a new counter $c_{u}\left[\sigma_{l}\right]$ has been initialized, we must have $\operatorname{deg}_{G_{l}}(u)>\sqrt{\Delta}$ for some interval index $l$ within this phase. Since the total sum of vertex degrees within this phase is bounded by $O(n \sqrt{\Delta})$, we know that the number of counters is bounded by $O(n)$.

As for the total space sets $I_{v}$ 's, in each interval, any set $I_{v}$ adds one more element if $v$ is high-degree. As the total number of edges collected from a single phase is $O(n \sqrt{\Delta})$, The total size of $\sum_{v \in V}\left|I_{v}\right|$ would be at most $O(n \sqrt{\Delta} / d)=O(n)$.

To bound the total number different colors in $G$, we need to analyze the total number of leftover edges of each recursion level.

- Lemma 7. Suppose there are $m$ edges from the input stream (across all phases) in total. Then, the expected number of leftover edges to enter the virtual stream is at most $7 \mathrm{~m} / \kappa$, over the randomness of shifts $\left\{r_{v}\right\}_{v \in V}$ and indices $\left\{\sigma_{l}\right\}$.

Proof. Consider any single phase, and let $(u, v) \in E$ be an arbitrary edge that appears in interval $E_{l}$. There are several cases where $(u, v)$ could possibly be a leftover edge that gets inserted to the virtual stream.

- Edge $(u, v)$ becomes leftover on Step (1).

The condition for $(u, v)$ being cast as a leftover edge is that $\sigma_{l} \in I_{u} \cup I_{v}$; that is, palette $A_{\sigma_{l}}$ was already used for edges incident on $u$ or $v$ in a previous interval. Since any vertex can be high-degree in at most $\Delta / d$ intervals, the number of non-zero entries of $I_{u}, I_{v}$ is at most $2 \Delta / d$. As $\sigma_{l} \in[\kappa \Delta / d]$ is uniformly random, the probability that $\sigma_{l} \in I_{u} \cup I_{v}$ is at most $2 / \kappa$, over the randomness of $\sigma_{l}$.

- Edge $(u, v)$ becomes leftover on Step (2) because $c_{u}\left[\sigma_{l}\right]=2 d$.

By Lemma 4, there are at most $\frac{\Delta}{2 d}$ different indices $i$ such that $\sum_{k=l_{0}, \sigma_{k}=i}^{l-1} \operatorname{deg}_{G_{k}}(v) \geq 2 d$; let $I$ be the set of these indices. Then, since $\sigma_{l}$ is picked uniformly at random, the probability that $\sigma_{l} \in I$ is at most $\frac{1}{2 \kappa}$.
As $c_{u}[i] \leq \sum_{k=l_{0}, \sigma_{k}=i}^{l-1} \operatorname{deg}_{G_{k}}(v)$ for any $i$, the probability that $c_{u}\left[\sigma_{l}\right]=2 d$ is at most $\frac{1}{2 \kappa}$. Therefore, $(u, v)$ becomes leftover on this step with probability at most $\frac{1}{2 \kappa}$.

- Edge $(u, v)$ becomes leftover on Step (2)(b).

In this case, we have $\delta<2 d$ or $\delta>K-2 d$ for $\delta=r_{v}-r_{u} \bmod K$. Since $r_{v}, r_{u}$ were chosen uniformly at random from [0, K-1], the probability of this event is at most $4 d / K<2 / \kappa$, over the randomness of $r_{v}$.

- Edge $(u, v)$ becomes leftover on Step (2)(c) due to $p_{l}\left[\sigma_{l}\right] \geq 2 d / \sqrt{\Delta}$.

Note that since each $\sigma_{k}$ was picked uniformly at random, the expectation of $p_{l}\left[\sigma_{l}\right]$ which counts $\left|\left\{\sigma_{k}=\sigma_{l} \mid l_{0} \leq k<l\right\}\right|$ is bounded by $\frac{d}{\kappa \sqrt{\Delta}}$, over the randomness of $\sigma_{l_{0}}, \sigma_{l_{0}+1}, \cdots, \sigma_{l-1}$. By Markov's inequality, the probability that $p_{l}\left[\sigma_{l}\right] \geq 2 d / \sqrt{\Delta}$ is at most $\frac{1}{2 \kappa}$.

- Edge $(u, v)$ becomes leftover on Step (2)(c) and $p_{l}\left[\sigma_{l}\right]<2 d / \sqrt{\Delta}$.

In this case, assume $u$ is low-degree and $v$ is high-degree in interval $E_{l}$. We need to consider two more sub-cases below.

- $c_{u}\left[\sigma_{l}\right] \neq \perp$.

In this case, edge $(u, v)$ was attempting to use a color from $C_{\sigma_{l}}$. Right before $(u, v)$ was enumerated, let $S$ be the set of low-degree neighbors $w$ of $v$ whose alphabetical orders are before $u$, plus that $c_{w}\left[\sigma_{l}\right] \neq \perp$.
For each vertex $w \in S$, suppose there are $k_{w}$ parallel edges between $v, w$, and let $b_{w}$ be the value of the counter $c_{w}\left[\sigma_{l}\right]$ when the first edge $(u, w)$ was enumerated from the perspective of $w$. Define an index set

$$
I=\bigcup_{w \in S}\left\{r_{w}+b_{w}, r_{w}+b_{w}+1, \cdots, r_{w}+b_{w}+k_{w}-1\right\}
$$

Note that $|I|<2 d$ since $\sum_{w \in S} k_{w} \leq \operatorname{deg}_{G_{l}}(v)<2 d$. As the algorithm enumerates vertices and edges on Step (2)(c) in the alphabetical order, we know that $I$ is the set of all possible color indices of edges $(v, w), w \in S$ in palette $C_{\sigma_{l}}$.
Now, on the one hand, by Lemma 2, all values of $b_{w}, k_{w}$ are independent of the random shifts $\left\{r_{z} \mid z \in V\right\}$. Therefore, as $u \notin S$, we know that $r_{u}$ is independent of $I$. On
the other hand, for $(u, v)$ to be a leftover edge, $r_{u}+c_{u}\left[\sigma_{l}\right]$ must belong to $I$. As the value $c_{u}\left[\sigma_{l}\right]$ is also independent of $r_{u}$, the probability that $r_{u}+c_{u}\left[\sigma_{l}\right] \in I$ is at most $|I| / K<1 / \kappa$, over the random choice of $r_{u}$.

- $c_{u}\left[\sigma_{l}\right]=\perp$.

In this case, edge $(u, v)$ was attempting to use a color from $B_{\sigma_{l}}$. Similar to the previous sub-case, right before $(u, v)$ was enumerated, let $T$ be the set of low-degree neighbors $w$ of $v$ whose alphabetical orders are before $u$, plus that $c_{w}\left[\sigma_{l}\right]=\perp$.
For each vertex $w \in T$, suppose there are $k_{w}$ parallel edges between $u$, $w$, and ( $u, w$ ) (the first copy) is the $b_{w}$-th edge incident on $w$. Define an index set

$$
J=\bigcup_{w \in T}\left\{r_{w}+b_{w}+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right], r_{w}+b_{w}+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right]+1, \cdots, r_{w}+b_{w}+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right]+k_{w}-1\right\}
$$

Note that $|J|<2 d$ since $\sum_{w \in T} k_{w} \leq \operatorname{deg}_{G_{l}}(v)<2 d$. As the algorithm enumerates vertices and edges on Step (2)(c) in the alphabetical order, we know that $J$ is the set of all possible color indices of edges $(v, w), w \in T$ in palette $B_{\sigma_{l}}$.
Suppose $(u, v)$ is the $b$-th edge of $u$ in $G_{l}$, so $r_{u}+b+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right]$ is the color index that $(u, v)$ attempted to use in $B_{\sigma_{l}}$. Since $u \notin T$, and that $r_{u}$ is independent of $p_{l}\left[\sigma_{l}\right]$ and all values in $\left\{b_{w} \mid w \in T\right\}$, we know that the probability that $r_{u}+b+\sqrt{\Delta} \cdot p_{l}\left[\sigma_{l}\right] \in J$ is at most $|J| / K<1 / \kappa$, over the random choice of $r_{u}$.

Taking a summation of all the cases, the probability that $(u, v)$ becomes a leftover edge is at most $7 / \kappa$. Therefore, expected number of leftover edges is bounded by $7 \mathrm{~m} / \kappa$.

- Lemma 8. The expected recursion depth of the main algorithm is $O(\log \Delta)$.

Proof. Consider any recursion where the input stream contains $m$ edges. By Markov's inequality and Lemma 7 , at each recursion level, with probability at least $1 / 2$, the number of leftover edges is at most $14 m / \kappa<m / 2$. Since the original graph $G$ contains $O(n \Delta)$ edges, after $O(\log \Delta)$ recursion levels in expectation, the input has at most $O(n)$ edges, so the algorithm would not recurse further.

As a corollary, we can bound the total number of different colors and total memory, which concludes the proof of Theorem 1.

- Corollary 9. The number of colors used by our algorithm is $\tilde{O}\left(\Delta^{1.5}\right)$, and the total memory is bounded by $O(n \log \Delta)$; both bounds hold in expectation.

Proof. Consider any recursion level. According to the algorithm, in each phase and each choice of $d \geq \sqrt{\Delta}$ which is an integer power of 2 , the total number of colors in the palettes $\left\{A_{i}\right\} \cup\left\{B_{i}\right\} \cup\left\{C_{i}\right\}$ is $O(\Delta)$. Also, each interval creates at most $O(\sqrt{\Delta})$ new colors when $d<\sqrt{\Delta}$. Since there are $O(\sqrt{\Delta})$ phases, the number of colors used for processing intervals is $\tilde{O}\left(\Delta^{1.5}\right)$, summing over all choices of $d$. As the expected recursion depth is $O(\log \Delta)$, together with Lemma 6 we can finish the proof.

### 2.3 Adaptation to an unknown $\Delta$

So far we have assumed that the value of the maximum degree $\Delta$ of $G$ is known to the algorithm as prior knowledge. We can adapt our algorithm to an unknown $\Delta$ by losing a constant factor in the total number of colors in the following way. Basically, we will maintain the value $\Delta_{t}$ which is the maximum degree of the subgraph containing the first $t$ edges in the data stream. Whenever $\Delta_{t} \in\left(2^{k-1}, 2^{k}\right]$, we will apply Theorem 1 with $\Delta=2^{k}$ to color
all the edges. If $k$ increases at some point, we will restart a new instance of Theorem 1 with a new choice of $\Delta=2^{k}$ and continue to color the edges with a separate palette; to clarify, when a new instance of Theorem 1 is restarted, we continue with the current pass of the data stream, not starting over with a new pass. In the end, the total number of colors will be $\tilde{O}\left(\sum_{k=1}^{[\log \Delta\rceil} 2^{1.5 k}\right)=\tilde{O}\left(\Delta^{1.5}\right)$ in expectation.

### 2.4 From expectation to high probability

So far our bounds on memory and the number of colors only hold in expectation, not with high probability. These bounds can actually hold with high probability rather than in expectation. In fact, as shown in Lemma 8, the expected recursion depth can be bounded by $O(\log \Delta)$. We can also show that the depth is $O(\log n)$ with high probability, and therefore the total number of colors is at most $O\left(\Delta^{1.5} \cdot \log n\right)$. To get rid of the dependency on $\log n$, we can increase the size of intervals by a factor of $\log n$; that is, each interval now contains $O(n \log n)$ edges. This would decreases the total number of phases by a factor of $\Omega(\log n)$ and thus decreases the number of colors, which cancels out the extra $\log n$ factor in the color bound.
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