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Abstract
A book embedding of a graph is a drawing that maps vertices onto a line and edges to simple pairwise
non-crossing curves drawn into “pages”, which are half-planes bounded by that line. Two-page
book embeddings, i.e., book embeddings into 2 pages, are of special importance as they are both
NP-hard to compute and have specific applications. We obtain a 2O(

√
n) algorithm for computing a

book embedding of an n-vertex graph on two pages – a result which is asymptotically tight under
the Exponential Time Hypothesis. As a key tool in our approach, we obtain a single-exponential
fixed-parameter algorithm for the same problem when parameterized by the treewidth of the input
graph. We conclude by establishing the fixed-parameter tractability of computing minimum-page
book embeddings when parameterized by the feedback edge number, settling an open question
arising from previous work on the problem.
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1 Introduction

Book embeddings of graphs are drawings centered around a line, called the spine, and half-
planes bounded by the spine, called pages. In particular, a k-page book embedding of a graph
G is a drawing which maps vertices to distinct points on the spine and edges to simple curves
on one of the k pages such that no two edges on the same page cross [6]. These embeddings
have been the focus of extensive study to date [16, 20, 21, 22, 25, 38, 47], among others due
to their classical applications in VLSI, bio-informatics, and parallel computing [11, 20, 31].

Every n-vertex graph is known to admit an ⌈ n
2 ⌉-page book embedding [6, 11, 30], but

in many cases it is possible to obtain book embeddings with much fewer pages. Particular
attention has been paid to two-page embeddings, which have specifically been used, e.g.,
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68:2 A Tight Subexponential Algorithm for Two-Page Book Embedding

to represent RNA pseudoknots [31, 42]. The class of graphs that can be embedded on two
pages was studied by Di Giacomo and Liotta [27], Heath [32] as well as by other authors [1],
and was shown to be a superclass of planar graphs with maximum degree at most 4 [5].

While two-page book embeddings are a special class of planar embeddings, they are
not polynomial-time computable unless P = NP. Indeed, a graph admits a two-page book
embedding if and only if it is subhamiltonian (i.e., is a subgraph of a planar Hamiltonian
graph) [6] and testing subhamiltonicity is an NP-hard problem [11]. On the other hand,
the aforementioned problem of constructing a two-page book embedding (or determining
that none exists) – which we hereinafter call Two-Page Book Embedding – becomes
linear-time solvable if one is provided with a specific ordering of the n vertices of the input
graph along the spine [31]. While Two-Page Book Embedding can be seen to admit a
trivial brute-force 2O(n·log n) algorithm, it has also been shown to be solvable in 2O(n) time –
in particular, one can branch to determine the allocation of edges into the two pages and
then solve the problem via dynamic programming on SPQR trees [2, 33, 34].

Contribution. As our main contribution, we break the single-exponential barrier for Two-
Page Book Embedding by providing an algorithm that solves the problem in 2O(

√
n) time.

Our algorithm is exact and deterministic, and avoids the single-exponential overhead of
branching over edge allocations to pages by instead attacking the equivalent subhamiltonicity
testing formulation of the problem. It is also asymptotically optimal under the Exponential
Time Hypothesis [35]: there is a well-known quadratic reduction that excludes any 2o(

√
n)

algorithm for Hamiltonian Cycle on cubic planar graphs [26], and a linear reduction from
that problem (under the same restrictions) to subhamiltonicity testing [46] then excludes
any 2o(

√
n) algorithm for our problem of interest.

The central component of our result is a non-trivial dynamic programming procedure
that solves Two-Page Book Embedding in time 2O(tw) · n, where tw is the treewidth of
the input graph. The desired subexponential algorithm then follows by the well-known fact
that n-vertex planar graphs have treewidth at most O(

√
n) [28, 39, 44]. But in addition

to that, we believe our single-exponential treewidth-based algorithm to be of independent
interest also in the context of parameterized algorithmics [13, 19].

Indeed, while Two-Page Book Embedding was already shown to be fixed-parameter
tractable w.r.t. treewidth (i.e., to admit an algorithm running in time f(tw) ·n) by Bannister
and Eppstein [3], that result crucially relied on Courcelle’s Theorem [12]. More specifically,
they showed that the required property can be encoded via a constant-size sentence in Monadic
Second Order logic, which suffices for fixed-parameter tractability – but unfortunately not for
a single-exponential algorithm, and a direct dynamic programming algorithm based on the
characterization employed there seems to necessitate a parameter dependency that is more
than single-exponential. Moreover, it is not at all obvious how one could employ convolution-
based tools – which have successfully led to 2O(tw) · n algorithms for, e.g., Hamiltonian
Cycle [10, 14, 15] – for our problem of interest here.

Instead, we obtain our results by employing dynamic programming along a sphere-cut
decomposition – a type of branch decomposition specifically designed for planar graphs of small
treewidth [18]. However, unlike in previous applications of sphere-cut decompositions [36, 40],
our algorithm requires the nooses delimiting the bags in the sphere-cut decomposition to
admit a fixed drawing since our arguments rely on constructing a hypothetical solution (a
subhamiltonian curve) that is “well-behaved” w.r.t. a fixed set of curves. While this would
typically lead to extensive case analysis to compute the records of a parent noose from the
records of the children, we introduce a generic framework that allows us to transfer records
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from child to parent nooses via XOR operations. We believe that this technique may be of
broader interest, specifically when working with problems which require one to enhance the
embedding or drawing of an input graph.

In the final part of the article, we turn our attention to the parameterized complexity
of computing book embeddings. While Two-Page Book Embedding is fixed-parameter
tractable when parameterized by the treewidth of the input graph, the only graph parameter
which has been shown to yield fixed-parameter algorithms for computing ℓ-page book
embeddings for ℓ > 2 is the vertex cover number1 [7]. Whether this tractability result also
holds for other structural graph parameters such as treewidth, treedepth [41] or the feedback
edge number [45] has been stated as an open question in the field2. We conclude by providing
a novel fixed-parameter algorithm for computing ℓ-page book embeddings (or determining
that one does not exist) under the third parameterization mentioned above – the feedback
edge number, i.e., the edge deletion distance to acyclicity. This result is complementary to the
known vertex-cover based fixed-parameter algorithm, and can be seen as a necessary stepping
stone towards eventually settling the complexity of computing ℓ-page book embeddings
parameterized by treewidth. Moreover, since the obtained kernel is linear in the case of
ℓ = 2, the obtained kernel allows us to generalize our main algorithmic result to a run-time
of 2O(

√
k) · nO(1) where k is the feedback edge number of the input graph.

2 Preliminaries

Basic Notions. We use basic terminology for graphs and multi-graphs [17], and assume
familiarity with the basic notions of parameterized complexity and fixed-parameter tractabil-
ity [13, 19]. The feedback edge number of G, denoted by fen(G), is the minimum size of any
feedback edge set of G, i.e., a set F ⊆ E(G) such that G− F = (V (G), E(G) \ F ) is acyclic.

For a face f of a plane graph, we use σ(f) to denote the cyclic sequence of the vertices
obtained by traversing the closed curve representing the border of f in a clock-wise manner.

Book Embeddings and Subhamiltonicity. An ℓ-page book embedding of a multi-graph
G = (V,E) will be denoted by a pair ⟨≺, σ⟩, where ≺ is a linear order of V , and σ : E → [ℓ]
is a function that maps each edge of E to one of ℓ pages [ℓ] = {1, 2, . . . , ℓ}. In an ℓ-page book
embedding ⟨≺, σ⟩ it is required that for no pair of edges uv,wx ∈ E with σ(uv) = σ(wx) the
vertices are ordered as u ≺ w ≺ v ≺ x, i.e., each page must be crossing-free. The page number
of a graph G is the minimum number ℓ such that G admits an ℓ-page book embedding. The
general problem of computing the page number of an input graph is thus:

Book Thickness
Instance: A multi-graph G with n vertices and a positive integer ℓ.
Question: Does G admit a ℓ-page book embedding?

It is known that a multi-graph admits a 2-page book embedding if and only if it is
subhamiltonian, i.e., if it has a planar Hamiltonian supergraph on the same vertex set [6]; an
illustration is provided in Figure 1. Hence, the problem of deciding whether a multi-graph
has page number 2 can be equivalently stated as:

1 The vertex cover number is the minimum size of a vertex cover, and represents a much stronger restriction
on the structure of the input graphs than, e.g., treewidth.

2 E.g., at Advances in Parameterized Graph Algorithms (Spain, May 2–7 2022) and also at
Dagstuhl seminar 21293 Parameterized Complexity in Graph Drawing [23].
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Figure 1 A drawing of a subhamiltonian graph G, made of the full-edges, which is completed by
the dashed edges to one of its Hamiltonian supergraphs GH (left) and the same graph drawn as a
two-page book embedding (right). In both drawings the Hamiltonian cycle H is colored in blue and
the edges belonging to page 1 and 2 are colored with green and red, respectively.

Subhamiltonicity (SUBHAM)
Instance: A multi-graph G with n vertices.
Question: Is G subhamiltonian?

Since the transformation between 2-page book embeddings and Hamiltonian cycles of
supergraphs is constructive in both directions, a constructive algorithm for SUBHAM (such
as the one presented here) allows us to also output a 2-page book embedding for the graph.

Let G be subhamiltonian. For a Hamiltonian cycle H on V (G) (where H is not necessarily
a subgraph of G), we denote by GH the graph obtained from G after adding the edges of
H and say that H is a witness for G if GH is planar. A drawing D of G respects H if D
can be completed to a planar drawing of GH by only adding the edges of H. We extend
the notion of “witness” to include all the information defining the solution as follows: a
tuple (D,DH , GH , H) is a witness for G if GH is a planar supergraph of G containing the
Hamiltonian cycle H, DH is a planar drawing of GH , and D is the restriction of DH to G;
note that DH witnesses that D respects H.

SPQR-Trees. We assume familiarity with the SPQR-tree data structure for biconnected
multi-graphs which decomposes a graph into (S)eries, (P)arallel, (R)igid and (Q) nodes (leaf
nodes and root node), following the formalism used by Gutwenger et al. [29], see also [4, 8, 9].
For a node b in an SPQR-tree, we use Sk(b) and Pe(B) to denote the skeleton and pertinent
graph of b, respectively. SPQR-trees can be computed in linear time, and an illustration of
the data structure is provided in Figure 2.
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Figure 2 (a) shows a biconnected multi-graph G. (b) shows the SPQR-tree B of G. (c) shows
the skeleton of b, Sk(b), where the edge e that corresponds to the child (with pertinent node) b′ is
in bold and the dashed edge represents the reference edge. Finally, (d) shows Pe(b′).

Sphere-Cut Decompositions. A branch decomposition ⟨T, λ⟩ of a graph G consists of an
unrooted ternary tree T (meaning that each node of T has degree one or three) and of
a bijection λ : L(T ) ↔ E(G) from the leaf set L(T ) of T to the edge set E(G) of G; to
distinguish E(T ) from E(G), we call the elements of the former arcs (as was also done in
previous work [18]). For each arc a of T , let T1 and T2 be the two connected components of
T−a, and, for i = 1, 2, let Gi be the subgraph of G that consists of the edges corresponding to
the leaves of Ti, i.e., the edge set {λ(µ) : µ ∈ L(T ) ∩ V (Ti)}. The middle set mid(a) ⊆ V (G)
is the intersection of the vertex sets of G1 and G2, i.e., mid(a) := V (G1) ∩ V (G2). The
width β(⟨T, λ⟩) of ⟨T, λ⟩ is the maximum size of the middle sets over all arcs of T , i.e.,
β(⟨T, λ⟩) := max{|mid(a)| : a ∈ E(T )}. An optimal branch decomposition of G is a branch
decomposition with minimum width; this width is called the branchwidth β(G) of G. We
will need the following well-known relation between treewidth and branchwidth.

▶ Lemma 1 ([43, Theorem 5.1]). Let G be a graph. Then, bw(G) − 1 ≤ tw(G) ≤ 3
2 bw(G) − 1,

where bw(G) is the branchwidth and tw(G) is the treewidth of G.

Let D be a plane drawing of a connected planar graph G. A noose of D is a closed simple
curve that (i) intersects D only at vertices and (ii) traverses each face at most once, i.e., its
intersection with the region of each face forms a connected curve. The length of a noose is
the number of vertices it intersects, and every noose O separates the plane into two regions
δ1 and δ2. A sphere-cut decomposition ⟨T, λ,Π = {πa | a ∈ E(T ) }⟩ of (G,D) is a branch
decomposition⟨T, λ⟩ of G together with a set Π of circular orders πa of mid(a) – one for
each arc a of T – such that there exists a noose Oa whose closed discs δ1 and δ2 enclose the
drawing of G1 and of G2, respectively. Observe that Oa intersect G exactly at mid(a) and
its length is |mid(a)|. Note that the fact that G is connected together with Conditions (i)
and (ii) of the definition of a noose implies that the graphs G1 and G2 are both connected
and that the set of nooses forms a laminar set family, that is, any two nooses are either
disjoint or nested. A clockwise traversal of Oa in the drawing of G defines the cyclic ordering
πa of mid(a). We always assume that the vertices of every middle set mid(a) are enumerated
according to πa. A sphere-cut decomposition of a given planar graph with n vertices can be
constructed in O(n3) time [18].

ICALP 2024
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We say that a biconnected planar multi-graph G equipped with an SPQR-tree B is
associated with a set T of sphere-cut decompositions if T contains a sphere-cut decomposition
of Sk(b) for every R-node and every S-node b of B.

▶ Lemma 2. Let G be biconnected planar multi-graph with planar drawing D and SPQR-
tree B of G together with the associated set T of sphere-cut decompositions. Then, D can
be extended to a planar drawing D′ of G together with all nooses in {Oa | a ∈ E(Tb) ∧
⟨Tb, λb,Πb⟩ ∈ T } as well as a noose Nb for every node b of B satisfying:

Nb intersects with D only at sb and tb.
Nb separates Pe(b) from G \ Pe(b) in D.

Moreover, if any of the subcurves of the nooses Oa and the nooses Nb connect the same two
vertices in the same face of D, then the two subcurves are identical in D′.

Non-Crossing Matchings. Let Kn be the complete graph on vertices {1, . . . , n} and let <
be a cyclic ordering of the elements in {1, . . . , n}. A non-crossing matching is a matching
M in the graph Kn such that for every two edges {a, b}, {c, d} ∈ M it is not the case that
a < c < b < d.

3 Solution Normal Form

Our first order of business is to show that we can assume that the solution (Hamiltonian
cycle) to the SUBHAM problem interacts with the drawing in a restricted manner. In
particular, we aim to show that every subhamiltonian graph G has a witness (D,DH , GH , H)
in normal form, i.e., with the following property: it is possible to draw a curve in DH between
any two vertices occurring in a common face of D such that this curve only crosses the
Hamiltonian cycle at most twice. Note that this property will allow us to bound the number
of possible interactions of the Hamiltonian cycle with any subgraph corresponding to either
a node in the SQPR-tree or an arc in a sphere-cut decomposition and is crucial to bound the
number of types in our dynamic programming algorithm. The following lemma is the main
technical lemma behind our normal form. An illustration of the main ideas behind the proof
is provided in Figure 3.

▶ Lemma 3. Let G be a subhamiltonian graph with witness (D,DH , GH , H), let f be a face
of D and let c be a curve drawn inside f between two vertices u, v ∈ V (f). Then, there is a
witness (D,DH′ , GH′ , H ′) for G such that:
(1) DH′ and DH differ only inside f .
(2) c crosses at most two curves corresponding to the edges of H ′.
(3) c crosses each curve corresponding to an edge of H ′ at most once.
We are now ready to define our normal form for the Hamiltonian cycle. Essentially, we show
that if there is a Hamiltonian cycle, then there is one which crosses each subcurve that is
either part of the border of a node in the SPQR-tree or that is a subcurve of some noose in
a sphere-cut decomposition of an R-node or an S-node at most twice.

Let G be a biconnected subhamiltonian multi-graph with SPQR-tree B and the associated
set T of sphere-cut decompositions ⟨Tb, λb,Πb⟩ of Sk(b) for every R-node and S-node b of B.
We say that a witness W = (D,DH , GH , H) for G respects the sphere-cut decompositions
in T , if there is a planar drawing of all nooses in the sphere-cut decompositions of T into
D such that every subcurve c in

⋃
a∈E(Tb) Oa crosses the curves corresponding to the edges

of H at most twice in DH . We say that the witness W for G respects B if it respects the
sphere-cut decompositions in T and for every node b of B with reference edge (sb, tb), it
holds that there is a noose Nb that can be drawn into DH such that:
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Figure 3 The cycle H = (u2, P1, u1, v1, P2, u3, v3, P3, v2, u2) represents a Hamiltonian cycle that
crosses the uv-curve at least three times (in p1, p2 and p3). Thanks to Lemma 3, we obtain a
Hamiltonian cycle H ′ = (u2, P1, u1, v3, P3, v2, v1, P2, u3, u2) that differs from H only inside the face
f = (u, u1, u2, u3, v, v3, v2, v1) and crosses the uv-curve two fewer times than H does. Finally, note
that the vertices u and v are part of either P1, P2, or P3.

Nb touches D only at sb and tb.
Nb separates Pe(b) from G \ Pe(b) in D.
Each of the two subcurves Lb and Rb obtained from Nb by splitting Nb at sb and tb
crosses the curves corresponding to the edges of H at most twice.
Moreover, if any of the subcurves of the nooses Oa and the nooses Nb connect the same
two vertices in the same face of D, then the two subcurves are identical.

The following lemma allows us to assume our normal form and follows easily from a repeated
application of Lemma 3.

▶ Lemma 4. Let G be a biconnected subhamiltonian multi-graph with SPQR-tree B and the
associated set T of sphere-cut decompositions. Then, there is a witness W = (D,DH , GH , H)
for G that respects B.

4 Setting Up the Framework

In this section we provide the foundations for our algorithm. That is, in Subsection 4.1,
we show that it suffices to consider biconnected graphs allowing us to employ SPQR-trees.
We then define the types for nodes in the SPQR-tree, which we compute in our dynamic
programming algorithm on SPQR-trees, in Subsection 4.2. Finally, in Subsection 4.3
we introduce our general framework for simplifying dynamic programming algorithms on
sphere-cut decompositions and introduce the types for nodes of a sphere-cut decomposition.

4.1 Reducing to the Biconnected Case
We begin by showing that any instance of SUBHAM can be easily reduced to solving the
same problem on the biconnected components of the same instance. It is well-known that
SUBHAM can be solved independently on each connected component of the input graph,
the following theorem now also shows that the same holds for the biconnected components
of the graph and allows us to employ SPQR-trees for our algorithm.

ICALP 2024



68:8 A Tight Subexponential Algorithm for Two-Page Book Embedding

▶ Theorem 5. Let G be a graph and let C ⊆ V (G) such that N(C) = {n}, where N(C) =
{ v ∈ V (G) \ C | ∃c ∈ C {v, c} ∈ E(G) } is the set of neighbors of any vertex of C in
V (G) \C. Then G is subhamiltonian if and only if both G− = G−C and GC = G[C ∪ {n}]
are subhamiltonian.

4.2 Defining the Types for Nodes in the SPQR-tree
Here, we define the types for nodes in the SPQR-tree that we will later compute using
dynamic programming. In the following, we assume that G is a biconnected multi-graph
with SPQR-tree B and the associated set T of sphere-cut decompositions. Let b be a node of
B with pertinent graph Pe(b) and reference edge e = (s, t). A type of b is a triple (ψ,M, S)
such that (please refer also to Figure 4 for an illustration of some types):

ψ is a function from {L,R} to subsets of {l, l′, r, r′} such that ψ(L) ∈ {∅, {l}, {l, l′}} and
ψ(R) ∈ {∅, {r}, {r, r′}}. We denote by V (ψ) the set ψ(L) ∪ ψ(R). Informally, ψ captures
how many times the Hamiltonian cycle enters and exits the graph Pe(b) from the left (L)
and from the right (R).
M ⊆ { {u, v} | u, v ∈ {s, t} ∪ V (ψ) ∧ u ≠ v } and M is a non-crossing matching w.r.t. the
circular ordering (s, r, r′, t, l′, l) that matches all vertices in V (ψ) (i.e. V (ψ) ⊆ V (M)),
where V (M) =

⋃
e∈M e. Informally, M captures the maximal path segments of the

Hamiltonian cycle inside Pe(b) ∪ V (ψ) with endpoints in {s, t} ∪ V (ψ).
S ⊆ {s, t} \ V (M). Informally, S captures whether s or t are contained as inner vertices
on path segments corresponding to M .

We now provide the formal semantics of types; see Figure 4 for an illustration. Let X be
the set of all types and Pe∗(b) be the graph obtained from Pe(b) after adding the dummy
vertices l, l′, r, and r′ together with the edges sl, ll′, l′t, sr, rr′, and r′t. We say that b
has type X = (ψ,M, S) if there is a set P of vertex-disjoint paths or a single cycle in the
complete graph with vertex set V (Pe∗(b)) such that:

P consists of exactly one path Pe between u and v for every e = {u, v} ∈ M or P is a
cycle and M = ∅.
{ IN(P ) | P ∈ P } is a partition of (V (Pe(b)) \ {s, t}) ∪ S, where IN(P ) denotes the set
of inner vertices of P .
there is a planar drawing D(b,X) of Pe∗(b) ∪

⋃
P ∈P P with outer-face f such that

σ(f) = {s, r, r′, t, l′, l}.

The way we define the types X = (ψ,M, S) of a node b allows us to associate each witness
W = (D,DH , GH , H) with a type, denoted by ΓW (b), based on the restriction of the witness
to the respective pertinent graph.

4.3 Framework for Sphere-cut Decomposition
Here, we introduce our framework to simplify the computation of records via bottom-up
dynamic programming along a sphere-cut decomposition. Since the framework is independent
of the type of records one aims to compute, we believe that the framework is widely applicable
and therefore interesting in its own right. In particular, we introduce a simplified framework
for computing the types of arcs (or, equivalently, nooses) in sphere-cut decompositions.

Indeed, the central ingredient of any dynamic programming algorithm on sphere-cut
decompositions is a procedure that given an inner node with parent arc aP and child arcs aL

and aR computes the set of types for the noose OaP
from the set of types for the nooses OaL

and OaR
. Unfortunately, there is no simple way to obtain OaP

from OaL
and OaR

and this
is why computing the set of types for OaP

from the set of types for OaL
and OaR

usually
involves a technical and cumbersome case distinction [18]. To circumvent this issue, we
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Figure 4 The figure shows three different types of a node in an SPQR-tree with reference edge
(s, t), i.e., the types shown are (from left to right): ({{L → {l}}, {R → {r, r′}}, {{l, s}, {r, r′}}, {t}),
({{L → {l, l′}}, {R → {r, r′}}, {{l, s}, {l′, r}, {t, r′}}, ∅), and ({{L → {l}}, {R → {r}}, {{l, r}}, {t}).
The subset of {l, l′} and {r, r′} that appears corresponds to ψ(L) and ψ(R) respectively. The blue
edges correspond to the matching M and the blue vertices corresponds to S.

introduce a simple operation, i.e., the ⊕ (XOR) operation defined below, and show that the
noose Oap can be obtained from the nooses OaL

and OaR
using merely a short sequence –

one of length at most four – of ⊕ operations.
Central to our framework is the notion of weak nooses, which are defined below and can

be seen as intermediate results in the above-mentioned sequence of simple operations from
the child nooses to the parent noose; in particular, weak nooses are made up of subcurves
of the nooses in the sphere-cut decomposition. Let G be a biconnected multi-graph and
let B be an SPQR-tree of G. Let b be an R-node or S-node of B with pertinent graph
Pe(b). Let ⟨Tb, λb,Πb⟩ be a sphere-cut decomposition of Sk(b) and a be an arc of Tb with
pertinent graph Pe(b, a). Let C(Tb) be the set of all subcurves of all nooses occurring in Tb,
i.e., C(Tb) =

⋃
a∈E(Tb) Oa where Oa is seen as a set of subcurves. We say O is a weak noose

if O is a noose consisting only of subcurves from C(Tb). For each O ⊆ C(Tb), let V (O) be
equal to the vertices of G touched by the noose O.

Having defined weak nooses, we will now define our simplified operation. Let A⊕B be
an exclusive or for two sets A and B, i.e. A ⊕ B = (A ∪ B) \ (A ∩ B). We will apply the
⊕-operation to weak nooses, whose ⊕ is again a weak noose. The following lemma, whose
setting is illustrated in Figure 5, is central to our framework as it shows that we can always
obtain the noose for the parent arc aP from the nooses of the child arcs aL and aR using a
short sequence of ⊕-operations such that every intermediate result is a weak noose.

▶ Lemma 6. Let aP be a parent arc with two child arcs aL and aR in a sphere-cut decompo-
sition ⟨T, λ,Π⟩ of a biconnected multi-graph G with the drawing D. There exists a sequence
Q of at most 3 ⊕-operations such that:

each step generates a weak noose O with |O| ≤ 1 + max{|mid(aP )|, |mid(aL)|, |mid(aR)|}
as the ⊕-operation of two weak nooses O1 and O2, whose inside region contains all
subcurves in (O1 ∩O2),
the last step generates the noose OaP

,
Q contains OaL

and OaR
and at most two new weak nooses, each of them bounds the

edge-less graph of size 3.

We are now ready to define the types of weak nooses, which informally can be seen as
a generalization of the types of nodes in an SPQR-tree introduced in Subsection 4.2. An
illustration of the types is also provided in Figure 7. In the following we fix an arbitrary
order πG of the vertices in G. A type of a weak noose O is a triple (ψ,M, S) such that:
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u1
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u4

u5
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O1 O2
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Figure 5 An illustration of the relationship of the parent noose OaP and the child nooses OaL

and OaR . The illustration represents the case of Lemma 6 where O′ = OaP ⊕OaL ⊕OaR consists of
two disjoint weak nooses (triangles) O1 and O2.

(1) ψ is a function that for each subcurve c = ({u, v}, f) in O, i.e., the subcurve of O
between u and v in face f , returns a sequence of at most two new nodes, (2) S is a subset
of V (O), and (3) M ⊆ { {u, v} | u, v ∈ V (ψ) ∪ (V (O) \ S) ∧ u ̸= v }, V (ψ) ⊆ V (M), and M

is a non-crossing matching w.r.t. the circular order π◦(ψ) defined as follows. π◦(ψ) is the
circular order obtained from the circular order π◦(O) of V (O) after adding ψ(c) between u

and v, for every c = ({u, v}, f) ∈ O assuming that πG(u) < πG(v).
The semantics for the types as well as the definition of a type given a witness are now

defined in a similar way as in the case of types for SPQR-tree nodes.

5 An FPT-algorithm for SUBHAM using Treewidth

In this section we show that SUBHAM admits a constructive single-exponential fixed-
parameter algorithm parameterized by treewidth.

▶ Theorem 7. SUBHAM can be solved in time 2O(tw) · nO(1), where tw is the treewidth of
the input graph.

Since the treewidth of an n-vertex planar graph is upper-bounded by O(
√
n) [28, 39, 44]

and there are single-exponential constant-factor approximation algorithms for treewidth [37],
Theorem 7 immediately implies the following corollary.

▶ Corollary 8. SUBHAM can be solved in time 2O(
√

n).

The main component used towards proving Theorem 7 is the following lemma, from
which Theorem 7 follows as an easy consequence .

▶ Lemma 9. Let G be a biconnected multi-graph with n vertices and m edges and SPQR-tree
B. Then, we can decide in time O(315ωn+ n3) whether G is subhamiltonian, where ω is the
maximum branchwidth of Sk(b) over all R-nodes and S-nodes b of B.

The remainder of this section is therefore devoted to a proof of Lemma 9, which we show
by providing a bottom-up dynamic programming algorithm along the SPQR-tree of the
graph. That is, let G be a biconnected multi-graph, B be an SPQR-tree of G with associated
set T of sphere-cut decompositions for every R-node and S-node of B. Using a dynamic
programming algorithm starting at the leaves of B, we will compute a set R(b) of all types
X satisfying the following two conditions:
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(R1) If X ∈ R(b), then b has type X.
(R2) If there is a witness W = (D,DH , GH , H) for G that respects B such that b has type

X = ΓW (b), then X ∈ R(b).
Interestingly, we do not know whether it is possible to compute the set of all types X such that
b has type X as one would usually expect to be able to do when looking at similar algorithms
based on dynamic programming. That is, we do not know whether one can compute the set
of types that also satisfies the reverse direction of (R1). While we do not know, we suspect
that this is not the case because b might have a type that can only be achieved by crossing
some sub-curves of nooses inside of Pe(b) more than twice. Indeed Lemma 3, which allows
us to avoid more than two crossings per sub-curve, requires the property that the type of b
can be extended to a Hamiltonian cycle of the whole graph, which is clearly not necessarily
the case for every possible type of b.

5.1 Handling P-nodes
In this part, we show how to compute the set of types for any P -node in the given SPQR-tree
by establishing the following lemma.

▶ Lemma 10. Let b be a P-node of B such that R(c) has already been computed for every
child c of b in B. Then, we can compute R(b) in time O(ℓ), where ℓ is the number of children
of b in B.

In the following, let b be a P-node of B with reference edge (s, t) and let C with |C| = ℓ be
the set of all children of b in B. Informally, R(b) is the set of types X such that there is
an ordering ρ = (c1, . . . , cℓ) of the children in C and an assignment τ : C → X of children
to types with τ(c) ∈ R(c) for every child c ∈ C that “realizes” the type X for b. The
main challenge is to compute R(b) efficiently, i.e., without having to enumerate all possible
orderings ρ and assignments τ . Below, we make this intuition more precise before proceeding.

For a type X = (ψ,M, S) of b and A ∈ {L,R}, we let #A(X) = |ψ(A)|. Moreover, for
every A ∈ {s, t}, we set #A(X) to be equal to 2 if A ∈ S, equal to 1 if A ∈ V (M) and equal
to 0 otherwise. Next, let ρ = (X1, . . . , Xℓ) be a sequence of types, where Xi = (ψi,Mi, Si)
for every i with 1 ≤ i ≤ ℓ. We say that ρ is weakly compatible if the following holds:
(C1) for every i with 1 ≤ i < ℓ, #R(Xi) = #L(Xi+1), and
(C2)

∑ℓ
i=1 #s(Xi) ≤ 2 and

∑ℓ
i=1 #t(Xi) ≤ 2.

Note that (C1) corresponds to our assumption made in Lemma 4 that we can add the nooses
Nb to any planar drawing D of G such that every face of D contains at most one subcurve
of any Nb. This in particular means that if Pe(c) is drawn immediately to the left of Pe(c′)
for two children c and c′ of b, then the subcurves Rc and Lc′ are identical. Please also refer
to Figure 6 for an illustration of these subcurves.

Let ρ be weakly compatible. We define the following auxiliary graph H(ρ). H(ρ) has
two vertices s and t and additionally for every i with 1 ≤ i ≤ ℓ and every vertex v ∈ V (ψ),
H(ρ) has a vertex vi. For convenience, we also use si and ti to refer to s and t, respectively.
Moreover, H(ρ) has the following edges:

for every 1 ≤ i ≤ ℓ if Mi = ∅ and Si = {si, ti}, H(ρ) has a cycle on si and ti,
for every 1 ≤ i ≤ ℓ if Mi ̸= ∅ then for every e = {u, v} ∈ Mi, H(ρ) has the edge {uivi},
for every 1 ≤ i < ℓ, H(ρ) contains the edge {ri, li+1} if r ∈ ψi(R) and l ∈ ψi+1(L),
for every 1 ≤ i < ℓ, H(ρ) contains the edge {r′

i, l
′
i+1} if r′ ∈ ψi(R) and l′ ∈ ψi+1(L).

We say that ρ is compatible if it is weakly compatible and furthermore either H(ρ) is
acyclic, or H(ρ) − (

⋃ℓ
i=1 Si) is a single (Hamiltonian) cycle.
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t

s

Figure 6 An illustration of how a Hamiltonian Cycle in normal form can interact with a drawing
of Pe(b) for a P-node b. Here, the pertinent graphs Pe(c) for all children c of b (without the nodes
s and t of the common reference edge (s, t)) are represented by gray ellipses. The Hamiltonian cycle
is given in blue with dashed segments representing path segments outside of Pe(b). The red curves
represent the subcurves of Nc for every child c of b. In this figure all but the types of the second
and fourth pertinent graph are clean. Moreover, the type of the third and fifth pertinent graphs are
1-good and 2-good, respectively, and the types of all other pertinent graphs are bad.

In the following let ρ = (X1, . . . , Xℓ) be compatible. We now define the type X associated
with ρ, which we denote by X(ρ), as follows. If H(ρ) is a single cycle and {s, t} ⊆

⋃ℓ
i=1 Si,

then we set X(ρ) = (ψ, ∅, {s, t}), where ψ(L) = ψ(R) = ∅. Otherwise, let P(ρ) be the set of
paths in H(ρ), which can be shown to have their endpoints in {s, t, l1, l′1, rℓ, r

′
ℓ}. Then, we

set X(ρ) = (ψ,M, S), where ψ, M , and S are defined as follows. M contains the set {u, v}
for every path in P(ρ) with endpoints u and v; for brevity, we denote l1, l′1, rℓ, r′

ℓ as l, l′, r,
r′, respectively. Moreover, ψ(L) = V (M) ∩ {l, l′}, ψ(R) = V (M) ∩ {r, r′}, and S contains s
(t) if

∑ℓ
i=1 #s(Xi) = 2 (

∑ℓ
i=1 #t(Xi) = 2).

We say that ρ is realizable if there is an ordering π = (c1, . . . , cℓ) of the children in C and
an assignment τ : C → X from children to types with τ(c) ∈ R(c) for every c ∈ C such that
ρ = τ(π) = (τ(c1), . . . , τ(cℓ)). The following lemma now allows us to focus on finding the set
of all types X for which there is a compatible and realizable ρ such that X = X(ρ).

▶ Lemma 11. The set R containing every type X ∈ X such that there is a compatible and
realizable ρ with X = X(ρ) satisfies the properties (R1) and (R2).

We will now show that this can be achieved very efficiently because only a constant number,
i.e., at most 8 types (and their ordering) need to be specified in order to infer the type of a
sequence ρ. Let X = (ψ,M, S) ∈ X be a type. We say that X is dirty if #s(X) + #t(X) > 0
and otherwise we say that X is clean. We say that X is 0-good, 1-good, and 2-good, if X is
clean and additionally M = ∅, M = {{l, r}}, and M = {{l, r}, {l′, r′}}, respectively. We say
that X is good if it is x-good for some x ∈ {0, 1, 2} and otherwise we say that X is bad. We
denote by XG and XB the subset of X consisting only of the good respectively bad types.
An illustration of these notions is provided in Figure 6.

▶ Lemma 12. Let ρ = (X1, . . . , Xℓ) be compatible, then ρ contains at most 8 bad types.

Next, we will show that any compatible sequence contains at most 8 bad types and that
the type X(ρ) is already determined by looking only at the sequence of bad types that
occur in ρ. This will then allow us to simulate the enumeration of all possible sequences, by
enumerating merely all sequences of at most 8 bad types.

We say that a sequence ρ′ is an extension of ρ if ρ is a (not necessarily consecutive)
sub-sequence of ρ′. We call a compatible sequence ρ (X, i)-extendable for some X ∈ X and
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integer i, if there is a compatible extension ρ′ of ρ such that ρ′ is obtained by adding i

elements of type X to ρ and X(ρ) = X(ρ′). We call ρ X-extendable if ρ is (X, i)-extendable
for any integer i. We say that ρ′ is an (X, i)-extension of ρ if ρ′ is a compatible sequence
obtained after adding i elements of type X to ρ and X(ρ) = X(ρ′).

▶ Lemma 13. Let ρ = (X1, . . . , Xℓ) with Xi = (ψi,Mi, Si) and X ∈ XG. Then, ρ is (X, 1)-
extendable if and only if ρ is X-extendable. Moreover, deciding whether ρ is (X, 1)-extendable
and if so computing an (X, i)-extension ρ′ of ρ can be achieved in time O(ℓ+ i) for every
integer i.

▶ Lemma 14. Let ρ be a compatible sequence and let ρ′ be the sub-sequence of ρ consisting
only of the bad types in ρ. Then, ρ′ is compatible and X(ρ) = X(ρ′).

At this point, we are ready to describe the algorithm we will use to compute R(b) (and
argue its correctness). The algorithm first enumerates all possible compatible sequences ρ of
at most 8 bad types, i.e., ρ = (Y1, . . . , Yr) with r ≤ 8 and Yi ∈ XB for every i. Note that
there are at most (|XB | + 1)8 (and therefore constantly many) such sequences and those can
be enumerated in constant time. Given one such sequence ρ = (Y1, . . . , Yr), the algorithm
then tests whether the sequence can be realized given the types available for the children in
C as follows. It first uses Lemma 13 to test whether ρ allows for adding a 0-good, 1-good or
2-good type in constant time. Let Aρ ⊆ XG be the set of all good types that can be added
to ρ and let Cρ be the subset of C containing all children c such that Aρ ∩ R(c) ̸= ∅.

Consider the following bipartite graph Qρ having one vertex yi for every i with 1 ≤ i ≤ r

representing the type Yi on one side and one vertex vc for every c ∈ C representing the child c
on the other side of the bipartition. Moreover, Qρ has an edge between yi and vc if Yi ∈ R(c).
We claim that ρ can be extended to a compatible and realizable sequence if and only if Qρ

has a matching that saturates {y1, . . . , yr} ∪ { vc | c ∈ C \ Cρ }. This problem can be solved
using a simple reduction to the well-known maximum flow problem. The following lemma
now establishes the correctness (i.e., the soundness and completeness) of the algorithm.

▶ Lemma 15. Let X ∈ X . Then, there is a compatible and realizable sequence ρ with
X = X(ρ) if and only if there is a compatible sequence ρ = (Y1, . . . , Yr) of bad types with
r ≤ 8 with X = X(ρ) such that the bipartite graph Hρ has a matching that saturates
{y1, . . . , yr} ∪ { vc | c ∈ C \ Cρ }.

5.2 Handling R-nodes and S-nodes

Here, we will show how to compute a set of types satisfying (R1) and (R2) for every R-node
and S-node of B. To achieve this we will again use a dynamic programming algorithm albeit
on a sphere-cut decomposition of Sk(b) instead of on the SPQR-tree. The aim of this
subsection is therefore to show the following lemma.

▶ Lemma 16. Let b be an R-node or S-node of B such that R(c) has already been computed
for every child c of b in B. Then, we can compute R(b) in time O((84

√
14)ωωℓ+ ℓ3), where

ω is the branchwidth of the graph Sk(b) and ℓ is the number of children of b in B.

In the following, let b be an R-node or S-node of B with reference edge (sb, tb) and let
⟨Tb, λb,Πb⟩ be a sphere-cut decomposition of Sk(b) that is rooted in r = λ−1

b ((sb, tb)). For
a weak noose O ⊆ C(Tb), let A(O) be the set of all types of O satisfying the following two
natural analogs of (R1) and (R2), i.e.:
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(RO1) if X ∈ A(O), then O has type X, and (RO2) if there is a witness (D,DH , GH , H)
for G that respects B such that ΓW (b,O) = X, where ΓW (b,O) is defined analogously to
ΓW (b) for the graph Pe(b,O), then X ∈ A(O).

Our aim is to compute A(Oar ) for the arc ar incident to the root r of Tb. This is achieved by
computing A(Oa) for every inner arc a of Tb via a bottom-up dynamic programming algorithm
along Tb; after initially calculating A(Oa) from R(c) for every leaf-arc a corresponding to
the child c of b. Employing our framework introduced in Subsection 4.3, we only have to
show how to compute A(O1 ⊕O2) from A(O1) and A(O2) for any weak nooses O1 and O2.

Let O1 and O2 be two weak nooses having type X1 = (ψ1,M1, S1) and type X2 =
(ψ2,M2, S2), respectively. We say that X1 and X2 are compatible if
(1) O = O1 ⊕O2 is a weak noose,
(2) the inside region of the noose O contains all subcurves in (O1 ∩O2),
(3) ∀c ∈ O1 ∩O2, it holds ψ1(c) = ψ2(c),
(4) for every u ∈ V (O1 ∩O2) \ V (O1 ⊕O2), it holds that u is only in one of following sets:

S1, S2 or V (M1) ∩ V (M2), and
(5) the multi-graph obtained from the union of M1 and M2 is acyclic, or is one cycle and

V (O) ⊆ S1 ∪ S2 ∪ (V (M1) ∩ V (M2)),
(6) if X1 is the full type, then X2 is the empty type and V (O2) ⊆ V (O1), and vice versa.

We denote by X1 ◦ X2 the combined type X = (ψ,M, S) of X1 = (ψ1,M1, S1) and
X2 = (ψ2,M2, S2) for the weak noose O = O1 ⊕ O2 that is defined as follows and also
illustrated in Figure 7. For each c ∈ O, if c ∈ O1 then ψ(c) is equal to ψ1(c), otherwise ψ(c)
is equal to ψ2(c) and the set S is equal to (S1 ∪ S2 ∪ (V (M1) ∩ V (M2))) ∩ V (O), i.e., any
vertex with degree two w.r.t. X must be in V (O) and have degree two already w.r.t. X1 or
X2, or it must be in both matchings M1 and M2. If either X1 or X2 is a full type, then by
(6) we get that M1 = M2 = M = ∅ and X1 ◦X2 is the full type. If the multi-graph M1 ∪M2
is one cycle, then by (5) we get that M = ∅ and X1 ◦X2 is the full type. Otherwise, due to
(5), the multi-graph M1 ∪M2 is acyclic and corresponds to a set of paths. Therefore, the
matching M is the set containing the two endpoints for every path in M1 ∪M2.

▶ Observation 17. Let X1 and X2 be two types defined on the weak nooses O1 and O2,
respectively. Then, we can check whether X1 and X2 are compatible and if so compute the
type X1 ◦X2 in time O(|O1| + |O2|).

To show the correctness of our approach it now remains to show that: (1) if there is a
witness W for G that respects B, then for every two weak nooses O1 and O2 it holds that
ΓW (b,O1) and ΓW (b,O2) are compatible types and ΓW (b,O) = ΓW (b,O1) ◦ ΓW (b,O2) and
(2) if O1 and O2 have compatible types X1 and X2, then O = O1 ⊕O1 has type X1 ◦X2.

5.3 Putting Everything Together
Finally, we show how to compute the set of types for every leaf (Q-node) l of B in time
O(1); informally, since Pe(b) is just an edge (s, t), R(l) contains all types that do not allow
the Hamiltonian cycle to cross from left to right without using either s or t. Together with
Lemma 10 and 16, this then concludes the proof of Lemma 9.

6 An Algorithm Using the Feedback Edge Number

In this section, we establish the following theorem:

▶ Theorem 18. Book Thickness is fixed-parameter tractable when parameterized by the
feedback edge number of the input graph.
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Figure 7 An illustration of combining two compatible types X1 = (ψ1,M1, S1) and X2 =
(ψ2,M2, S2) for two weak nooses O1 and O2 into the combined type X = (ψ,M, S) = X1 ◦X2 for
O = O1 ⊕O2. Vertices of the graph are represented as circles and vertices subdividing the nooses,
i.e., vertices in V (ψ1) ∪ V (ψ2), are represented as crosses. Black vertices are the vertices that are
within a matching, i.e., the vertices in V (M1) ∪ V (M2), green (red) vertices are the vertices in S1

(S2) and all other vertices of the graph are white.

The result is achieved by separately handling two cases: one where the targeted number
of pages is greater than 2, or where it is precisely 2. Both cases are handled by a kernelization
procedure, and in both cases it is easy to show that pendant vertices can be safely removed.
At this point, the target graph consists of a tree plus k edges, whereas the only part that
may remain large in this tree are paths of degree-2 vertices. In the former case, we obtain
a non-trivial proof that allows us to reduce the maximum length of such a path to length
that is bounded by an exponential function of the feedback edge number. In the latter case
(which is equivalent to solving SUBHAM), the reduction step is easier and we in fact obtain
a linear kernel for the problem:

▶ Theorem 19. SUBHAM parameterized by the feedback edge number k admits a kernel
with at most 12k − 8 vertices and at most 14k − 9 edges.

Moreover, by combining Theorem 19 with the subexponential algorithm of Corollary 8,
we can slightly strengthen our main result as follows.

▶ Corollary 20. SUBHAM can be solved in time 2O(
√

k) ·nO(1), where k is the feedback edge
number of the input graph.

7 Concluding Remarks

While our main algorithmic result settles the complexity of computing 2-page book embeddings
under the exponential time hypothesis, many questions remain when one aims at computing
k-page book embeddings for a fixed k greater than 2. To the best of our knowledge, even the
existence of a single-exponential algorithm for this problem is open.

In terms of the problem’s parameterized complexity, it is natural to ask whether one can
obtain a generalization of Theorem 7 for computing k-page book embeddings when k > 2.
In fact, it is entirely open whether computing, e.g., 4-page book embeddings is even in XP
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when parameterized by the treewidth. In this sense, our positive result for the feedback
edge number can be seen as a natural step on the way towards finally settling the structural
boundaries of tractability for computing page-optimal book embeddings.
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