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Abstract
Separation logic is successful for software verification of heap-manipulating programs. Numbers are necessary to be added to separation logic for verification of practical software where numbers are important. However, properties of the validity such as decidability and complexity for separation logic with numbers have not been fully studied yet. This paper presents the translation of Pi-0-1 formulas in Peano arithmetic to formulas in a small fragment of separation logic with numbers, which consists only of the intuitionistic points-to predicate, 0 and the successor function. Then this paper proves that a formula in Peano arithmetic is valid in the standard model if and only if its translation in this fragment is valid in the standard interpretation. As a corollary, this paper also gives a perspective proof for the undecidability of the validity in this fragment. Since Pi-0-1 formulas can describe consistency of logical systems and non-termination of computations, this result also shows that these properties discussed in Peano arithmetic can also be discussed in such a small fragment of separation logic with numbers.
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1 Introduction
Separation logic is successful both theoretically and practically [5, 12] and has been actively studied. It enables us to verify heap-manipulating programs by concise description of memory. Separation logic itself is also interesting theoretically.

When one uses separation logic for verifying software where numbers are important, one often has to extend separation logic by arithmetic. In order for handling numbers, we have to add Peano arithmetic or Presburger arithmetic to separation logic. Then the decidability of the validity in the system of separation logic with arithmetic under the standard interpretation of numbers becomes a question, since the logical system with decidable validity is more appropriate for software verification systems. In particular, since Presburger arithmetic is decidable for the validity, we might expect that some fragment of Presburger arithmetic with some decidable fragment of separation logic is decidable for the validity. In this paper, we will show that it is not the case by proving that the separation logic with only $\rightarrow$, 0 and the successor $s$ without any other separation logic constructs or any arithmetical operations can simulate $\Pi^0_1$ formulas of Peano arithmetic, and consequently it is undecidable for the validity in the standard interpretation. It was surprising for us that such a weak fragment...
of separation logic becomes such a strong logic even if we only add 0 and s, because the
fragment of separation logic with only $\leftrightarrow$ is known to be decidable for the validity in the
standard interpretation [4].

Our main theorem in this paper is a representation theorem which states that there is a
translation of $\Pi_0^1$ formulas in Peano arithmetic to formulas in the separation logic with only
the intuitionistic points-to predicate and numbers such that a formula in Peano arithmetic is
valid in the standard model if and only if its translation in the separation logic with numbers
is valid in the standard interpretation. Namely, the translation preserves the validity and
the non-validity. The undecidability result is obtained as a corollary of this theorem.

The main technique of the proof of our representation theorem is to have an operation
table for addition, multiplication, and inequality in a heap, and to remove $x + y = z$,
$x \times y = z$ and $x \leq y$ by referring to the value $z$ or the truth of $x \leq y$. For this, we will code
the operation table by the consecutive heap cells that contain 0, $x + 3$, $y + 3$, $x + y + 3$ or
1, $x + 3$, $y + 3$, $x \times y + 3$ or 2, $x + 3$, $y + 3$ where 3 is an offset and 0, 1 and 2 are tags for
addition, multiplication, and inequality, respectively. In order to define the translation, we
will introduce normal form of a bounded formula of Peano arithmetic.

Our translation can be extended to arbitrary formulas of Peano arithmetic, but the
representation theorem does not hold for formulas beyond $\Pi_0^1$. We will give some $\Sigma_0^1$
formula as a counterexample.

Our result shows that discussion about properties described by $\Pi_0^1$ formulas such as
consistency of logical systems and strong normalization properties for reduction systems in
Peano arithmetic can be simulated in the separation logic with numbers. The undecidability
of the validity in the separation logic with numbers itself can be proved in a simpler way, by
using a similar idea to [7]. We will also give a proof in that way.

There are some undecidability results about the validity of separation logic and some of
them use some translations. The separation logic with the 1-field points-to predicate and the
separating implication is known to be undecidable for its validity [4]. The separation
logic with the 2-field points-to predicate is also known to be undecidable for its validity [7].
It is proved by translating formulas in a first-order logic with one binary relation into the
separation logic with the 2-field points-to predicate. On the other hand, there are some
decidability results about the validity of separation logic. The separation logic with the
1-field points-to predicate and without the separating implication is known to be decidable
for its validity [4]. The quantifier-free separation logic is known to be decidable [6]. It is
proved by translating the separation logic into a first-order logic with empty signature. We
do not know any work on a translation from some fragment of arithmetic into such a weak
separation logic with only $\{\leftrightarrow, 0, s\}$.

If we restrict ourselves to symbolic heaps in separation logic with arithmetic or inductive
definitions, there are some decidability results. Symbolic heap entailment with Presburger
arithmetic [15], bounded-treewidth symbolic heap entailment [10], symbolic heap entailment
with cone inductive definitions [16, 11], and symbolic heap entailment with lists [2, 3, 8, 1]
are known to be decidable for their validity. Even for symbolic heaps, if we weaken conditions,
they easily become undecidable. Symbolic heap entailment with unrestricted inductive
definitions [10], and symbolic heap entailment with bounded-treewidth inductive definitions
and implicit existentials [14] are known to be undecidable for their validity.

This paper is organized as follows: Section 2 defines Peano arithmetic. Section 3 defines
the separation logic with numbers $\text{SLN}$. Section 4 defines the translation of normal formulas
in Peano arithmetic to formulas in $\text{SLN}$ and shows the preservation property of the translation.
In Section 5 we define an auxiliary translation to normal form and prove the main theorem
for the preservation of the translation for $\Pi_0^1$ formulas from $\text{PA}$ to $\text{SLN}$. Section 6 gives
another proof of undecidability for the validity of $\text{SLN}$. Section 7 concludes.
2 Peano arithmetic

In this section, we define Peano arithmetic $\mathbb{PA}$ and its standard model.

Let $\text{Vars} = \{x, y, \ldots\}$ be the set of variables. The terms of $\mathbb{PA}$ are defined by:

$$t ::= x \mid 0 \mid s(t) \mid t + t \mid t \times t.$$  

The formulas of $\mathbb{PA}$ are defined by:

$$A ::= t = t \mid t \leq t \mid \neg A \mid A \land A \mid A \lor A \mid \exists x A \mid \forall x A.$$  

We will write $A \rightarrow B$ for $\neg A \lor B$.

We write $s^n(t)$ for $s(\ldots(s(t)) \ldots)$. We use the abbreviation $\overline{t} = s^0(0)$. We write $A[x := t]$ for the formula obtained by capture-free substitution of $t$ for $x$ in $A$.

Let $\mathcal{N}$ be the standard model of $\mathbb{PA}$, namely, its universe $|\mathcal{N}|$ is $\mathbb{N} = \{0, 1, 2, \ldots\}$, $0^\mathcal{N} = 0$, $s^\mathcal{N}(x) = x + 1$, $+^\mathcal{N}(x, y) = x + y$, $\times^\mathcal{N}(x, y) = x \times y$, $(\leq^\mathcal{N})(x, y)$ if $x \leq y$. Let $\sigma : \text{Vars} \rightarrow \mathbb{N}$ be a variable assignment. We extend $\sigma$ to terms in a usual way. We write $\sigma[x := n]$ for the variable assignment that assigns $n$ to $x$ and $\sigma(y)$ to $y$ other than $x$.

We write $\sigma \models A$ when $A$ is true in $\mathcal{N}$ under the variable assignment $\sigma$. This relation is defined in a usual way. If $\sigma \models A$ for every variable assignment $\sigma$, $A$ is defined to be valid. If $A$ does not contain free variables, $A$ is called closed.

A formula $\forall x \leq t. A$ is an abbreviation of $\forall x(x \leq t \rightarrow A)$, where $t$ does not contain $x$. A formula $\exists x \leq t. A$ is an abbreviation of $\exists x(x \leq t \land A)$, where $t$ does not contain $x$. We call $\forall x \leq t$ and $\exists x \leq t$ bounded quantifiers. A formula $A$ is defined to be bounded if every quantifier in $A$ is bounded. If $A \equiv \forall x B$ and $B$ is bounded, $A$ is called a $\Pi^0_1$ formula.

3 Separation logic with numbers

In this section, we define a small fragment $\mathbb{SLN}$ of separation logic with numbers. We will also define the standard interpretation of $\mathbb{SLN}$.

Let $\text{Vars} = \{x, y, \ldots\}$ be the set of variables. The terms of $\mathbb{SLN}$ are defined by:

$$t ::= x \mid 0 \mid s(t).$$  

The formulas of $\mathbb{SLN}$ are defined by:

$$A ::= t = t \mid t \leftrightarrow t \mid \neg A \mid A \land A \mid A \lor A \mid \exists x A \mid \forall x A.$$  

We will write $A \rightarrow B$ for $\neg A \lor B$.

The predicate $t_1 \rightarrow t_2$ is the intuitionistic points-to predicate and means that there is some cell of address $t_1$ which contains $t_2$ in the heap.

We use the same abbreviation $\overline{t}$ and substitution $A[x := t]$ as in $\mathbb{PA}$. For simplicity, we write $(t \leftrightarrow t_1, \ldots, t_n)$ for $t \leftrightarrow t_1 \land \ldots \land s^{n-1}(t) \leftrightarrow t_n$. We sometimes write only one quantifier for consecutive quantifiers in a usual way like $\forall x y \exists z w$ for $\forall x y \exists z w$.

Now we define the standard interpretation $[\cdot]$ of $\mathbb{SLN}$. Let $\mathbb{N}$ be $\{0, 1, \ldots\}$. We use $\mathbb{N}$ for both the sets of addresses and values. Let $[0] = 0$, $[s](x) = x + 1$. Let $\sigma : \text{Vars} \rightarrow \mathbb{N}$ be a variable assignment. The extension of $\sigma$ to terms and the variable assignment $\sigma[x := n]$ are defined similarly to those in $\mathbb{PA}$. A heap is a finite function $h : \mathbb{N} \rightarrow \mathbb{N}$. A heap represents a state of the memory.
For a formula \( A \) of SLN, we define \( \sigma, h \models A \) by:

\[
\begin{align*}
\sigma, h \models t_1 = t_2 & \iff \sigma(t_1) = \sigma(t_2), \\
\sigma, h \models \neg A & \iff \sigma, h \not\models A, \\
\sigma, h \models A_1 \land A_2 & \iff \sigma, h \models A_1 \text{ and } \sigma, h \models A_2, \\
\sigma, h \models A_1 \lor A_2 & \iff \sigma, h \models A_1 \text{ or } \sigma, h \models A_2, \\
\sigma, h \models \exists x A & \iff \text{for some } n \in \mathbb{N}, \sigma[x := n], h \models A, \\
\sigma, h \models \forall x A & \iff \text{for all } n \in \mathbb{N}, \sigma[x := n], h \models A.
\end{align*}
\]

\( \sigma, h \models A \) means that \( A \) is true under the variable assignment \( \sigma \) and the heap \( h \). A formula \( A \) is defined to be valid if \( \sigma, h \models A \) for all \( \sigma \) and \( h \). If a formula does not contain atoms \( t \mapsto u \), the truth of the formula does not depend on heaps.

The validity defined in this section is the validity in the standard interpretation of SLN, and it is different from the ordinary validity for separation logic, since the interpretations depend on the set of addresses in the definition of the ordinary validity.

## 4 Translation of Normal Formulas in PA into SLN

In this section, we define the translation \((\cdot)^\circ\) of bounded formulas in \( PA \) to formulas in SLN, and prove that the translation preserves the validity and the non-validity.

The key of the translation is to keep an operation table for addition, multiplication and inequality in a heap, and a resulting formula in SLN refers to the table instead of using the addition, multiplication and inequality symbols. To state that a heap keeps the operation table, we will use a table heap condition. For proving the preservation of the translation, we will use a simple table heap, which is a heap that contains all the operation entries of some size. Since the table in a heap is finite, to estimate the necessary size of the operation table for translating a given formula, we will use the upper bound of arguments in the formula.

We will first define normal form of a bounded formula in \( PA \), which we will translate into a formula in SLN. Next we will define a table heap condition, which guarantees that a heap has an operation table for addition, multiplication and inequality. Then we will define the translation of a normal formula in \( PA \) into a formula in SLN. Then we will define a simple table heap and the upper bound of arguments in a formula. Finally we will prove the preservation of the translation.

We write \( \exists t.A \) for an abbreviation of \( \exists x(x = t \land A) \), where \( t \) does not contain \( x \).

Our translation is defined for only normal formulas. This does not lose the generality since any bounded formula can be transformed into a normal formula in Section 5. In a normal formula, \(+\) and \(\times\) appear only in \( t \) of \( \exists x(x = t) \). Moreover, this \( t \) is of the form \( a + b \) or \( a \times b \) where \( a, b \) do not contain \(+\) or \(\times\).

\begin{definition}[Normal form] Normal forms of \( PA \) are given by \( A \) in the following grammar:

\[
A ::= B \mid \forall x \leq t.A \mid \exists x \leq t.A \mid \exists(x = t)A
\]

satisfying the following conditions: (1) \( B \) is a disjunctive normal form of a formula in \( PA \) without quantifiers, \(+\), \(\times\), and formulas of the form \( \neg(t \leq u) \), (2) each \( t \) in \( \forall x \leq t \) and \( \exists x \leq t \) does not contain \(+\), \(\times\), and (3) each \( t \) in \( \exists(x = t) \) is of the form \( a + b \) or \( a \times b \) for some terms \( a \) and \( b \) that do not contain \(+\) or \(\times\).

The table heap condition is defined as the formula \( H \) in the next definition. It guarantees that a heap that satisfies \( H \) contains a correct operation table for \(+\), \(\times\) and \(\leq\). The formulas \( \text{Add}, \text{Mult} \) and \( \text{Ineq} \) in the following definition refer to the operation table when a heap satisfies
the table heap condition. The normal formula enables us to represent each occurrence of +, × and ≤ by Add, Mult and Ineq, respectively. We will write [t] for s^3(t) for readability, since the offset is 3.

**Definition 4.2 (Table Heap Condition).** $H$, Add$(x,y,z)$, Mult$(x,y,z)$ and Ineq$(x,y)$ are the formulas defined by:

$$
\begin{align*}
H_{\text{Add1}} &\equiv \forall ay((a \leftrightarrow 0, [0], [y]) \rightarrow s^3(a) \leftrightarrow [y]), \\
H_{\text{Add2}} &\equiv \forall ay((a \leftrightarrow 0, [s(x)], [y]) \\
&\quad \rightarrow \exists bz((b \leftrightarrow 0, [x], [y],[z]) \land s^3(a) \leftrightarrow [s(z)])), \\
H_{\text{Mult1}} &\equiv \forall ay((a \leftrightarrow 1, [0],[y]) \rightarrow s^3(a) \leftrightarrow [0]), \\
H_{\text{Mult2}} &\equiv \forall ay((a \leftrightarrow 1, [s(x)], [y]) \rightarrow s^3(a) \leftrightarrow [0]) \\
&\quad \land \exists zw((c \leftrightarrow 0, [z],[y],[w]) \land s^3(a) \leftrightarrow [w])), \\
H_{\text{Ineq1}} &\equiv \forall ay((a \leftrightarrow 2, [s(x)], [y]) \rightarrow \exists z(b = s(z) \land (b \leftrightarrow 2, [x],[z]))) \\
H_{\text{Ineq2}} &\equiv \forall ay((a \leftrightarrow 3, [s(x)], [y]) \rightarrow \exists b(b \leftrightarrow 3, [x],[y])), \\
H &\equiv H_{\text{Add1}} \land H_{\text{Add2}} \land H_{\text{Mult1}} \land H_{\text{Mult2}} \land H_{\text{Ineq1}} \land H_{\text{Ineq2}}, \\
\text{Add}(x,y,z) &\equiv \forall a((a \leftrightarrow 0, [x],[y]) \rightarrow s^3(a) \leftrightarrow [z]), \\
\text{Mult}(x,y,z) &\equiv \forall a((a \leftrightarrow 2, [x],[y]) \rightarrow s^3(a) \leftrightarrow [z]), \\
\text{Ineq}(x,y) &\equiv \exists a((a \leftrightarrow 3, [x],[y]).
\end{align*}
$$

The formula $H$ forces a heap to have a table that contains results of addition, multiplication and inequality for some natural numbers. Each entry for addition and multiplication consists of four cells, and each entry for inequality consists of three cells. If the first cell contains 0, then the entry is for addition. If the first cell contains 1, then the entry is for multiplication. If the first cell contains 2, then the entry is for inequality. The second and third cells of an entry represent arguments of addition, multiplication or inequality. The entries for +, × have the forth cells, which contain the results of addition or multiplication. For inequality, if there is an entry for two arguments $x$ and $y$, then $x \leq y$ holds. Since 0, 1 and 2 have a special meaning, arguments and results are stored by adding three. The definition of $H$ uses the following inductive definitions of addition and multiplication: $s(x) + y = s(x + y)$ and $(x + 1) \times y = x \times y + x$. The formulas $H_{\text{Add1}}$ and $H_{\text{Mult1}}$ force the base cases of addition and multiplication, respectively, and $H_{\text{Add2}}$ and $H_{\text{Mult2}}$ force the induction steps of addition and multiplication, respectively. $H_{\text{Ineq1}}$ means that if there is an entry for $x + 1 \leq y$, then the entry for $x \leq y - 1$ exists in the heap. $H_{\text{Ineq2}}$ means that if there is an entry for $x + 1 \leq y$, then the entry for $x \leq y$ exists in the heap.

We will show that the formula $H$ actually forces the heap to have a correct table for addition, multiplication and inequality (the claims (1), (2) and (3) below). The claim (4) below says that $H$ ensures that if a heap contains an entry for $u \leq u$, then it contains all the entries for $t \leq u$.

**Lemma 4.3.** Let $\sigma$ be a variable assignment and $h$ be a heap.

1. If $\sigma, h \models H$, $h(m) = 0$, $h(m+1) = n + 3$ and $h(m+2) = k + 3$, then $h(m+3) = n + k + 3$.
2. If $\sigma, h \models H$, $h(m) = 1$, $h(m+1) = n + 3$ and $h(m+2) = k + 3$, then $h(m+3) = n \times k + 3$.
3. If $\sigma, h \models H$, $h(m) = 2$, $h(m+1) = n + 3$, $h(m+2) = k + 3$, then $n \leq k$.
4. If $\sigma, h \models H$, $\sigma(t) \leq \sigma(u)$, $\sigma, h \models \text{Ineq}(u,u)$, then $\sigma, h \models \text{Ineq}(t,u)$. 

---
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Proof.

1. We will show the claim by induction on $n$.
   **(Base case)** Let $n = 0$. Since $h(m) = 0$, $h(m + 1) = 3$, $h(m + 2) = k + 3$ and $\sigma, h \models H_{\text{add1}}$, we have $\sigma[a := m, x := n, y := k], h \models s^3(a) \leftrightarrow [y]$. Hence, we have $h(m + 3) = \sigma[a := m, x := n, y := k][[y]] = k + 3 = n + k + 3$.
   **(Induction step)** Let $n > 0$. Then, $n - 1 \geq 0$. Let $\sigma' = \sigma[a := m, x := n - 1, y := k]$. Since $h(m) = 0, h(m + 1) = n + 3, h(m + 2) = k + 3$ and $\sigma, h \models H_{\text{add2}}$, we have $\sigma', h \models \exists x ((b \leftrightarrow 0, [x], [y], [z]) \land s^3(a) \leftrightarrow [s(z)])$. There exist $q$ and $\ell$ such that $\sigma'[b := q, z := \ell], h \models (b \leftrightarrow T, [x], [y], [z]) \land s^3(a) \leftrightarrow [s(z)]$. That is, $h(q) = 0, h(q + 1) = (n - 1) + 3, h(q + 2) = k + 3, h(q + 3) = \ell + 3$. By induction hypothesis, we have $h(q + 3) = (n - 1) + k + 3 = n + k + 2$. That is, $\ell = n + k - 1$. Thus, we have $h(m + 3) = \ell + 4 = n + k - 1 + 4 = n + k + 3$.

2. We will show the claim by induction on $n$.
   **(Base case)** Let $n = 0$. Since $h(m) = 1, h(m + 1) = 3, h(m + 2) = k + 3$ and $\sigma, h \models H_{\text{mul1}}$, we have $\sigma[a := m, x := n, y := k], h \models s^3(a) \leftrightarrow [0]$. Hence, we have $h(m + 3) = \sigma[a := m, x := n, y := k][[0]] = 3 = n \times k + 3$.
   **(Induction step)** Let $n > 0$. Then, $n - 1 \geq 0$. Let $\sigma' = \sigma[a := m, x := n - 1, y := k]$. Since $h(m) = 1, h(m + 1) = n + 3, h(m + 2) = k + 3$ and $\sigma, h \models H_{\text{mul2}}$, we have $\sigma', h \models \exists x ((b \leftrightarrow 0, [x], [y], [z]) \land s^3(a) \leftrightarrow [w])$. There exist $q$ and $\ell$ such that $\sigma'[b := q, z := \ell], h \models (b \leftrightarrow T, [x], [y], [z]) \land s^3(a) \leftrightarrow [w]$. That is, $h(q) = 1, h(q + 1) = (n - 1) + 3, h(q + 2) = k + 3, h(q + 3) = \ell + 3$. So by induction hypothesis, $h(q + 3) = (n - 1) \times k + 3$. Thus $\ell = (n - 1) \times k$. Furthermore, since $\sigma'[b := q, z := \ell, c := r, w := p], h \models (c \leftrightarrow 0, [x], [y], [w]) \land s^3(a) \leftrightarrow [w]$, we have $\sigma'[b := q, z := \ell, c := r, w := p], h \models (c \leftrightarrow 0, [x], [y], [w]) \land s^3(a) \leftrightarrow [w]$ for some $r$ and $p$. That is, $h(r) = 0, h(r + 1) = \ell + 3, h(r + 2) = k + 3, h(r + 3) = p + 3$ and $h(m + 3) = p + 3$. By (1) of this Lemma, we have $p = \ell + k$. With this and $\ell = (n - 1) \times k$, we have $p = (n - 1) \times k + k = n \times k$. Hence, $h(m + 3) = p + 3 = n \times k + 3$.

3. We will show the claim by induction on $n$.
   **(Base case)** Let $n = 0$. We immediately have $n \leq k$.
   **(Induction step)** Let $n > 0$. Then, $n - 1 \geq 0$. Let $\sigma' = \sigma[a := m, x := n - 1, y := k]$. Since $h(m) = 2, h(m + 1) = n + 3, h(m + 2) = k + 3$ and $\sigma, h \models H_{\text{eq1}}$, we have $\sigma', h \models \exists x (y = s(z) \land (b \leftrightarrow T, [x], [z]))$. Thus, there exist $\ell$ and $q$ such that $\sigma'[z := \ell, b := p, h \models y = s(z) \land (b \leftrightarrow T, [x], [z])$, that is, $h(p) = 2, h(p + 1) = (n - 1) + 3, h(p + 2) = \ell + 3 = (k - 1) + 3$. By induction hypothesis, $n - 1 \leq k - 1$, that is, $n \leq k$.

4. We will show the claim by induction on $\sigma(u) - \sigma(t)$.
   **(Base case)** Let $\sigma(u) - \sigma(t) = 0$, i.e. $\sigma(t) = \sigma(u)$. By assumption, we have $\sigma, h \models \text{eq}(u, u)$. Since $\sigma(t) = \sigma(u)$, we have the claim.
   **(Induction step)** Let $\sigma(u) - \sigma(t) > 0$, i.e. $\sigma(t) < \sigma(u)$. Since $\sigma(u) - (\sigma(t) + 1) < \sigma(u) - \sigma(t)$, we have $\sigma, h \models \text{eq}(s(t), u)$ by induction hypothesis. That is, $\sigma, h \models \exists a (a \rightarrow T, [s(t)], [u])$. Since $\sigma, h \models H_{\text{eq2}}$, we have $\sigma, h \models \exists b (b \rightarrow T, [t], [u])$, that is, $\sigma, h \models \text{eq}(t, u)$.

Now we define the translation of normal formulas in PA into formulas in SLN. In the translation, $+, \times$ and $\leq$ are replaced by $\text{Add}$, $\text{Mult}$ and $\text{Ineq}$ with the table heap condition.
Definition 4.4 (Translation $(\cdot)^\circ$). Let $A$ be a normal formula in $PA$. We define SLN formula $(\forall xA)^\circ$ as:

\[ B^\circ \equiv B^\subseteq \text{if } B \text{ is quantifier-free,} \]
\[ (\exists x \leq t.B)^\circ \equiv H \rightarrow \neg \lneg(t, t) \lor \exists x(\lneg(x, t) \land B^\circ), \]
\[ (\forall x \leq t.B)^\circ \equiv H \rightarrow \forall x(\lneg(x, t) \lor B^\circ), \]
\[ (\exists x = t + u.B)^\circ \equiv H \rightarrow \exists x(\text{Add}(t, u, x) \land B^\circ), \]
\[ (\exists x = t \times u.B)^\circ \equiv H \rightarrow \exists x(\text{Mult}(t, u, x) \land B^\circ), \]
\[ (\forall x.A)^\circ \equiv \forall x.A^\circ, \]

where $B^\subseteq$ is obtained from $B$ by replacing each positive occurrence of $t \leq u$ by $H \rightarrow \neg \lneg(u, t) \lor t = u$.

Example. For a normal formula

\[ A \equiv \exists(x_1 = x + s(x))\exists(x_2 = x + x_1)\forall y \leq x_2. \]
\[ \exists(x_3 = x + y)\exists(x_4 = y \times x_3)\exists(x_5 = x + x_4)(0 \leq x_5), \]

its translation $A^\circ$ is

\[ A^\circ \equiv H \rightarrow \exists x_1(\text{Add}(x, s(x), x_1) \land (H \rightarrow \exists x_2(\text{Add}(x, x_1, x_2) \land (H \rightarrow \forall y(\neg \lneg(y, x_2) \lor (H \rightarrow \exists x_3(\text{Add}(x, y, x_3) \land (H \rightarrow \exists x_4(\text{Mult}(y, x_3, x_4) \lor (H \rightarrow \exists x_5(\text{Add}(x, x_4, x_5) \land (H \rightarrow \neg \lneg(x_5, 0) \lor 0 = x_3))))))))))). \]

Our goal is to show that for any $\Pi_1^0$ formula $A$ of $PA$, $A$ is valid in $PA$ if and only if $A^\circ$ is valid in $SLN$. Therefore, $A^\circ$ should hold for every heap $h$. By the definition of $(\cdot)^\circ$, $x = t + u$ and $x = t \times u$ are translated into $H \rightarrow \text{Add}(t, u, x)$ and $H \rightarrow \text{Mult}(t, u, x)$, respectively. Thus, if a heap $h$ does not have a sufficiently large table for $x = t + u$ and $x = t \times u$, the translated formulas are trivially true. Since we demand that $A^\circ$ hold for all heaps, there is $h$ that contains a sufficiently large table. Furthermore, if the addition and multiplication in the formula are correct in such a sufficiently large heap, they must be correct in every heap, because addition and multiplication are numeric properties and do not depend on heaps.

The same is true for inequality. This is the key idea to prove our goal. That is, $\sigma \models A$ if and only if $\sigma, h \models A^\circ$ for sufficiently large $h$ if and only if $\sigma, h \models A^\circ$ for all $h$. We will prove them in Lemmas 4.10 and 4.11 later.

Since we demand that $A^\circ$ hold for all heaps, we define the translation of $t \leq u$ to be $H \rightarrow \neg \lneg(u, t) \lor t = u$ and we do not straightforwardly define it to be $H \rightarrow \lneg(t, u)$, because $\lneg(t, u)$ demands the heap to contain the entry for $t \leq u$, which is not possible if the heap is not sufficiently large. Furthermore, the translation of $\exists x \leq t.B$ is not simply $H \rightarrow \exists x(\lneg(x, t) \land B)$ but rather seemingly tricky $H \rightarrow \neg \lneg(t, t) \lor \exists x(\lneg(x, t) \land B^\circ)$. If we adopt the simple translation, we may not be able to find $x$ such that the entry for $x \leq t$ is in the heap when it is not sufficiently large. Our idea is to let such a case be true. Therefore, we allow the case $\neg \lneg(t, t)$, which is true if the heap may not contain some entries for $t \leq t$.

First, we estimate the necessary size of the operation table for a given formula and a given variable assignment. This size is defined in the next definition.
Definition 4.5. Let $A$ be prenex and disjunctive normal form of a bounded formula in PA and $\sigma$ be a variable assignment. We define the number $\max(\sigma, A)$ by:

\[
\begin{align*}
\max(\sigma, t \leq u) &= \max\{\sigma(t), \sigma(u)\}, \\
\max(\sigma, t = u) &= \{0\}, \\
\max(\sigma, \neg B) &= \max(\sigma, B) \\
\max(\sigma, B \land C) &= \max(\{\max(\sigma, B), \max(\sigma, C)\}) \\
\max(\sigma, B \lor C) &= \max(\max(\sigma, B), \max(\sigma, C)) \\
\max(\sigma, \forall x \leq t. B) &= \max(\{\sigma(t), \max(\sigma, B[x := t])\}), \\
\max(\sigma, \exists x \leq t. B) &= \max(\{\sigma(t), \max(\sigma, B[x := t])\}), \\
\max(\sigma, \exists(x = t) B) &= \max(\{\sigma(t), \max(\sigma, B[x := t])\}).
\end{align*}
\]

Example. By using the above definition one by one, we have

\[
\begin{align*}
\max(\sigma, \exists x_1 = x + s(x)) \exists(x_2 = x + x_1) \forall y \leq x_2. \\
\exists(x_3 = x + y) \exists(x_4 = y \times x_3) \exists(x_5 = x + x_4)(0 \leq x_5)
\end{align*}
\]

Next, for a given size $n$ we will define a heap that covers addition of arguments $\leq n^2$ and multiplication and inequality of arguments $\leq n$. We call it a simple table heap.
**Definition 4.6.** For a number \( n \), we define a heap \( h_n \) as the heap defined by:

\[
h_n(x) = \begin{cases} 
0 & (x = 4i, i < (n^2 + 1)^2) \\
i \mod (n^2 + 1) + 3 & (x = 4i + 1, i < (n^2 + 1)^2) \\
\lfloor i/(n^2 + 1) \rfloor + 3 & (x = 4i + 2, i < (n^2 + 1)^2) \\
h_n(x - 2) + h_n(x - 1) - 3 & (x = 4i + 3, i < (n^2 + 1)^2) \\
1 & (x = c_1 + 4i, i < (n^2 + 1)^2) \\
i \mod (n + 1) + 3 & (x = c_1 + 4i + 1, i < (n^2 + 1)^2) \\
\lfloor i/(n + 1) \rfloor + 3 & (x = c_1 + 4i + 2, i < (n^2 + 1)^2) \\
(h_n(x - 2) - 3) \times (h_n(x - 1) - 3) + 3 & (x = c_1 + 4i + 3, i < (n^2 + 1)^2) \\
2 & (x = c_2 + 3i, i < (n^2 + 1)^2) \\
i \mod (n + 1) + 3 & (x = c_2 + 3i + 1, i < (n^2 + 1)^2) \\
n + 3 & (x = c_2 + 3i + 2, i < (n^2 + 1)^2) \\
\lfloor i/(n + 1) \rfloor + 3 & ([i/(n + 1)] < i \mod (n + 1)) \\
& ([i/(n + 1)] \geq i \mod (n + 1)) \\
\text{undefined} & \text{otherwise}
\end{cases}
\]

where \( c_1 = 4(n^2 + 1)^2 \) and \( c_2 = c_1 + 4(n^2 + 1)^2 \).

\( h_n \) has the operation table that has entries of + for arguments \( \leq n^2 \) and the entries of \( \times \) and \( \leq \) for arguments \( \leq n \). The \( i \)-th entry for + contains the result of addition of \( x = i \mod (n^2 + 1) \) and \( y = \lfloor i/(n^2 + 1) \rfloor \), that is, \( h(4i) = 0 \), \( h(4i + 1) = x + 3 \), \( h(4i + 2) = y + 3 \) and \( h(4i + 3) = x + y + 3 \). The \( i \)-th entry for \( \times \) contains the result of multiplication of \( x = i \mod (n + 1) \) and \( y = \lfloor i/(n + 1) \rfloor \), that is, \( h(c_1 + 4i) = 0 \), \( h(c_1 + 4i + 1) = x + 3 \), \( h(c_1 + 4i + 2) = y + 3 \) and \( h(c_1 + 4i + 3) = x \times y + 3 \). The \( i \)-th entry for \( \leq \) signifies inequality of \( x = i \mod (n + 1) \) and \( y = \lfloor i/(n + 1) \rfloor \) or \( y = n \), where \( h(c_2 + 4i) = 2 \), \( h(c_2 + 4i + 1) = x + 3 \), and \( h(c_2 + 4i + 2) = y + 3 \) if \( x \leq y \) and \( h(c_2 + 4i + 2) = n + 3 \) if \( x > y \).

The next lemma shows that the simple table heap \( h_n \) satisfies the table heap condition \( H \).

**Lemma 4.7.** For a variable assignment \( \sigma \), we have \( \sigma, h_n \models H \).

**Proof.** \( h_n \) clearly satisfies \( H \).

The next lemma shows that the truth of \( t + u = v \), \( t \times u = v \) and \( t \leq u \) in \( \text{PA} \) for the standard model is equivalent to the truth of their translations in \( \text{SLN} \) for the standard interpretation for the simple table heap.

**Lemma 4.8.** For \( n \geq \max \{ \sigma(t), \sigma(u) \} \), the following hold.

1. \( \sigma \models t + u = v \) if and only if \( \sigma, h_n \models \text{Add}(t, u, v) \).
2. \( \sigma \models t \times u = v \) if and only if \( \sigma, h_n \models \text{Mul}(t, u, v) \).
3. \( \sigma \models t \leq u \) if and only if \( \sigma, h_n \models \text{Ineq}(t, u) \).

**Proof.**

1. Only-if-direction: Since \( n \geq \max \{ \sigma(t), \sigma(u) \} \), by the definition of \( h_n \), there exists \( p \) such that \( \sigma[a := p], h_n \models (a \leftrightarrow 0, [t], [u]) \). That is, \( h_n(p) = 0, h_n(p + 1) = \sigma(t) + 3, h_n(p + 2) = \sigma(u) + 3 \). By the definition of \( h_n \), we have \( h_n(p + 3) = \sigma(t) + \sigma(u) + 3 \). By assumption, \( \sigma(t) + \sigma(u) = \sigma(v) \). Therefore, \( h_n(p + 3) = \sigma(v) + 3 \). Thus, \( \sigma[a := p], h_n \models s^3(a) \leftrightarrow [v] \).

Hence, \( \sigma, h_n \models \text{Add}(t, u, v) \).
If-direction: Since \( n \geq \text{max}\{\sigma(t), \sigma(u)\} \), by the definition of \( h_n \), there exists \( p \) such that
\[
\sigma[a := p], h_n \models (a \not\leftrightarrow 0, [t], [u], [v]).
\]
Thus, \( h_n(p) = 0, h_n(p + 1) = \sigma(t) + 3, h_n(p + 2) = \sigma(u) + 3, h_n(p + 3) = \sigma(v) + 3 \). By the definition of \( h_n \), we have \( h_n(p + 3) = (h_n(p + 3) - 3) + (h_n(p + 2) - 3) + 3 \). Since \( h_n(p + 1) = \sigma(t) + 3 \) and \( h_n(p + 2) = \sigma(u) + 3 \), we have
\[
h_n(p + 3) = \sigma(t) + \sigma(u) + 3.
\]
Thus, we have \( \sigma(t) + \sigma(u) = \sigma(v) \). Hence, \( \sigma \models t + u = v \).

(2) The claim can be shown similarly to (1).

(3) Only-if-direction: Suppose \( \sigma(t) \leq \sigma(u) \). Let \( i = \sigma(t) \cdot (n + 1) + \sigma(u) \). Since \( n \geq \text{max}\{\sigma(t), \sigma(u)\} \), we have \( i < (n + 1)^2 \). Furthermore, \( \sigma(t) = \lfloor i/(n + 1) \rfloor \) and \( \sigma(u) = i \text{ mod } (n + 1) \). For \( p = 4(n^2 + 1)^2 + 4(n + 1)^2 + 3i \), we have \( h_n(p) = 2, h_n(p + 1) = \sigma(t) + 3 \) by the definition of \( h_n \). Since \( \sigma(t) \leq \sigma(u) \), we have \( h_n(p + 2) = \sigma(u) + 3 \) by the definition of \( h_n \). From this, we have \( \sigma, h_n \models \exists u(a \not\leftrightarrow 0, [t], [u]) \), that is, \( \sigma, h_n \models \text{Ineq}(t, u) \).

If-direction: Suppose \( \sigma, h_n \models \text{Ineq}(t, u) \). Since \( n \geq \text{max}\{\sigma(t), \sigma(u)\} \), there exists \( p \) such that \( h_n(p) = 2, h_n(p + 1) = \sigma(t) + 3, h_n(p + 2) = \sigma(u) + 3 \). By Lemma 4.3 (3), we have
\[
h_n(p + 1) = h_n(p + 2), \text{ that is, } \sigma(t) \leq \sigma(u) \).
\]

The next lemma shows that if Add, Mult and \( \neg\text{Ineq} \) are true for a sufficiently large simple table heap, they are also true for all heaps.

\textbf{Lemma 4.9.} For \( n \geq \text{max}\{\sigma(t), \sigma(u)\} \), the following hold.

1. \( \sigma, h_n \models \text{Add}(t, u, v) \) if and only if \( \sigma, h \models H \rightarrow \text{Add}(t, u, v) \) for all \( h \).
2. \( \sigma, h_n \models \text{Mult}(t, u, v) \) if and only if \( \sigma, h \models H \rightarrow \text{Mult}(t, u, v) \) for all \( h \).
3. \( \sigma, h_n \models \neg\text{Ineq}(t, u) \) if and only if \( \sigma, h \models H \rightarrow \neg\text{Ineq}(t, u) \) for all \( h \).

\textbf{Proof.} The if-direction is obvious. We will show the only-if-direction.

(1) Since \( \sigma, h_n \models \text{Add}(t, u, v) \) by assumption, we have \( \sigma(t) + \sigma(u) = \sigma(v) \) by Lemma 4.8 (1). We fix \( h \) in order to show \( \sigma, h \models H \rightarrow \text{Add}(t, u, v) \).

Case 1. If \( \sigma, h \not\models H \), the claim follows trivially.

Case 2. Assume \( \sigma, h \models H \).

Case 2.1. If \( \sigma, h \models \forall a \not\leftrightarrow (a \not\leftrightarrow 0, [t], [u]) \), the claim follows trivially, because \( \sigma, h \models \forall a(a \not\leftrightarrow 0, [t], [u]) \rightarrow s^3(a) \not\leftrightarrow [v] \).

Case 2.2. Assume \( \sigma, h \models \exists a(a \not\leftrightarrow 0, [t], [u]) \). We assume \( h(p) = 0, h(p + 1) = \sigma(t) + 3, h(p + 2) = \sigma(u) + 3 \) for arbitrary \( p \). Since \( \sigma, h \models H \), we have \( h(p + 3) = (h(p + 1) - 3) + (h(p + 2) - 3) + 3 \) by Lemma 4.3 (1). Therefore, \( h(p + 3) = \sigma(t) + \sigma(u) + 3 \). That is, \( h(p + 3) = \sigma(v) + 3 \). Thus \( \sigma, h \models s^3(a) \not\leftrightarrow [v] \). Then, we have \( \sigma[a := p], h \models (a \not\leftrightarrow 0, [t], [u]) \rightarrow s^3(a) \not\leftrightarrow [v] \) for all \( p \).

Hence in both cases \( \sigma, h \models H \rightarrow \text{Add}(t, u, v) \).

(2) The claim can be shown similarly to (1) (except it uses Lemma 4.3 (2)).

(3) By Lemma 4.8 (3), we have \( \sigma \models \neg(t \leq u) \). We fix \( h \) in order to show \( \sigma, h \models H \rightarrow \neg\text{Ineq}(t, u) \).

Case 1. If \( \sigma, h \not\models H \), the claim follows trivially.

Case 2. Assume \( \sigma, h \models H \). Assume \( \sigma, h \models \text{Ineq}(t, u) \) for contradiction. Then, there is \( q \) such that \( h(q) = 2, h(q + 1) = \sigma(t) + 3, h(q + 2) = \sigma(u) + 3 \). By Lemma 4.3 (3), we have \( \sigma(t) \leq \sigma(u) \), a contradiction.

The next lemma says that the truth in PA is equivalent to the truth of the translation in SLN for a large simple table heap.

\textbf{Lemma 4.10.} For a normal formula \( A \) in PA and \( n \geq \text{max}(\sigma, A) \), \( \sigma \models A \) if and only if \( \sigma, h_n \models A^\circ \).
Proof. We will show the claim by induction on \(A\).

**Case 1.** \(A\) is quantifier-free. We will only show the cases for \(A \equiv (t \leq u)\) since the cases \(t = u\) and \(t \neq u\) are obvious and the cases \(A \land B\) and \(A \lor B\) follow from the induction hypothesis.

\[ \sigma \models t \leq u \text{ is equivalent to } \sigma \models \neg(u \leq t) \lor t = u. \]

Since \(n \geq \max\{\sigma(t), \sigma(u)\}\), by Lemma 4.8 (3), \(\sigma \models \neg(u \leq t)\) is equivalent to \(\sigma, h_n \models \neg \text{leq}(u, t)\). Hence, \(\sigma \models t \leq u\) is equivalent to \(\sigma, h_n \models \neg \text{leq}(u, t) \lor t = u\).

Since \(h_n \models H\) by Lemma 4.7, \(\sigma, h_n \models \neg \text{leq}(u, t) \lor t = u\) is equivalent to \(\sigma, h_n \models H \rightarrow \neg \text{leq}(u, t) \lor t = u\).

**Case 2.** \(A \equiv \exists x \leq t.B\).

Only-if-direction: By assumption, there is \(k\) such that \(\sigma[x := k] \models x \leq t \land B\). That is, \(\sigma[x := k] \models x \leq t\) and \(\sigma[x := k] \models B\). Thus, we have \(k \leq \sigma(t)\). Since \(n \geq \max\{\sigma(x := k)\}, \sigma, h_n \models B^\circ\). Furthermore, by Lemma 4.8 (3), \(\sigma[x := k], h_n \models \text{leq}(x, t)\). Thus, we have \(\sigma[x := k], h_n \models \text{leq}(x, t) \land B^\circ\).

Hence, \(\sigma[x := k], h_n \models \neg \text{leq}(t, t) \lor (\text{leq}(x, t) \land B^\circ)\).

If-direction: Suppose \(\sigma[x := k], h_n \models H \rightarrow \neg \text{leq}(t, t) \lor (\text{leq}(x, t) \land B^\circ)\) for some \(k\).

Since \(\sigma[x := k], h_n \models H\), we have \(\sigma[x := k], h_n \models \neg \text{leq}(t, t) \lor (\text{leq}(x, t) \land B^\circ)\).

Since \(n \geq \max\{\sigma, A\} \geq \sigma(t)\), by the definition of \(h_n\), \(\sigma[x := k], h_n \models \text{leq}(t, t)\). Thus, we have \(\sigma[x := k], h_n \models \text{leq}(x, t) \land B^\circ\). Since \(\sigma[x := k], h_n \models \text{leq}(x, t)\), by Lemma 4.8 (3), we have \(k \leq \sigma(t)\).

Then, since \(k \leq \sigma(t) \leq n\), by the induction hypothesis for \(B\), \(\sigma[x := k] \models x \leq t \land B\).

**Case 3.** \(A \equiv \forall x \leq t.B\). We will show the claim: for all \(k\), \(\sigma[x := k] \models \neg(x \leq t) \lor B\) if and only if \(\sigma[x := k], h_n \models \neg \text{leq}(x, t) \lor B^\circ\). If \(k \leq n\), then by Lemma 4.8 (3) and the induction hypothesis for \(B\), the claim holds. If \(k > n\), then since \(k > n \geq \sigma(t)\), we have \(\sigma[x := k] \models \neg(x \leq t)\). On the other hand, by the definition of \(h_n\), we have \(\sigma[x := k], h_n \models \neg \text{leq}(x, t)\). So the claim holds.

**Case 4.** \(A \equiv \exists(x = t + u)B\). \(\sigma \models \exists(x = t + u)B\) is equivalent to \(\sigma[x := k] \models x = t + u\) and \(\sigma[x := k] \models B\) for some \(k\). Since \(n \geq \max\{\sigma(t), \sigma(u)\}\), by Lemma 4.8 (1), \(\sigma[x := k] \models x = t + u\) is equivalent to \(\sigma[x := k], h_n \models \text{Add}(t, u, x)\). Furthermore, since \(n \geq \max\{\sigma[x := k], B\}\), by induction hypothesis for \(B\), \(\sigma[x := k] \models B\) is equivalent to \(\sigma[x := k], h_n \models B^\circ\).

Therefore, \(\sigma \models A\) is equivalent to \(\sigma[x := k], h_n \models \text{Add}(t, u, x) \land B^\circ\) for some \(k\), which is equivalent to \(\sigma, h_n \models \exists x(\text{Add}(t, u, x) \land B^\circ)\).

**Case 5.** \(A \equiv \exists(x = y \times z)B\). This case can be shown similarly to Case 4 (except it uses Lemma 4.8 (2)).

The next lemma says that for the translation of a normal formula in \(PA\), the truth for a large simple table heap is the same as the truth for all heaps in the standard interpretation of \(SLN\).

**Lemma 4.11.** Let \(A\) be a normal formula in \(PA\) and \(n \geq \max(\sigma, A)\). Then, \(\sigma, h_n \models A^\circ\) if and only if \(\sigma, h \models A^\circ\) for all \(h\).

Proof. The if-direction is trivial. We will show the only-if-direction by induction on \(A\).

**Case 1.** \(A\) is quantifier-free. We will only show the cases for \(A \equiv (t \leq u)\) since the cases \(t = u\) and \(t \neq u\) are obvious and the cases \(A \land B\) and \(A \lor B\) follow from the induction hypothesis.

Since \(\sigma, h_n \models H\) by Lemma 4.7, \(\sigma, h_n \models H \rightarrow \neg \text{leq}(u, t) \lor t = u\) is equivalent to \(\sigma, h_n \models \neg \text{leq}(u, t) \lor t = u\). Since \(n \geq \max\{\sigma(t), \sigma(u)\}\), by Lemma 4.9 (3), \(\sigma, h_n \models \neg \text{leq}(u, t)\) is equivalent to \(\sigma, h \models H \rightarrow \neg \text{leq}(u, t)\) for all \(h\). Clearly, \(\sigma, h_n \models t = u\) is equivalent to \(\sigma, h \models t = u\) for all \(h\). Therefore, we have \(\sigma, h \models (H \rightarrow \neg \text{leq}(u, t)) \lor t = u\) for all \(h\), which is equivalent to \(\sigma, h \models H \rightarrow \neg \text{leq}(u, t) \lor t = u\) for all \(h\).
Case 2. $A \equiv \exists x \leq t.B$. Suppose $\sigma, h_n \models H \rightarrow \neg \text{ineq}(t, t) \lor \exists x(\text{ineq}(x, t) \land B^\circ)$. Since $\sigma, h_n \models H$ and $\sigma, h_n \models \text{ineq}(t, t)$, we have $\sigma, h_n \models \exists x(\text{ineq}(x, t) \land B^\circ)$, that is, for some $k$, $\sigma(x := k), h_n \models \text{ineq}(x, t) \land B^\circ$. Let this fact be (a). We fix $h$ in order to show $\sigma, h \models H \rightarrow \neg \text{ineq}(t, t) \lor \exists x(\text{ineq}(x, t) \land B^\circ)$. Assume $\sigma, h \models H$. If $\sigma, h \models \neg \text{ineq}(t, t)$, the claim trivially holds. Consider the case $\sigma, h \models \text{ineq}(t, t)$. By (a), we have $\sigma[x := k], h_n \models \text{ineq}(x, t)$. Thus, by Lemma 4.8 (3), $k \leq \sigma(t)$. By the case condition, $\sigma, h \models \text{ineq}(t, t)$. Then, by Lemma 4.3 (4), we have $\sigma[x := k], h \models \text{ineq}(x, t)$. Moreover, since $n \geq \max(\sigma[x := k], B)$, by induction hypothesis, we have $\sigma[x := k], h' \models B^\circ$ for all $h'$. Therefore, we have $\sigma[x := k], h \models B^\circ$. Thus, we have $\sigma[x := k], h \models \text{ineq}(x, t) \land B^\circ$, that is, $\sigma, h \models \exists x(\text{ineq}(x, t) \land B^\circ)$.

Case 3. $A \equiv \forall x \leq t.B$. Suppose $\sigma, h_n \models H \rightarrow \forall x(\neg \text{ineq}(x, t) \lor B^\circ)$. Since $\sigma, h_n \models H$, we have $\sigma, h_n \models \forall x(\neg \text{ineq}(x, t) \lor B^\circ)$. We fix $h$ in order to show $\sigma, h \models H \rightarrow \forall x(\neg \text{ineq}(x, t) \lor B^\circ)$. Assume $\sigma, h \models H$. We fix $k$ in order to show $\sigma[x := k], h \models \neg \text{ineq}(x, t) \lor B^\circ$. We consider the cases for $\sigma[x := k], h \models \text{ineq}(x, t)$ and $\sigma[x := k], h \models \neg \text{ineq}(x, t)$ separately.

Case 3.1. The case $\sigma[x := k], h \models \text{ineq}(x, t)$. Then, there is $p$ such that $h(p) = 2$, $h(p + 1) = \sigma[x := k](x + 3) = k + 3$. Then, by Lemma 4.3 (3), we have $k \leq \sigma(t)$. Hence, by Lemma 4.8 (3), we have $\sigma[x := k], h \models \text{ineq}(x, t)$. Then, $\sigma[x := k], h \models B^\circ$ must be the case. Since $k \leq \sigma(t) \leq n$, we apply the induction hypothesis to $B$ and obtain $\sigma[x := k], h' \models B^\circ$ for all $h'$. Hence, we have $\sigma[x := k], h \models B^\circ$. Then, we have the desired result $\sigma[x := k], h \models \neg \text{ineq}(x, t) \lor B^\circ$.

Case 3.2. If $\sigma[x := k], h \models \neg \text{ineq}(x, t)$, then $\sigma[x := k], h \models \neg \text{ineq}(x, t) \lor B^\circ$ trivially holds.

Hence in both cases, we have $\sigma[x := k], h \models \neg \text{ineq}(x, t) \lor B^\circ$.

Case 4. $A \equiv \exists(x = t + u).B$. Then, $A^\circ \equiv H \rightarrow \exists x(\text{Add}(t, u, x) \land B^\circ)$. We fix $h$ and assume $\sigma, h \models H$ in order to show $\sigma, h \models \exists x(\text{Add}(t, u, x) \land B^\circ)$. Since $\sigma, h_n \models H$, we have $\sigma, h_n \models \exists x(\text{Add}(t, u, x) \land B^\circ)$, which is equivalent to $\sigma[x := k], h_n \models \text{Add}(t, u, x) \land B^\circ$. By Lemma 4.9 (1), $\sigma[x := k], h_n \models \text{Add}(t, u, x)$ is equivalent to $\sigma[x := k], h' \models H \rightarrow \text{Add}(t, u, x)$ for all $h'$. Since we assumed $\sigma, h \models H$, we have $\sigma[x := k], h \models \text{Add}(t, u, x)$. Moreover, since $n \geq \max(\sigma[x := k], B)$, by induction hypothesis for $B$, we have $\sigma[x := k], h' \models B^\circ$ for all $h'$. Thus, we have $\sigma[x := k], h \models B^\circ$. Therefore, we have $\sigma[x := k], h \models \text{Add}(t, u, x) \land B^\circ$, that is, $\sigma, h \models \exists x(\text{Add}(t, u, x) \land B^\circ)$.

Case 5. $A \equiv \exists(x = y \times z).B$. This case can be shown similarly to Case 4 (except it uses Lemma 4.9 (2)).

Now we have the main lemma, which says that the truth of a normal formula with $\forall$ in PA for the standard model is the same as the truth of its translation in SLN for the standard interpretation for all heaps.

**Lemma 4.12.** If $A$ is a normal formula in PA, $\sigma \models \forall x A$ if and only if $\sigma, h \models (\forall x A)^\circ$ for all $h$.

**Proof.** $\sigma \models \forall x A$ is equivalent to $\sigma[x := k] \models A$ for all $k \in \mathbb{N}$. We fix $k$. Let $n \geq \max(\sigma[x := k], A)$. By Lemma 4.10, $\sigma[x := k] \models A$ is equivalent to $\sigma[x := k], h_n \models A^\circ$. Then, by Lemma 4.11, this is equivalent to $\sigma[x := k], h \models A^\circ$ for all $h$. Therefore, $\sigma[x := k] \models A$ is equivalent to $\sigma[x := k], h \models A^\circ$ for all $h$. Hence, $\sigma[x := k] \models A$ for all $k$ is equivalent to $\sigma[x := k], h \models A^\circ$ for all $h$ for all $k$. Thus, $\sigma \models \forall x A$ is equivalent to $\sigma, h \models \forall x A^\circ$ for all $h$, that is, $\sigma, h \models (\forall x A)^\circ$ for all $h$. ▶
5 Translation from PA into SLN

In this section, we will present the translation of a \( \Pi_1^0 \) formula in PA to a formula in SLN and prove that the translation preserves the validity and the non-validity. In order to define the translation, first we will define a translation of a \( \Pi_1^0 \) formula in PA into an equivalent normal formula with one universal quantifier in PA. Finally we will define the translation by combining the two translations and will present the main theorem, which says a \( \Pi_1^0 \) formula in PA can be simulated in the weak fragment SLN of separation logic. We also discuss a counterexample for the translation when we extend it to \( \Sigma_1^0 \) formulas.

First we will transform a \( \Pi_1^0 \) formula in PA into a normal formula with one universal quantifier in PA. For simplicity, we use vector notation \( \overrightarrow{e} \) for a sequence \( e_1, \ldots, e_n \) of objects.

\[\textbf{Proposition 5.1.} \text{ If } A \text{ is a bounded formula in PA, there is a normal formula } B \text{ such that } A \leftrightarrow B \text{ is valid.}\]

\[\textbf{Proof.} \text{ First, transform } A \text{ into a prenex normal form and replace } \lnot(t \leq u) \text{ by } u \leq t \land u \neq t \text{ to obtain } A' \equiv Qx \leq t . C, \text{ where } C \text{ is a quantifier-free disjunctive normal form without formulas of the form } \lnot(t \leq u). \text{ Choose the leftmost occurrence among the innermost occurrences of } u + v \text{ or } u \times v \text{ in } A' \text{ and explicitly denote it by } A'[u + v] \text{ or } A'[u \times v]. \]

\[\text{Let } A'[z] \text{ be the formula obtained from } A'[u + v] \text{ or } A'[u \times v] \text{ by replacing the occurrence of } u + v \text{ or } u \times v \text{ in } A' \text{ by a fresh } z. \text{ Define } Qx' \leq \overrightarrow{t}. D \text{ by } A'[z] \equiv Qx' \leq \overrightarrow{t}. D \text{ where } Qx' \leq \overrightarrow{t}\text{ is the longest prefix such that } z \text{ is not in } t', \text{ namely, it has the longest } Qx' \leq \overrightarrow{t} \text{ among such } Qx' \leq \overrightarrow{t}\text{s.} \text{ We transform } D \text{ into } \exists(z = u + v)D \text{ or } \exists(z = u \times v)D. \]

\[\text{We repeat this process until we have the form } \{Qx \leq y; \exists(x = t)\} A'' \text{, where } t \text{ is of the form } a + b \text{ or } a \times b \text{ for some terms } a, b \text{ that do not contain } + \text{ or } \times, \text{ and } A'' \text{ and } u \text{ do not contain } +, \times. \text{ Define } B \text{ as this result.} \]

We define the translation \( A^\Box \) by using the proof of the previous proposition.

\[\textbf{Definition 5.2 (Translation } \cdot \Box) \text{. Let } A \equiv \forall x B \text{ be a } \Pi_1^0 \text{ formula in PA, where } B \text{ contains only bounded quantifiers. Let } B' \text{ be a normal form of } B \text{ obtained by the procedure described in the proof of Proposition 5.1. We define } A^\Box \equiv \forall x B'. \]

\[\textbf{Example.} \text{ For a formula } \]
\[A \equiv \forall y \leq x + (x + s(x)), (0 \leq x + (y \times (x + y))), \]
\[\text{its translation } A^\Box \text{ is } \]
\[A^\Box \equiv \exists(x_1 = x + s(x)) \exists(x_2 = x + x_1) \forall y \leq x_2. \exists(x_3 = x + y) \exists(x_4 = y \times x_3) \exists(x_5 = x + x_4)(0 \leq x_5). \]

Now, we have the main theorem which says that \( \Pi_1^0 \) formulas can be translated into SLN formulas preserving the validity and the non-validity.

\[\textbf{Theorem 5.3.} \text{ For a } \Pi_1^0 \text{ formula } A \text{ in PA, } A \text{ is valid in the standard model of PA if and only if } A^\Box \text{ is valid in the standard interpretation of SLN.}\]

\[\textbf{Proof.} \text{ By Proposition 5.1 and Lemma 4.12.} \]

As a by-product of the above theorem, we have the undecidability of SLN.
Corollary 5.4. The validity of \( \text{SLN} \) formulas is undecidable.

**Proof.** Given a Turing machine, its halting problem statement \( P \) is \( \Sigma_1^0 \), since it can be expressed as \( \exists z. T(e, e, z) \), where \( e \) is the index of the given Turing machine and \( T \) is Kleene’s \( T \)-predicate which is primitive recursive (for rigorous definition, see e.g. [13]). Thus, \( \neg P \) is \( \Pi_1^0 \). By Theorem 5.3, \( \neg P \) is valid in \( \text{PA} \) if and only if \( (\neg P)^{\equiv} \) is valid in \( \text{SLN} \). If the validity in \( \text{SLN} \) is decidable, we can decide whether \( P \) is true in the standard model and this contradicts the undecidability of the halting problem. Hence the validity in \( \text{SLN} \) is undecidable. \( \blacksquare \)

We have just proved that \( \Pi_1^0 \) formulas can be translated preserving the validity and the non-validity. We might extend the translation \( (\cdot)^\circ \) by \( (\exists x A)^\circ \equiv \exists x A^\circ \). However, the extended translation does not preserve the validity and the non-validity, which is shown in the next proposition.

Proposition 5.5. There is some \( \Sigma_1^0 \) closed formula \( A \) such that \( A \) is not valid in \( \text{PA} \) but \( A^{\equiv} \) is valid in \( \text{SLN} \).

**Proof.** Consider the formula \( A \equiv \exists x(x + 0 \neq x) \). This sentence is clearly not valid in \( \text{PA} \). However, we can prove that \( \sigma, h \models A^{\equiv} \) for all \( \sigma, h \) as follows. By the procedure in the proof of Proposition 5.1, \( A^{\circ} \equiv \exists x(z = x + 0)(z \neq x) \). Thus, \( A^{\equiv} \equiv \exists x(H \rightarrow \exists z(\text{Add}(x, 0, z) \land z \neq x)) \). We fix \( \sigma, h \) in order to prove \( \sigma, h \models A^{\equiv} \). Let \( n = \max\{k \mid h(p) = 0, h(p + 1) = k + 3, h(p + 2) = 3\} + 1 \), and \( m = n + 1 \). Let \( \sigma' = \sigma[x := n, z := m]. \)

We will show \( \sigma', h \models \text{Add}(x, 0, z) \land z \neq x \) assuming \( \sigma', h \models H \). By choice of \( n \), we have \( \sigma', h \models \forall a \neg(a \leftarrow 0, s^3(\pi), 3) \). Thus, \( \sigma', h \models \text{Add}(\pi, 0, \overline{m}) \) holds, because the premise of \( \text{Add}(\pi, 0, \overline{m}) \) is false. Therefore, \( \sigma', h \models \text{Add}(x, 0, z) \). Furthermore, clearly \( \sigma', h \models z \neq x \). Hence, \( \sigma, h \models A^{\equiv} \) for all \( h \). \( \blacksquare \)

### 6 Another undecidability proof

In this section, we will give another proof of the undecidability of the validity of \( \text{SLN} \) given in Corollary 5.4, where it can be proved in a way similar to that in [7]. This proof is simpler than the proof of Theorem 5.3, but this proof cannot show the representation of Peano arithmetic in the separation logic \( \text{SLN} \) with numbers.

A first-order language \( L \) is defined as that with a binary predicate symbol \( P \) and without any constants or function symbols. Namely,

Terms \( t ::= x. \)

Formulas \( A ::= t = t \mid P(t, t) \mid \neg A \mid A \land A \mid \exists x. A. \)

A finite structure is defined as \( (U, R) \) where \( U \subseteq \mathbb{N} \) and \( U \) is finite and \( R \subseteq U^2 \). \( \sigma \) is a variable assignment of \( (U, R) \) if \( \sigma : \text{Vars} \rightarrow U \). We define \( \sigma_0 \) as \( \sigma_0(x) = 0 \) for all variables \( x \).

We write \( M, \sigma \models A \) to denote that a formula \( A \) is true by a variable assignment \( \sigma \) of a structure \( M \).

The idea of this proof is to encode a finite structure \( (U, R) \) for the language \( L \) by a heap \( h \) such that

- \( n \in U \) iff \( h \) has some entry of \( 0, n + 2 \), and
- \( (n, m) \in R \) iff \( h \) has some entry of \( 1, n + 2, m + 2 \).
Definition 6.1. For a given finite structure $M = (U, R)$ of $L$, we define the heap $h_M$ by

$$h_M(x) = \begin{cases} 0 & (x = 2i, i < k), \\ p_i + 2 & (x = 2i + 1, i < k), \\ 1 & (x = 2k + 3i, i < l), \\ n_i + 2 & (x = 2k + 3i + 1, i < l), \\ m_i + 2 & (x = 2k + 3i + 2, i < l), \end{cases}$$

where $U = \{p_i \mid i < k\}$ and $R = \{(n_i, m_i) \mid i < l\}$.

The heap $h_M$ has information of a given structure $M$.

Definition 6.2. For a given heap $h$, if $\sigma_0, h \models \exists ax(a \leftarrow 0, s^2(x))$, we define a structure $M_h = (U_h, R_h)$ by

$$U_h = \{n \mid \sigma_0[x := n], h \models \exists a(a \leftarrow 0, s^2(x))\},$$

$$R_h = \{(n, m) \mid \sigma_0[x := n, y := m], h \models \exists a(a \leftarrow \overline{T}, s^2(x), s^2(y))\}.$$ 

The structure $M_h$ is a structure represented by a given heap $h$.

We define a translation $(\cdot)^\triangle$ from $L$ into $\text{SLN}$.

Definition 6.3. For a formula $A$ in the language $L$, we define the formula $A^\triangle$ in $\text{SLN}$ by

$$(x = y)^\triangle \equiv x = y \land \exists a(a \leftarrow 0, s^2(x)),$$

$$(P(x, y))^\triangle \equiv \exists a(a \leftarrow \overline{T}, s^2(x), s^2(y)) \land \exists b(b \leftarrow 0, s^2(x)) \land \exists c(c \leftarrow 0, s^2(y)),$$

$$(\exists x. A)^\triangle \equiv \exists a(a \leftarrow 0, s^2(x)) \land A^\triangle,$$

$$(\neg A)^\triangle \equiv \neg A^\triangle,$$

$$(A \land B)^\triangle \equiv A^\triangle \land B^\triangle.$$ 

The next is a well-known theorem for finite structures [9].

Theorem 6.4 (Trakhtenbrot). The validity of formulas in the language $L$ for every finite structure is undecidable.

The next lemma shows the equivalence for any formulas.

Lemma 6.5. $M, \sigma \models A$ for all finite $M$ for all variable assignments $\sigma$ of $M$ iff $\sigma, h \models \exists ax(a \leftarrow 0, s^2(x)) \land \bigwedge_{x \in \text{FV}(A)} \exists a(a \leftarrow 0, s^2(x)) \rightarrow A^\triangle$ for all $h$ for all variable assignments $\sigma$.

Proof. If-direction: For a given finite structure $M$, we can construct the heap $h_M$ and by induction on $A$ we can show that $\sigma, h_M \models A^\triangle$ iff $M, \sigma \models A$ for every variable assignment $\sigma$ of $M$.

Only-if-direction: For a given heap $h$ such that $\sigma_0, h \models \exists ax(a \leftarrow 0, s^2(x))$, we can construct the finite structure $M_h$ and by induction on $A$ we can show that $M_h, \sigma \models A$ iff $\sigma, h \models A^\triangle$, for every variable assignment $\sigma$ of $M_h$. To show the only-if-direction in the statement of the lemma by using this claim, from the assumption $\sigma_0, h \models \exists ax(a \leftarrow 0, s^2(x))$, we have $p, q$ such that $h(p) = 0$ and $h(p + 1) = q + 2$, and for a given $\sigma$ we apply this claim with the variable assignment $\sigma'$ of $M_h$ such that $\sigma'(x) = \sigma(x)$ ($x \in \text{FV}(A)$) and $\sigma'(x) = q$ (otherwise).
Another proof of Corollary 5.4. Taking a closed formula $A$ in Lemma 6.5, we have the equivalence: $A$ is true in all finite structure $M$ iff $\exists ax(a \nrightarrow 0, s^2(x)) \rightarrow A^\Delta$ is valid in the standard interpretation of SLN.

By Theorem 6.4, the validity of SLN for the standard interpretation is undecidable. ▷

7 Conclusion

We have presented the translation from $\Pi^0_1$ formulas in PA into formulas in the fragment SLN of separation logic with numbers, which has only $\nrightarrow$, $0$ and the successor function, and proved that this translation preserves the validity and the non-validity for the standard model of PA and the standard interpretation of SLN. By this, we have shown that $\Pi^0_1$ formulas in Peano arithmetic can be simulated by SLN. As a corollary, we have proved the validity of SLN is undecidable. We have also given a counterexample when we extend this translation to $\Sigma^0_1$ formulas.

Future work would be to present a translation from other logical systems into SLN, and prove the preservation of the validity and the non-validity by extending our technique used in this paper. Another future work would be to try to show the validity of SLN is $\Pi^0_1$-complete.
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