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The 35th International Conference on Probabilistic, Combinatorial and Asymptotic Methods for the Analysis of Algorithms (AofA 2024) was held at the University of Bath, UK, during June 17 – 21, 2024.

Analysis of algorithms is a scientific basis for quantifying the efficiency of computation, providing a link between abstract algorithms and the performance characteristics of their implementations in the real world. The general effort to predict precisely the performance of algorithms and data structures – the amount of time, storage, or other resources needed – has produced mathematical methods of sweeping generality that unify and simplify making such predictions in a rigorous way, as well as software tools supporting their application. In enabling this progress, AofA has come to involve research in analytic combinatorics, the analysis of random discrete structures, asymptotic analysis, exact and limiting distributions, and other fields of inquiry in computer science, probability theory, and enumerative combinatorics. See the AofA community websites for more details: https://www.math.aau.at/AofA/.

The Call for Papers invited papers in
- analytic algorithmics and combinatorics,
- probabilistic analysis of algorithms,
- randomized algorithms.

We also welcomed papers addressing problems such as: combinatorial algorithms, string searching and pattern matching, sublinear algorithms on massive data sets, network algorithms, graph algorithms, caching and memory hierarchies, indexing, data mining, data compression, coding and information theory, and computational finance. Papers were also welcomed that address bridges to research in related fields such as statistical physics, computational biology, computational geometry, and simulation.

The conference program featured the 2024 Philippe Flajolet Lecture by Michael Drmota, 30 contributed papers, which are collected in this volume, as well as 8 invited lectures:
- Antoine Genitrini (Sorbonne Université): “Varieties of Trees with Constrained Labelings”
- Daniel Krenn (Paris Lodron University of Salzburg): “Multi-pivot quicksort and how to compute precise asymptotics”
- László Kozma (Freie Universität Berlin): “Analysis of algorithms via extremal combinatorics”
- Alessandra Caraceni (Scuola Normale Superiore Pisa): “Growing random geometries: making trees blossom and triangulations flip”
- Markus Lohrey (Universität Siegen): “Grammar-based tree compression: combinatorics and algorithms”
- Sylvie Corteel (CNRS and Université Paris Cité): “Combinatorics of k-tilings”

As a typical convention in the field is to list authors in alphabetical order, we randomized the order of papers in these proceedings to avoid biases; the same order was used for the conference, so the proceedings volume gives paper in chronological order of presentation.
Flajolet Lecture

The Philippe Flajolet Lecture Prize for outstanding contributions to analytic combinatorics and analysis of algorithms is awarded every two years by the Analysis of Algorithms (AofA) community.

At the AofA 2024 conference, Michael Drmota presented the sixth Flajolet Lecture, entitled “The Moment Method Revisited”. Previous Flajolet Lectures Prize recipients are Donald E. Knuth, Robert Sedgewick, Luc Devroye, Wojciech Szpankowski, and Svante Janson.

The prize is named in honor and recognition of the extraordinary accomplishments of the late Philippe Flajolet and his formative influence on the growth and flourishing of the AofA community. Philippe spent most of his scientific life at INRIA, France. He is best known for fundamental advances in mathematical methods for the analysis of algorithms. His research laid the foundation of a subfield of mathematics now known as analytic combinatorics. Analytic combinatorics is a modern basis for the quantitative study of combinatorial structures (such as words, trees, mappings, and graphs), with applications to probabilistic study of algorithms that are based on these structures. It also strongly influences research in other scientific domains, such as statistical physics, computational biology, and information theory. Flajolet’s work takes the field forward by introducing original approaches in combinatorics based on two types of methods: symbolic and analytic. The symbolic side is based on the automation of decision procedures in combinatorial enumeration to derive characterizations of generating functions. The analytic side treats those functions as functions in the complex plane and leads to precise characterization of limit distributions. Beyond these foundational contributions, Philippe’s research opened new avenues in various domains of applied computer science, including streaming algorithms, communication protocols, database access methods, data mining, symbolic manipulation, text-processing algorithms, and random generation.
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Abstract
We prove that the number of fringe subtrees, isomorphic to a given tree, in uniformly random trees with given vertex degrees, asymptotically follows a normal distribution. As an application, we establish the same asymptotic normality for random simply generated trees (conditioned Galton-Watson trees). Our approach relies on an extension of Gao and Wormald’s (2004) theorem to the multivariate setting.

2012 ACM Subject Classification Mathematics of computing

Keywords and phrases Conditioned Galton-Watson trees, fringe trees, simply generated trees, uniformly random trees with given vertex degrees

Digital Object Identifier 10.4230/LIPIcs.AofA.2024.1


Funding Cecilia Holmgren: Supported by the Knut and Alice Wallenberg Foundation; Ragnar Söderberg’s Foundation; the Swedish Research Council.
Svante Janson: Supported by the Knut and Alice Wallenberg Foundation; the Swedish Research Council.

1 Introduction and main results

In this paper, we consider fringe trees of random plane trees with given vertex statistics, i.e., a given number of vertices of each degree. As an application, we also give corresponding result for random simply generated trees (or conditioned Galton–Watson trees). The main results are laws of large numbers and central limit theorems for the number of fringe trees of a given type.

Let $\mathbb{T}$ be the set of all (finite) plane rooted trees (also called ordered rooted trees); see e.g., [9]. Denote the size, i.e. the number of vertices, of a tree $T$ by $|T|$. The (out)degree of a vertex $v \in T$, denoted $d_T(v)$, is its number of children in $T$; thus leaves have degree 0 and all other vertices have strictly positive degree. The degree statistic of a rooted tree $T$ is the sequence $n_T = (n_T(i))_{i \geq 0}$, where $n_T(i) := |\{v \in T : d_T(v) = i\}|$ is the number of vertices of $T$ with $i$ children. We have

$$|T| = \sum_{i \geq 0} n_T(i) = 1 + \sum_{i \geq 0} in_T(i).$$

A sequence $n = (n(i))_{i \geq 0}$ is the degree statistic of some tree if and only if $\sum_{i \geq 0} n(i) = 1 + \sum_{i \geq 0} in(i)$. For such sequences, we let $|n| := \sum_{i \geq 0} n(i)$ be the size of $n$, and we write $T_n$ for the set of plane rooted trees with degree statistic $n$. We let $T_n$ be a uniformly random
element of the set $T_n$, and we denote this by $T_n \sim \text{Unif}(T_n)$. It is also well known that the total number of plane rooted trees with degree statistic $n$ is given by (see [23, Exercise 6.2.1])

$$|T_n| = \frac{1}{n} \binom{|n|}{n} = \frac{1}{n} \prod_{i \geq 0} n(i)!$$ \hspace{1cm} (2)

For $T \in T$ and a vertex $v \in T$, let $T_v$ be the subtree of $T$ rooted at $v$ consisting of $v$ and all its descendants. We call $T_v$ a fringe (sub)tree of $T$. We regard $T_v$ as an element of $T$ and let, for $T, T' \in T$,

$$N_T(T) := |\{v \in T : T_v = T'\}| = \sum_{v \in T} 1_{\{T_v = T'\}},$$ \hspace{1cm} (3)

i.e., the number of fringe subtrees of $T$ that are equal (i.e., isomorphic to) to $T'$. A random fringe subtree $T^{fr}$ of $T \in T$ is the random rooted tree obtained by taking the fringe subtree $T_v$ at a uniform random vertex $v \in T$. Thus, the distribution of $T^{fr}$ is given by

$$\mathbb{P}(T^{fr} = T') = \frac{N_T(T)}{|T|}, \text{ for } T' \in T.$$ \hspace{1cm} (4)

We prove an asymptotic result on the distribution of a random fringe subtree in a random rooted plane tree with a given degree statistic. In order to state the theorem, we need a little more terminology. (See also Section 1.2 for some notation.) For a degree statistic $n$, denote by $p(n) = (p_i(n))_{i \geq 0}$ its (empirical) degree distribution, i.e.,

$$p_i(n) := \frac{n(i)}{|n|}, \text{ for } i \geq 0.$$ \hspace{1cm} (5)

In this paper, we assume for convenience the following condition.

**Condition 1.** $n_\kappa = (n_\kappa(i))_{i \geq 0}, \kappa \geq 1$, are degree statistics such that as $\kappa \to \infty$:

(i) $|n_\kappa| \to \infty$,

(ii) For every $i \geq 0$, we have $p_i(n_\kappa) \to p_i$, where $p = (p_i)_{i \geq 0}$ is a probability distribution on $\mathbb{N}_0$.

**Remark 2.** The condition that $p$ is a probability distribution is no restriction. In fact, the degree distribution $p(n_\kappa)$ has mean

$$\sum_{i \geq 0} ip_i(n_\kappa) = \frac{1}{|n_\kappa|} \sum_{i \geq 0} in_\kappa(i) = \frac{|n_\kappa| - 1}{|n_\kappa|} < 1,$$ \hspace{1cm} (6)

and thus the sequence of distributions $p(n_\kappa)$ is always tight. Hence, if $p_i(n_\kappa) \to p_i$, for every $i \geq 0$, then $p = (p_i)_{i \geq 0}$ is a probability distribution. Note also that (ii) says that $p(n_\kappa)$ converges weakly to $p$, as $\kappa \to \infty$. (As is well known, this is equivalent to convergence in total variation.)

By (6) and Fatou’s lemma, if Condition 1 holds, then $\sum_{i \geq 0} ip_i \leq 1$. Conversely, it is easily seen that any such probability distribution $p$ is the limit of $p(n_\kappa)$ for some sequence of degree statistics $n_\kappa$. In other words, the set of probability distributions $p$ that can appear as limits in Condition 1 is precisely the set of probability distributions $p$ on $\mathbb{N}_0$ with mean $\sum_{i \geq 0} ip_i \leq 1$; we denote this set by $\mathcal{P}_1(\mathbb{N}_0)$.

For a probability distribution $p = (p_i)_{i \geq 0} \in \mathcal{P}_1(\mathbb{N}_0)$, let $T_p$ be a Galton–Watson tree with offspring distribution $p$, and define $\pi_p$ as the distribution of $T_p$, i.e., (with $0^0 := 1$ as usual)

$$\pi_p(T) := \mathbb{P}(T_p = T) = \prod_{i \geq 0} p_i^{n(i)} = \prod_{i \in \mathcal{D}(T)} p_i^{n(i)}, \text{ for } T \in T,$$ \hspace{1cm} (7)
where
\[ \mathcal{D}(T) := \{ i : n_T(i) > 0 \} = \{ d_T(v) : v \in T \}, \]
the set of degrees that appear in \( T \). Note that \( \pi_p(T) = 0 \iff p_i = 0 \) for some \( i \in \mathcal{D}(T) \).

In particular, if \( \mathbf{n}_\kappa \) and \( p \) are as in Condition 1, then \( \pi_p(T) = 0 \) if and only if \( n_\kappa(i) = o(|\mathbf{n}_\kappa|) \)
for some \( i \in \mathcal{D}(T) \).

We first give a law of large numbers for the number of fringe trees of a given type in a random rooted plane tree with a given degree statistic. The proofs of this and the following theorem are given in later sections.

\section*{Theorem 3}

Let \( \mathbf{n}_\kappa, \kappa \geq 1 \), be some degree statistics that satisfy Condition 1, and let \( T_{n_\kappa} \sim \text{Unif}(\mathbb{T}_{n_\kappa}) \). For every fixed \( T \in \mathbb{T} \), as \( \kappa \to \infty \): (i) \( \text{(Annealed version)} \) \( \mathbb{P}(\mathcal{D}_{n_\kappa}^T = T) = \frac{E[N_T(T_{n_\kappa})]}{|\mathbf{n}_\kappa|} \to \pi_p(T) \).

(ii) \( \text{(Quenched version)} \) \( \mathbb{P}(\mathcal{D}_{n_\kappa}^T = T \mid T_{n_\kappa}) = \frac{N_T(T_{n_\kappa})}{|\mathbf{n}_\kappa|} \to \pi_p(T) \) in probability.

In other words, the random fringe tree converges in distribution as \( \kappa \to \infty \): (i) says \( T_{n_\kappa} \overset{d}{\to} T_p \), or equivalently \( \mathcal{L}(T_{n_\kappa}^T) \to \mathcal{L}(T_p) \), and (ii) is the conditional version \( \mathcal{L}(T_{n_\kappa}^T \mid T_{n_\kappa}) \overset{p}{\to} \mathcal{L}(T_p) \).

\section*{Remark 4}

Similar results are known for several other models of random trees. In particular, a version of Theorem 3 was proved by Aldous \[2\] for conditioned Galton–Watson trees with finite offspring variance; this was extended to general simply generated trees in \[19, \text{ Theorem 7.12}\]. In those cases, the degree statistic is random, but Condition 1 holds in probability, with a non-random limiting probability distribution \( p \). We return to simply generated trees in Section 5. Another standard example is family trees of Crump–Mode–Jagers branching processes (which includes e.g. random recursive trees, binary search trees and preferential attachment trees); see e.g. \[2\] and \[17, \text{ Theorem 5.14}\].

Theorem 3 is thus a law of large numbers for the number of fringe trees of a given type. In this work, we also study the fluctuations and prove a central limit theorem for this number; we furthermore show that this holds jointly for different types of fringe trees.

For a probability distribution \( p = (p_i)_{i \geq 0} \in \mathcal{P}_1(\mathbb{N}_0) \) and \( T, T' \in \mathbb{T} \), let
\[ \eta_p(T, T') := (|T| - 1)(|T'| - 1) - \sum_{i \geq 0} \frac{n_T(i)n_{T'}(i)}{p_i}, \]
where we interpret \( 0/0 = 0 \), and, for \( T \neq T' \),
\[ \gamma_p(T, T') := \pi_p(T) + \eta_p(T, T)(\pi_p(T))^2, \]
\[ \gamma_p(T, T') := N_{T'}(T)\pi_p(T) + N_T(T')\pi_p(T') + \eta_p(T, T')\pi_p(T)\pi_p(T'). \]
Note that \( \eta_p(T, T') = -\infty \) if \( p_i = 0 \) for some \( i \in \mathcal{D}(T) \cap \mathcal{D}(T') \). In this case, \( \pi_p(T) = \pi_p(T') = 0 \), and we interpret \( \infty \cdot 0 := 0 \) in \( (10) \)–\( (11) \); thus \( \gamma_p(T, T') \) is always finite.

\section*{Theorem 5}

Let \( \mathbf{n}_\kappa, \kappa \geq 1 \), be some degree statistics that satisfy Condition 1 and let \( T_{n_\kappa} \sim \text{Unif}(\mathbb{T}_{n_\kappa}) \). For a fixed \( m \geq 1 \), let \( T_1, \ldots, T_m \in \mathbb{T} \) be a fixed sequence of rooted plane trees. Then, as \( \kappa \to \infty \),
\[ \mathbb{E} N_{T_1}(T_{n_\kappa}) = \pi_p(T_1)|\mathbf{n}_\kappa| + o(|\mathbf{n}_\kappa|), \]
\[ \text{Var}(N_{T_1}(T_{n_\kappa})) = \gamma_p(T_1, T_1)|\mathbf{n}_\kappa| + o(|\mathbf{n}_\kappa|), \]
\[ \text{Cov}(N_{T_1}(T_{n_\kappa}), N_{T_2}(T_{n_\kappa})) = \gamma_p(T_1, T_2)|\mathbf{n}_\kappa| + o(|\mathbf{n}_\kappa|), \]
for \(1 \leq i, j \leq m\), and
\[
\left( \frac{N_{T_j}(T_n)}{\mathbb{E}[N_{T_j}(T_n)]} - \mathbb{E}[N_{T_j}(T_n)] \right)_{j=1}^m \xrightarrow{d} \mathcal{N}(0, \Gamma_p),
\] (15)

where the covariance matrix is defined by \(\Gamma_p := \gamma(T_i, T_j)\) for \(1 \leq i, j \leq m\). Furthermore, in (15), we can replace \(\mathbb{E}[N_{T_j}(T_n)]\) by \(|n| \pi(T)\) if \(m = 1\).

If \(T \in \mathcal{T}\) with \(\pi(T) > 0\) and \(|T| > 1\), then \(\gamma(T, T) > 0\) and thus (13) and (15) (with \(m = 1\)) show that \(N_{T}(T_n)\) is asymptotically normal, with
\[
\frac{N_{T}(T_n) - \mathbb{E}[N_{T}(T_n)]}{\sqrt{\text{Var}(N_{T}(T_n))}} \xrightarrow{d} \mathcal{N}(0, 1), \quad \kappa \to \infty.
\] (16)

The case \(|T| = 1\) is trivial, with \(N_{T}(T_n) = n(0)\) non-random. Ignoring this case, Theorem 5 shows that \(N_{T}(T_n)\) is asymptotically normal when \(\pi(T) > 0\). On the other hand, if \(\pi(T) = 0\), then also \(\gamma(T, T) = 0\), and the theorems above do not give precise information on the asymptotic distribution of \(N_{T}(T_n)\). In this case, [3, Theorem 1.7] in the full version is more precise.

In the case of critical conditioned Galton–Watson trees with finite offspring variance, (joint) normal convergence of the subtree counts in analogy to (15) was proved in [20, Corollary 1.8] (together with convergence of mean and variance). Indeed, [20, Theorem 1.5] proved, more generally, asymptotic normality of additive functionals that are defined via toll functions (under some conditions); see [3, Section 8] in the full version for further discussion on additive functionals.

\textbf{Remark 6.} Results on asymptotic normality for fringe tree counts have also been proved earlier for several other classes of random trees. For example, for binary search trees see [7], [8], [6], [12], [16]; for random recursive trees see [11], [16]; for increasing trees see [13]; for \(m\)-ary search trees and preferential attachment trees see [18]; for random tries see [21].

Our approach relies on a multivariate version of the Gao–Wormald theorem [14, Theorem 1]; see [3, Theorem A.1]. The original Gao–Wormald theorem [14] provides a way to show asymptotic normality by analysing the behaviour of sufficiently high factorial moments. (Typically, factorial moments are more convenient than standard moments in combinatorics.) The multivariate version [3, Theorem A.1] extends this by considering joint factorial moments.

In our framework, this is very convenient since we can precisely compute the joint factorial moments of the subtree counts in (3) for random trees with given degree statistics. (Another, closely related, multivariate version of the Gao–Wormald theorem has independently been shown recently by Hitzzenko and Wormald [15].)

The (one dimensional) Gao–Wormald theorem has been used before by Cai and Devroye [5] to study large fringe trees in critical conditioned Galton–Watson trees with finite offspring variance. Indeed, they considered fringe subtree counts of a sequence of trees instead of a fixed tree. In particular, they showed that asymptotic normality still holds in some regimes, while in others there is a Poisson limit. In a forthcoming work, we will study the case of not fixed fringe trees in the framework of random trees with given degrees.

\section{Organization of the paper}
In Section 2 we provide exact formulas for factorial moments of \(N_{T}(T_n)\). These formulas are then used in Sections 3–4 to prove our main results. An application to simply generated trees is given in Section 5.
1.2 Some notation

In addition to the notation introduced above, we use the following standard notation.

We let $\mathbb{Z} := \{\ldots, -1, 0, 1, \ldots\}$, $\mathbb{N} := \{1, 2, \ldots\}$, $\mathbb{N}_0 := \{0, 1, 2, \ldots\}$. We let 0 denote also vectors and matrices with all elements 0 (the dimension will be clear from the context). We use standard $o$ and $O$ notation, for sequences and functions of a real variable.

$1_\mathcal{E}$ is the indicator function of an event $\mathcal{E}$, and $\delta_{ij} := 1_{\{i=j\}}$ is Kronecker’s delta.

For $x \in \mathbb{R}$ and $q \in \mathbb{N}_0$, we let $(x)_q := x(x-1) \cdots (x-q+1)$ denote the $q$th falling factorial of $x$. (Here $(x)_0 := 1$. Note that $(x)_q = 0$ whenever $x \in \mathbb{N}_0$ and $x - q + 1 \leq 0$.)

We interpret $0/0 = 0$ and $0 \cdot \infty = 0$.

We use $\xrightarrow{d}$ for convergence in distribution, and $\xrightarrow{p}$ for convergence in probability, for a sequence of random variables in some metric space. Also, $\mathcal{L}(X)$ denotes the distribution of $X$, and $\xrightarrow{d}$ means equal in distribution. We write $N(0, \Gamma)$ for the multivariate normal distribution with mean vector 0 and covariance matrix $\Gamma := (\gamma_{ij})_{i,j=1}^m$, for $m \in \mathbb{N}$. (This includes the case $\Gamma = 0$; in this case $X \sim N(0, \Gamma)$ means that $X = 0 \in \mathbb{R}^m$ a.s.)

Unspecified limits are as $\kappa \to \infty$.

2 Moment computations

In this section, we compute the joint factorial moments of $N_{T_1}(\mathcal{T}_n), \ldots, N_{T_m}(\mathcal{T}_n)$, for $m \geq 1$ and a sequence of distinct rooted plane trees $T_1, \ldots, T_m \in \mathcal{T}$, where $\mathcal{T}_n$ is a uniformly random tree of $T_n$, for a degree statistic $n$. Before that, we need to introduce some notation. For $1 \leq i, j \leq m$, let

$$\tau_{ij} := N_{T_i}(T_j)1_{\{i \neq j\}}$$

be the number of proper fringe subtrees of $T_j$ that are equal to $T_i$. (Note that many of these terms are 0. In particular, if we order $T_1, \ldots, T_m$ according to their sizes, the matrix $(\tau_{ij})_{i,j=1}^m$ is strictly triangular.)

For $q_1, \ldots, q_m \in \mathbb{N}_0$, note that the product $(N_{T_1}(\mathcal{T}_n))_{q_1} \cdots (N_{T_m}(\mathcal{T}_n))_{q_m}$ is the number of sequences of $q := q_1 + \cdots + q_m$ distinct fringe subtrees of $\mathcal{T}_n$, where the first $q_1$ are copies of $T_1$, the next $q_2$ are copies of $T_2$, and so on. Given such a sequence of fringe subtrees, we say that these fringe subtrees are marked. Furthermore, for each such sequence of marked fringe subtrees of $\mathcal{T}_n$, say that a tree in the sequence is bound if it is a fringe subtree of another tree in the sequence; otherwise it is free. Note that the free trees are disjoint. Furthermore, each bound tree in the sequence is a fringe subtree of exactly one free tree. For a sequence $b = (b_1, \ldots, b_m) \in \mathbb{N}_0^m$, let $S_b(\mathcal{T}_n)$ be the number of such sequences of $q$ fringe trees such that exactly $b_i$ of the fringe trees $T_i$ are bound, for $1 \leq i \leq m$. We thus have

$$\mathbb{E}[(N_{T_1}(\mathcal{T}_n))_{q_1} \cdots (N_{T_m}(\mathcal{T}_n))_{q_m}] = \sum_{b \in \mathbb{N}_0^m} \mathbb{E}[S_b(\mathcal{T}_n)].$$

The sum is really only over $b = (b_1, \ldots, b_m) \in \mathbb{N}_0^m$ such that $0 \leq b_i \leq q_i$ for $1 \leq i \leq m$, since otherwise $S_b(\mathcal{T}_n) = 0$. This sum can be computed by the following lemma.

Lemma 7. Let $n$ be a degree statistic and let $\mathcal{T}_n \sim \text{Unif}(\mathcal{T}_n)$. For $m \geq 1$ and $q_1, \ldots, q_m \in \mathbb{N}$, let $T_1, \ldots, T_m \in \mathcal{T}$ be a sequence of distinct rooted plane trees such that $|n| \geq \sum_{j=1}^m (q_j - b_j)(|T_j| - 1) + 1$. Then $\mathbb{E}[S_b(\mathcal{T}_n)]$ is equal to

$$\frac{|n|}{(|n|)_1 \prod_{j=1}^m (q_j - b_j)(|T_j| - 1)} \prod_{i \geq 0} (n(i))^{\sum_{j=1}^m (q_j - b_j)n_{\tau_{ij}}} \prod_{j=1}^m \frac{(g_j)_{b_j} \sum_{k=1}^m (q_k - b_k)_{\tau_{jk}}}{b_j},$$

for every $b = (b_1, \ldots, b_m) \in \mathbb{N}_0^m$ such that $0 \leq b_i \leq q_i$, for $1 \leq i \leq m$. 
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Proof. If \( \sum_{j=1}^{m}(q_j - b_j)n_{T_j}(i) > n(i) \) for some \( i \geq 0 \), then both \( \mathbb{E}[S_n(T_n)] \) and (19) are 0. We may thus assume that \( \sum_{j=1}^{m}(q_j - b_j)n_{T_j}(i) \leq n(i) \) for all \( i \geq 0 \).

First, let us consider the case when all fringe trees are free, that is, the case \( b = 0 = (0, \ldots, 0) \in \mathbb{N}_0^m \). Replace each marked fringe subtree in \( T_n \) by a single leaf; moreover, mark this leaf and order all marked leaves into a sequence, corresponding to the order of the fringe subtrees. This yields another tree \( \tilde{T} \), which we call a reduced tree, with a sequence of \( q \) marked leaves. Since \( T_n \) has \( n(i) \) vertices of degree \( i \), for \( i \geq 0 \), and we have replaced \( q_j \) copies of \( T_j \) by leaves, the degree statistic \( \tilde{n} = (\tilde{n}(i))_{i \geq 0} \) of \( \tilde{T} \) is given by

\[
\tilde{n}(i) := \begin{cases} n(i) - \sum_{j=1}^{m} q_j n_{T_j}(i), & i \geq 1, \\ n(0) - \sum_{j=1}^{m} q_j n_{T_j}(0) + \sum_{j=1}^{m} q_j, & i = 0, \end{cases}
\]

and has size

\[
|\tilde{n}| := \sum_{i \geq 0} \tilde{n}(i) = |n| - \sum_{j=1}^{m} q_j(|T_j| - 1).
\]

There is a one-to-one correspondence between trees in \( T_n \) with a sequence of marked fringe subtrees as above, and reduced trees with the degree statistic (20) and a sequence of \( q \) marked leaves. If we ignore the marks, the number of possible reduced trees is given by (2) with the degree statistic \( \tilde{n} \) in (20). In each unmarked reduced tree, the number of ways to choose sequences of marked leaves is \( (\tilde{n}(0))_{q_1 + \cdots + q_m} \). Thus, the number of trees in \( T_n \) with marked sequences of free fringe subtrees is the product of these numbers, i.e.,

\[
\frac{(|\tilde{n}| - 1)!}{\prod_{i \geq 0} \tilde{n}(i)!} = \frac{(|n| - 1)!}{\prod_{i \geq 0} (n(i) - \sum_{j=1}^{m} q_j n_{T_j}(i))!} \prod_{i \geq 0} q_j n_{T_j}(i). \tag{22}
\]

By dividing with \( |T_n| \), which is given by (2), and using (21), we find

\[
\mathbb{E}[S_n(T_n)] = \frac{1}{|n| - 1} \sum_{j=1}^{m} q_j (|T_j| - 1) \prod_{i \geq 0} q_j n_{T_j}(i). \tag{23}
\]

Now consider the general case with a sequence \( b = (b_1, \ldots, b_m) \) telling the number of bound fringe subtrees. There are thus \( q_j - b_j \) free trees of type \( T_j \). The number of ways to choose the positions of the bound trees in the sequences of fringe trees is \( \prod_{j=1}^{m} \binom{q_j}{b_j} \), and for each choice of free trees, there are \( \sum_{k=1}^{m} (q_k - b_k)\tau_{jk} \) possible bound trees of type \( T_j \); thus the number of choices of the bound trees is

\[
\prod_{j=1}^{m} \frac{(q_j)_{b_j} (\sum_{k=1}^{m} (q_k - b_k)\tau_{jk})_{b_j}}{b_j!}. \tag{24}
\]

The number of trees in \( T_n \) with sequences of \( q_j - b_j \) free trees \( T_j \), for \( 1 \leq j \leq m \), is given by replacing \( q_j \) by \( q_j - b_j \) in (20)–(22). Hence, we obtain (19), extending (23).

We record two important special cases of Lemma 7 (see the proof of [3, Lemma 3.3] in the full version for details).

\textbf{Lemma 8.} Let \( n \) be a degree statistic and let \( T_n \sim \text{Unif}(T_n) \).

(i) For \( q \in \mathbb{N} \) and \( T \in T \) such that \( |n| \geq q|T| - q + 1 \),

\[
\mathbb{E}[(N_T(T_n))_q] = \frac{|n|}{(|n|)_q(|T| - q + 1) \prod_{i \geq 0} (n(i))_{q n_T(i)}}. \tag{25}
\]
More generally, if 

which implies (28) by (32).

Lemma 9.

Note first the trivial bound

\[ \text{Cov}(N_T(T_n), N_T'(T_n)) = |n\gamma_{p(n)}(T, T') + O(1). \]  

Proof. Assume \( n \) is a fixed tree. Then, uniformly for all degree statistics \( n = (n(i))_{i \geq 0}, \)

\[ \text{Var}_N(T_n) = |n\gamma_{p(n)}(T, T) + O(1). \]  

More generally, if \( T, T' \in T, \) then

\[ \text{Cov}(N_T(T_n), N_T'(T_n)) = |n\gamma_{p(n)}(T, T') + O(1). \]  

Proof. Note first the trivial bound

\[ N_T(T_n) \leq \frac{n(i)}{n_T(i)} \leq n(i), \quad i \in D(T), \]  

since the copies of \( T \) in \( T_n \) are distinct. Furthermore, by (7) and (5),

\[ |n\pi_{p(n)}(T) \leq |n|p_i(n) = n(i), \quad i \in D(T). \]  

Hence, (28) is trivial if \( n(i) = O(1) \) for some \( i \in D(T). \) In particular, we may in the sequel assume \( n(i) \geq 2n_T(i) \) for every \( i \geq 0, \) and thus \( |n| \geq 2|T|. \) Then, by (25) (with \( q = 1 \)) and Lemma 9,

\[
\begin{align*}
\text{Var}_N(T_n) &= |n|^{1-|T|} \prod_{i \in D(T)} n(i)^{n_T(i)} \\
&\quad \times \exp \left( \frac{|T|(|T| - 1)}{2|n|} - \sum_{i \in D(T)} \frac{n_T(i)(n_T(i) - 1)}{2n(i)} + O\left( \sum_{i \in D(T)} \frac{1}{n(i)^2} \right) \right) \\
&= |n|\pi_{p(n)}(T) \\
&\quad \times \exp \left( \frac{|T|(|T| - 1)}{2|n|} - \sum_{i \in D(T)} \frac{n_T(i)(n_T(i) - 1)}{2n(i)} + O\left( \sum_{i \in D(T)} \frac{1}{n(i)^2} \right) \right),
\end{align*}
\]

which implies (28) by (32).
Similarly, taking \( q = 2 \) in (25), and now assuming as we may \( n(i) \geq 4v_T(i) \) for every \( i \geq 0 \),
\[
\mathbb{E}(N_T(T_n))_2 = \frac{|n|}{(|n|)_2} \prod_{i \in D(T)} (n(i))^{2v_T(i)}
\]
\[
= |n|^{2-2|T|} \prod_{i \in D(T)} n(i)^{2v_T(i)}
\times \exp \left( \frac{(2|T| - 1)(2|T| - 2)}{2|n|} - \sum_{i \in D(T)} \frac{2v_T(i)(2v_T(i) - 1)}{2n(i)} + O\left( \sum_{i \in D(T)} \frac{1}{n(i)^2} \right) \right)
\]
\[
= \left( |n| \pi_p(n) \right)^2 \exp \left( \frac{(|T| - 1)^2}{|n|} - \sum_{i \in D(T)} \frac{n_T(i)^2}{n(i)} + O\left( \sum_{i \in D(T)} \frac{1}{n(i)^2} \right) \right).
\]
Hence, using also (33),
\[
\mathbb{E}(N_T(T_n))_2 = \left( \mathbb{E} N_T(T_n) \right)^2 \exp \left( \frac{(|T| - 1)^2}{|n|} - \sum_{i \in D(T)} \frac{n_T(i)^2}{n(i)} + O\left( \sum_{i \in D(T)} \frac{1}{n(i)^2} \right) \right).
\]
Consequently, using (28) and noting that \( \mathbb{E} N_T(T_n) = O(n(i)) \) for \( i \in D(T) \) by (28) and (32),
\[
\text{Var}[N_T(T_n)] = \mathbb{E}(N_T(T_n))_2 + \mathbb{E} N_T(T_n) - \left( \mathbb{E} N_T(T_n) \right)^2
\]
\[
= \left( \mathbb{E} N_T(T_n) \right)^2 \left( \frac{(|T| - 1)^2}{|n|} - \sum_{i \in D(T)} \frac{n_T(i)^2}{n(i)} \right) + \mathbb{E} N_T(T_n) + O(1)
\]
\[
= \left( |n| \pi_p(n) \right)^2 \left( \frac{(|T| - 1)^2}{|n|} - \sum_{i \in D(T)} \frac{n_T(i)^2}{n(i)} \right) + |n| \pi_p(n) + O(1),
\]
which yields (29) by the definitions (10), (9) and (5).

For the proof of (30) we use (26). The first two terms are handled by (28), and the final term is treated as in (34)–(36) with mainly notational differences; we omit the details. \( \square \)

**Proof of Theorem 3.** By Condition 1, we have \( p_i(n_e) \to p_i \) for every \( i \geq 0 \), and thus \( \pi_{p(n_e)}(T) \to \pi_p(T) \). Hence, (i) follows from (28).

Moreover, it follows from (9)–(10) that \( \gamma_{p(n_e)}(T, T) = O(1) \) (for a fixed \( T \)), and thus (29) yields \( \text{Var} N_T(T_n) = O(|n_e|) \). Therefore, (ii) follows from (i) and Chebyshev’s inequality. \( \square \)

### 4 Proof of Theorems 5

We have now all the ingredients to prove Theorem 5.

**Proof of Theorem 5.** First note that Condition 1 implies
\[
\pi_{p(n_e)}(T_i) \to \pi_p(T_i) \quad \text{and} \quad \gamma_{p(n_e)}(T_i, T_j) \to \gamma_p(T_i, T_j), \quad \text{for } 1 \leq i, j \leq m.
\]
Hence, (12)–(14) follow from (28)–(30) in Theorem 10.
We next prove the asymptotic normality result in (15). Note first that (28) implies that it does not matter whether we use \( \mathbb{E}[N_T(T_{n_*})] \) or
\[
\mu_{n_*}(T) := [n_*] \pi_{p(n_*)}(T) = [n_*] \prod_{i \geq 0} p_i(n_*)^{n_T(i)} = [n_*] \prod_{i \in D(T)} p_i(n_*)^{n_T(i)}.
\] (38)
in (15).
If \( \pi_p(T_i) = 0 \), for some \( 1 \leq i \leq m \), then it follows from (10) that \( \gamma_p(T_i, T_i) = 0 \), and thus (13) yields \( \text{Var}[N_T(T_{n_*})] = o([n_*]) \); consequently, (28) and Chebyshev’s inequality yield, as \( \kappa \to \infty \),
\[
\frac{N_T(T_{n_*}) - \mathbb{E}[N_T(T_{n_*})]}{\sqrt{[n_*]}} \xrightarrow{p} 0.
\] (39)
Hence, convergence of the \( i \)-th component in (15) is trivial in this case. Furthermore, \( \pi_p(T_i) = 0 \) also implies \( \gamma_p(T_i, T_j) = 0 \) for every \( 1 \leq j \leq m \) by (11), noting that if \( N_T(T_j) > 0 \) then also \( \pi_p(T_j) = 0 \). Thus, we may ignore all \( i \) in (15) with \( \pi_p(T_i) = 0 \) and show (joint) convergence for the remaining ones, because then (15) in general will follow from [4, Theorem 3.9 in Chapter 1]. Consequently, we henceforth assume that \( \pi_p(T_i) > 0 \) for all \( 1 \leq i \leq m \). Equivalently, \( p_k > 0 \) for every \( k \in \cup_{i=1}^m \mathcal{D}(T_i) \). We may also assume that \( T_1, \ldots, T_m \) are distinct.

To see the main idea of the proof, we consider only the univariate case \( m = 1 \). The general case follows similarly by a multidimensional version of the Gao–Wormald theorem [3, Theorem A.1] in the full version. The main complication in the multivariate case is the possibility that fringe trees of type \( T_j \) may contain fringe trees of type \( T_k \) for some \( 1 \leq j, k \leq m \); we thus use the decomposition in (18) and estimate the terms separately; we refer to the proof of [3, Theorem 1.5] in the full version for details.

We then consider \( m = 1 \) and omit the index 1 and write \( T \) instead of \( T_1 \). In this case, we can use the Gao–Wormald theorem [14, Theorem 1] and the following estimate. For any \( q_\kappa = O([n_*]^{1/2}) \), (25) and Lemma 9 yield, recalling the definitions (5), (7), (9), (10), and (38) of \( p_i(n) \), \( \pi_p(T), \eta_p(T, T), \gamma_p(T, T) \), and \( \mu_{n_*}(T) \),
\[
\mathbb{E}[(N_T(T_{n_*}))_{q_\kappa}] = \prod_{i \geq 0} n_* \left(\frac{q_\kappa([T] - 1)}{2[n_*]}\right)^{\gamma_{p,n_T}(i)} \exp \left(\frac{\left(\frac{q_\kappa([T] - 1)}{2[n_*]}\right)^2}{2n_*} - \sum_{i \geq 0} \left(\frac{\gamma_{p,n_T}(i)}{2n_*}\right)^2 + o(1)\right)
= \prod_{i \geq 0} n_* \left(\frac{q_\kappa^n}{2[n_*]}\right)^{\gamma_{p,n_T}(i)} \exp \left(\frac{\left(\frac{q_\kappa([T] - 1)}{2[n_*]}\right)^2}{2n_*} - \sum_{i \geq 0} \left(\frac{\gamma_{p,n_T}(i)}{2n_*}\right)^2 + o(1)\right)
= \left([n_*] \pi_{p(n_*)}(T)\right)^{q_\kappa} \exp \left(\frac{\left(\gamma_{p(n_*)}(T, T) - \pi_{p(n_*)}(T)\right)[n_*]}{2\mu_{n_*}(T)}\right)^{q_\kappa} + o(1)
= \mu_{n_*}(T)^{q_\kappa} \exp \left(\frac{\gamma_{p(n_*)}(T, T) - \mu_{n_*}(T)}{2\mu_{n_*}(T)}\right)^{q_\kappa} + o(1) \right). \] (40)

If \( \gamma_p(T, T) > 0 \), we may now apply the Gao–Wormald theorem [14, Theorem 1] with \( \mu_\kappa := \mu_{n_*}(T) \) and \( \sigma_\kappa^2 := \gamma_p(T, T)/[n_*] \) and conclude (16), which by (13) is equivalent to (15) (with \( m = 1 \)). The case \( \gamma_p(T, T) = 0 \) is trivial, since then (13) implies (39). Alternatively, for any \( \gamma_p(T, T) \), we may take the same \( \mu_\kappa \) but \( \sigma_\kappa^2 := [n_*] \) in the case \( m = 1 \) of our version [3, Theorem A.1] of the Gao–Wormald theorem.
5 Application to simply generated trees

Let $\mathcal{T}_n$ denote the (finite) subset of all plane rooted trees of size $n \in \mathbb{N}$. Let $w = (w_i)_{i \geq 0}$ be a sequence of non-negative real weights with $w_0 > 0$ and $w_i > 0$ for at least one $i \geq 2$. For a finite rooted plane tree $T \in \mathcal{T}$, we define the weight of $T$ to be

$$w(T) := \prod_{v \in T} w_{d_T(v)} = \prod_{i \geq 0} w_i^{n_T(i)}.$$  \hspace{1cm} (41)

For $n \in \mathbb{N}$, let $Z_n(w) = \sum_{T \in \mathcal{T}_n} w(T)$. If $Z_n(w) > 0$, then we define the random tree $\mathcal{T}_{w,n}$ by picking an element of $\mathcal{T}_n$ at random with probability proportional to its weight, i.e.,

$$P(\mathcal{T}_{w,n} = T) = \frac{w(T)}{Z_n(w)}, \quad \text{for } T \in \mathcal{T}_n.$$  \hspace{1cm} (42)

The random tree $\mathcal{T}_{w,n}$ is called simply generated tree of size $n$ and weight sequence $w$; see e.g. [9] and [19]. If $w$ is a probability distribution (i.e., $\sum_{i \geq 0} w_i = 1$), then $\mathcal{T}_{w,n}$ is a Galton–Watson tree with offspring distribution $w$ conditioned to have $n$ vertices.

Let $\Phi_w(z) = \sum_{i \geq 0} w_i z^i$ be the generating function of the weight sequence $w$, and let $\rho_w \in [0, \infty)$ be its radius of convergence. For $0 \leq s < \rho_w$, we let

$$\Psi_w(s) := s\Phi_w'(s) = \frac{\sum_{i \geq 0} \nu_i s^i}{\sum_{i \geq 0} \nu_i s^i}. \hspace{1cm} (43)$$

Furthermore, if $\Phi_w(\rho_w) < \infty$, we define also $\Psi_w(\rho_w)$ by (43); if $\Phi_w(\rho_w) = \infty$ then we define $\Psi_w(\rho_w) := \lim_{s \uparrow \rho_w} \Psi_w(s)$; the limit exists by [19, Lemma 3.1 (i)]. Let $\nu_w := \Psi_w(\rho_w) \in [0, \infty]$, and define

$$\tau_w = \begin{cases} \rho_w, & \text{if } \nu_w < 1, \\ \Psi_w^{-1}(1), & \text{if } \nu_w \geq 1. \end{cases} \hspace{1cm} (44)$$

It follows from [19, Lemma 3.1] that

$$\rho_w > 0 \iff \nu_w > 0 \iff \tau_w > 0. \hspace{1cm} (45)$$

The following result from [19] shows that simply generated trees satisfy Condition 1 in probability.

**Theorem 11** ([19, Theorem 7.1 and Theorem 7.11]). Let $w$ be a sequence of non-negative real weights with $w_0 > 0$ and $w_i > 0$ for at least one $i \geq 2$. Define

$$\theta_i(w) = \frac{w_i \tau_w}{\Phi_w(\tau_w)}, \quad \text{for } i \geq 0. \hspace{1cm} (46)$$

Then, $\theta(w) = (\theta_i(w))_{i \geq 0}$ is a probability distribution with expectation $\mu_w = \min(1, \nu_w)$ and variance $\sigma^2_w = \tau_w \Psi_w'(\tau_w) \in [0, \infty]$. Moreover, for $n \in \mathbb{N}$ with $Z_n(w) > 0$, let $\mathcal{T}_{w,n}$ be a simply generated tree of size $n$ and weight sequence $w$. Then, the (empirical) degree distribution $p(n_{\tau_w})$ of $\mathcal{T}_{w,n}$ satisfies, for every $i \geq 0$, $p_i(n_{\tau_w}) \overset{\text{P}}{\rightarrow} \theta_i(w)$, as $n \to \infty$ (along integers $n$ such that $Z_n(w) > 0$).

Note that if $\rho_w > 0$, then $\theta_0(w) = 1$ and $\theta_i(w) = 0$ for $i \geq 1$; otherwise, $\tau_w > 0$ and (46) shows that $\theta_i(w) > 0 \iff w_i > 0$ for $i \geq 0$.

Using Theorem 11, we can show that Theorem 5 implies the following version for conditioned Galton–Watson trees. The asymptotic normality (49) was proved in case (i) by different methods in [20, Corollary 1.8]; (ii) and (iii) are new.
Theorem 12 (partly [20]). Let \( \mathbf{w} \) be a sequence of non-negative real weights with \( w_0 > 0 \) and \( w_i > 0 \) for at least one \( i \geq 2 \). Moreover, for \( n \in \mathbb{N} \) with \( Z_n(\mathbf{w}) > 0 \), let \( T_{w,n} \) be a simply generated tree of size \( n \) and weight sequence \( \mathbf{w} \). For fixed \( m \geq 1 \), let \( T_1, \ldots, T_m \in \mathcal{T} \) be a fixed sequence of rooted plane trees. Then, as \( n \to \infty \) (along integers \( n \) such that \( Z_n(\mathbf{w}) > 0 \)),

\[
\left( \frac{N_{T_j}(T_{w,n}) - \mathbb{E}[N_{T_j}(T_{w,n})] | n_{T_{w,n}}} \right)_{j=1}^m \overset{d}{\to} \mathcal{N}(0, \Gamma_{\theta(\mathbf{w})}),
\]

where the covariance matrix \( \Gamma_{\theta(\mathbf{w})} \) is defined by (10)–(11), and for \( 1 \leq j \leq m \),

\[
\mathbb{E}[N_{T_j}(T_{w,n}) | n_{T_{w,n}}] = \frac{n}{(n|T_j|} \prod_{i \geq 0} (n_{T_{w,n}}(i))_{n_{T_j}(i)}.
\]

Furthermore, suppose that the weight sequence \( \mathbf{w} \) satisfies one of the following conditions:

(i) \( \nu_w \geq 1 \) and \( \sigma^2_w \in (0, \infty) \).
(ii) \( \nu_w \geq 1 \), \( \sigma^2_w = \infty \) and \( \theta(\mathbf{w}) \) belongs to the domain of attraction of a stable law of index \( \alpha \in (1,2] \). (The last condition is equivalent to that there exists a slowly varying function \( L : \mathbb{R}_+ \to \mathbb{R}_+ \) such that \( \sum_{k=0}^\infty i^2 \theta_i(\mathbf{w}) = k^{2-\alpha} L(k) \), as \( k \to \infty \) [10, Theorem XVII.5.2].)

(iii) \( 0 < \nu_w < 1 \) and \( \theta_i(\mathbf{w}) = c i^{-\beta} + o(i^{-\beta}) \), as \( i \to \infty \), with fixed \( c > 0 \) and \( \beta > 2 \).

Then, as \( n \to \infty \) (along integers \( n \) such that \( Z_n(\mathbf{w}) > 0 \)),

\[
\left( \frac{N_{T_j}(T_{w,n}) - n \pi_{\theta(\mathbf{w})}(T_j)} \right)_{j=1}^m \overset{d}{\to} \mathcal{N}(0, \tilde{\Gamma}_{\theta(\mathbf{w})}),
\]

where the covariance matrix \( \tilde{\Gamma}_{\theta(\mathbf{w})} \) is given by, for \( T, T' \in \mathcal{T} \) such that \( T \neq T' \),

\[
\tilde{\gamma}_{\theta(\mathbf{w})}(T, T) = \pi_{\theta(\mathbf{w})}(T) - \left( 2|T| - 1 + \nu_w^{-2} \right) \pi_{\theta(\mathbf{w})}(T)^2,
\]

\[
\tilde{\gamma}_{\theta(\mathbf{w})}(T, T') = N_T(T) \pi_{\theta(\mathbf{w})}(T) + N_{T'}(T') \pi_{\theta(\mathbf{w})}(T') - (|T| + |T'| - 1 + \nu_w^{-2}) \pi_{\theta(\mathbf{w})}(T) \pi_{\theta(\mathbf{w})}(T'),
\]

with \( \nu_w^2 = \sigma^2_w \) in case (i), and \( \nu_w^2 = \infty \) in cases (ii) and (iii).

Remark 13. Recall that for any weight sequence \( \mathbf{w} \) and any constants \( a, b > 0 \), the weight sequence \( \tilde{\mathbf{w}} = (\tilde{w}_i)_{i \geq 0} \) with \( \tilde{w}_i := ab^i w_i \) is equivalent to \( \mathbf{w} \), i.e., it satisfies that \( T_{w,n} \overset{d}{=} T_{\tilde{w},n} \), for all \( n \) for which either (and thus both) of the random trees are defined; this is a consequence of (42). In the setting of Theorem 11, if \( \rho_w > 0 \), then the weight sequence \( \mathbf{w} \) is equivalent to the weight sequence \( \theta(\mathbf{w}) = (\theta_i(\mathbf{w}), i \geq 0) \), which is a probability distribution with mean \( \mu_w = \min(1, \nu_w) \); see further [19, Section 7]. Thus, if \( \rho_w > 0 \) we can regard \( T_{w,n} \) as a Galton–Watson tree \( T_{\theta(\mathbf{w}),n} \) with offspring distribution \( \theta(\mathbf{w}) \) conditioned to have \( n \) vertices. This explains the appearance of \( \theta(\mathbf{w}) \) in Theorem 12, and it shows that there is no real loss of generality to consider (as is often done) with condition \( \tau_w = 1 \) when \( \theta(\mathbf{w}) = \mathbf{w} \). Note that the conditioned Galton–Watson tree \( T_{\theta(\mathbf{w}),n} \) is critical if \( \nu_w \geq 1 \), and subcritical if \( 0 < \nu_w < 1 \).

The complete proof of Theorem 12 is given in [3, Section 7] of the full version. Here, we only comment on the main ideas. Indeed, for any fixed degree statistic \( \mathbf{n} \) with \( \mathbb{P}(\mathbf{n}_{T_{w,n}} = \mathbf{n}) > 0 \), (42) implies that conditionally given \( \mathbf{n}_{T_{w,n}} = \mathbf{n} \), \( T_{w,n} \sim \text{Unif}(\mathcal{T}_n) \); see e.g., [1, Proposition 8]. By the Skorohod coupling theorem [22, Theorem 4.30], we can assume that the convergence in Theorem 11 holds a.s.; in other words, Condition 1 holds a.s. for the degree statistics \( \mathbf{n}_{T_{w,n}} \), with \( \mathbf{p} = \theta(\mathbf{w}) \). Moreover, e.g. by resampling \( T_{w,n} \) conditioned on \( \mathbf{n}_{T_{w,n}} \), we may assume...
that also conditioned on the entire sequence of degree statistics \((n_{T_{w,n}})_{n=1}^\infty\), the random trees \(T_{w,n}\), \(n \geq 1\), have the (conditional) distributions \(\text{Unif}(n_{T_{w,n}})\). It follows that we may apply Theorem 5 conditioned on the sequence of degree statistics \((n_{T_{w,n}})_{n=1}^\infty\); this shows that (47) holds conditioned on \((n_{T_{w,n}})_{n=1}^\infty\). Then, (47) also holds unconditionally by the dominated convergence theorem. Furthermore, (48) follows from Lemma 8 (with \(q = 1\)). On the other hand, the central idea to obtain the unconditional limit (49) is by combining the conditional limit (47) with a limit result for the conditional expectations in (48). For this, one uses a theorem on asymptotic normality of the degree statistics, which is proved in [20] and [24] (see also [3, Theorem 7.6] for a different approach).

Theorem 12 gives a partial solution to [19, Problem 21.4], but the general case remains open.

**Problem 14.** Does (49) in Theorem 12 hold for any weight sequence \(w\), with some covariance matrix \(\tilde{\Gamma}_\theta(T_n)_{T_iT_j}^{T_n=1}\)?
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Introduction

AVL trees [1] (named for their discoverers, G. Adelson-Velsky and E. Landis) are a subclass of binary search trees with logarithmic height, a property they maintain with updates during insertions and deletions in logarithmic time. Indeed, AVL trees are the oldest class of binary search trees maintaining logarithmic height and are characterized by the key property that any pair of sibling subtrees differ in height by at most 1. In this paper, we examine the amount of storage needed to encode AVL trees with $n$ nodes, a property intimately related to the number of AVL trees on $n$ nodes. Odlyzko [13] gave a conjectural form for the number of AVL trees on $n$ nodes in the 1980s, anticipating a forthcoming proof, but this proof did not appear in the literature.

If $\mathcal{C} = \bigcup_{n=0}^{\infty} \mathcal{C}_n$ is a family of objects, with $\mathcal{C}_n$ denoting the objects of size $n$ in $\mathcal{C}$ then a representation of $\mathcal{C}$ is called succinct if it maps each object of $\mathcal{C}_n$ to a unique string of length $\log_2 |\mathcal{C}_n| + o(\log |\mathcal{C}_n|)$. A succinct representation is thus one whose space complexity asymptotically equals, up to lower-order terms, the information-theoretic lower bound. A succinct data structure [11, 12] for $\mathcal{C}$ is a succinct representation of $\mathcal{C}$ that supports a range of operations on $\mathcal{C}$ under reasonable time constraints.
Representations of Trees

The theory of succinct data structures has a long history, much of it focused on representations of trees. We first describe some important classes of trees in this context, and then discuss our main results.

Binary Search Trees

Let $B$ be the class of rooted binary trees, so that the number $|B_n|$ of objects in $B$ of size $n$ is the $n$th Catalan number $b_n = \frac{1}{n+1} \binom{2n}{n}$. The class $B$ lends itself well to storing ordered data in a structure called a binary search tree. The general idea is that for each node in the tree, the data stored in its left subtree will be smaller than the data at that node, and the data stored in the right subtree will be larger. To retrieve elements, one can recursively navigate through the tree by comparing the desired element to the current node, and moving to the left or right subtree if the element is respectively smaller or larger than the current node. As a result, it is desirable to efficiently support the navigation operations of moving to parent or child nodes in whatever representation is used.

A naive representation of $B$ gives each node a label (using roughly $\log_2 n$ space) and stores the labels of each node’s children and parent. The resulting data structure supports operations like finding node siblings in constant time, but is not succinct as it uses $\Theta(n \log n)$ bits while the information-theoretic lower bound is only $\log_2 (b_n) = 2n + o(n)$. Somewhat conversely, a naive space-optimal representation of $B$ is obtained by listing the objects of $B_n$ in any canonical order and referencing a tree by its position $\{1, \ldots, b_n\}$ in the order, but asking for information like the children or parents of a node in a specific tree is then expensive as it requires building parts of the tree.

Practical succinct representations of binary trees supporting efficient navigation date back to Jacobson [6], who encoded a tree by storing the binary string of length $2n + 1$ obtained by adding external vertices so that every node has exactly two children, then taking a level-order
traversal of the tree and recording a 1 for each original internal node encountered and a 0 for each external node encountered (see Figure 1). If each node is labelled by its position in a level-order traversal then, for instance, the children of the node labelled $x$ in the tree encoded by the string $\sigma$ have labels $2 \text{rank}_x(\sigma)$ and $2 \text{rank}_x(\sigma) + 1$, where $\text{rank}_x(\sigma)$ is the number of ones in $\sigma$ up to (and including) the position $x$. By storing $o(n)$ bits, the rank operation (and similar supporting operations used to retrieve information about the trees) can be implemented in $O(1)$ time. Jacobson’s results allow finding a parent or child using $O(\log_2 n)$ bit inspections; Clark [2] and Munro [8] improved this to $O(1)$ inspections of $\log_2 n$ bit words.

**AVL Trees**

Because the time taken to access elements in a binary search tree typically depends on the height of the tree, many data structures balance their trees as new data is added. The balance operation requires rearranging the tree while preserving the underlying property that, for each node, the elements in the left subtree are smaller and the elements in the right subtree are larger. One of the most popular balanced tree structures – for theoretical study and practical application – are AVL trees [1]. Roughly speaking, AVL trees have balancing rules that force the subtrees rooted at the children of any node differ in height by at most one. Throughout this paper we let $A$ denote the class of AVL trees, so that $A_n$ consists of all binary trees on $n$ vertices such that the subtrees of any vertex differ in height by at most one (including empty subtrees).

Due to the way they are constructed, AVL trees have mainly been enumerated under height restrictions, and enumeration by number of vertices (which is crucial for determining space-efficient representations, but not as important for other applications) is less studied. A 1984 paper [13] of Odlyzko describes the behaviour of a family of trees whose generating functions satisfy certain equations. It ends by stating that the generating function of AVL trees “appears not to satisfy any simple functional equation, but by an intensive study... it can be shown” that $|A_n| \sim n^{-1/2} \alpha^{-n} u(\log n)$ where $\alpha = 0.5219\ldots$ is “a certain constant” and $u$ is a periodic function, referencing for details a paper that was planned to be published but was never written.\(^1\)

**Efficiently Representing Tree Classes**

Let $B$ be a function satisfying $B(n) = \Theta(\log n)$. In [9] the authors give a method to construct a succinct encoding, and corresponding data structure, for any class of binary trees $T$ satisfying the following four conditions.

1. Fringe-hereditary: For any tree $\tau \in T$ and node $v \in \tau$ the fringe subtree $\tau[v]$, which consists of $v$ and all of its descendants in $\tau$, also belongs to $T$.
2. Worst-case $B$-fringe dominated: Most nodes in members of $T$ do not generate large fringe subtrees, in the sense that
   \[ \left| \{v \in \tau : |\tau[v]| \geq B(n)\} \right| = o(n/\log B(n)) \]
   for every binary tree $\tau$ in the subset $T_n \subseteq T$ containing the members of $T$ with $n$ nodes, where $|\tau|$ denotes the number of nodes in $\tau$.

\(^1\) The current authors thank Andrew Odlyzko for discussions on the asymptotic behaviour of AVL trees and the growth constant $\alpha$. 
3. **Log-linear**: There is a constant $c > 0$ and a function $\vartheta(n) = o(n)$ such that
\[
\log |T_n| = cn + \vartheta(n). \tag{1}
\]

4. **B-heavy twigged**: If $v$ is a node of any $\tau \in \mathcal{T}$ with $|\tau[v]| \geq B(n)$, and $\tau_L[v]$ and $\tau_R[v]$ are the left and right subtrees of $v$ in $\tau$, then $|\tau_L[v]|, |\tau_R[v]| = \omega(1)$.

We present a new construction that gives a succinct encoding for all classes of trees satisfying only the first three conditions. By using constant time rank and select operations already supported by a succinct encoding for binary trees, we can also eliminate the use of so-called “portal nodes” and thus relax the second condition to the following.

2'. **Worst-case weakly fringe dominated**: Most nodes in members of $\mathcal{T}$ do not generate large fringe subtrees, in the sense that there is a $B'(n)$ satisfying $B'(n) = d \log n + o(\log n)$ for some $d < 1$ such that
\[
|\{v \in \tau : |\tau[v]| \geq B'(n)\}| = o(n) \tag{2}
\]
for every binary tree $\tau \in \mathcal{T}_n$.

Adopting terminology similar to that of [9], we call a class of binary trees *weakly tame* if it is fringe-hereditary, worst-case weakly fringe dominated, and log-linear.

**Theorem 1.** If $\mathcal{T}$ is a weakly tame class of binary trees then there exists a succinct encoding for $\mathcal{T}$ that supports the operations in Table 1 in $O(1)$ time using the $(\log n)$-bit word RAM model.

**Remark 2.** We support operations on static trees, leaving extensions to trees with updates (such as in [10]) to future work.

**Proof.** See Section 2. \hfill \blacksquare

**Corollary 3.** There exists a succinct encoding for AVL trees that supports the operations in Table 1 in $O(1)$ time using the $(\log n)$-bit word RAM model.

**Proof.** AVL trees are weakly tame (see [9, Example F.2]) so the result follows immediately from Theorem 1. \hfill \blacksquare

**Remark 4.** In [9] the log-linearity of AVL trees is inferred from the stated exponential growth of $a_n$ in Odlyzko [13]. This growth is proven in Theorem 6 below.
A minor modification of the arguments in [9] show that Left-Leaning AVL (LLAVL) Trees, which are AVL trees with the added restriction that at every node the height of the left subtree is at least the height of the right subtree, are also weakly tame, giving the following.

**Corollary 5.** There exists a succinct encoding for LLAVL trees that supports the operations in Table 1 in $O(1)$ time using the $(\log n)$-bit word RAM model.

**Table 1** Operations discussed in [5, 9] which can be done in $O(1)$ time in the $(\log n)$-bit word RAM model in a succinct encoding of a binary tree.

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>parent($v$)</td>
<td>the parent of $v$, same as anc($v$, 1)</td>
</tr>
<tr>
<td>degree($v$)</td>
<td>the number of children of $v$</td>
</tr>
<tr>
<td>left_child($v$)</td>
<td>the left child of node $v$</td>
</tr>
<tr>
<td>right_child($v$)</td>
<td>the right child of node $v$</td>
</tr>
<tr>
<td>depth($v$)</td>
<td>the depth of $v$, i.e., the number of edges between the root and $v$</td>
</tr>
<tr>
<td>anc($v$, $i$)</td>
<td>the ancestor of node $v$ at depth depth($v$) − $i$</td>
</tr>
<tr>
<td>nbdesc($v$)</td>
<td>the number of descendants of $v$</td>
</tr>
<tr>
<td>height($v$)</td>
<td>the height of the subtree rooted at node $v$</td>
</tr>
<tr>
<td>LCA($v$, $u$)</td>
<td>the lowest common ancestor of nodes $u$ and $v$</td>
</tr>
<tr>
<td>leftmost_leaf($v$)</td>
<td>the leftmost leaf descendant of $v$</td>
</tr>
<tr>
<td>rightmost_leaf($v$)</td>
<td>the rightmost leaf descendant of $v$</td>
</tr>
<tr>
<td>level_leftmost($\ell$)</td>
<td>the leftmost node on level $\ell$</td>
</tr>
<tr>
<td>level_rightmost($\ell$)</td>
<td>the rightmost node on level $\ell$</td>
</tr>
<tr>
<td>level_pred($v$)</td>
<td>the node immediately to the left of $v$ on the same level</td>
</tr>
<tr>
<td>level_succ($v$)</td>
<td>the node immediately to the right of $v$ on the same level</td>
</tr>
<tr>
<td>node_rank$_X$($v$)</td>
<td>the position of $v$ in the $X$-order, $X \in {\text{PRE, POST, IN}}$,</td>
</tr>
<tr>
<td></td>
<td>i.e., in a preorder, postorder, or inorder traversal of the tree</td>
</tr>
<tr>
<td>node_select$_X$($i$)</td>
<td>the $i$th node in the $X$-order, $X \in {\text{PRE, POST, IN}}$</td>
</tr>
<tr>
<td>leaf_rank($v$)</td>
<td>the number of leaves before and including $v$ in preorder</td>
</tr>
<tr>
<td>leaf_select($i$)</td>
<td>the $i$th leaf in preorder</td>
</tr>
</tbody>
</table>

To characterize how much space is required by a succinct encoding, we derive an asymptotic bound on the number of AVL trees using techniques from analytic combinatorics [4, 7]. To this end, let $a_n = |A_n|$ be the counting sequence of $A$ and let $A(z) = \sum_{n \geq 0} a_n z^n$ be its associated generating function. The key to enumerating AVL trees is to let $A_h(z)$ be the generating function for the subclass of AVL trees with height $h$. The balance condition on subtrees implies that an AVL tree of height $h + 2$ is a root together with a subtree of height $h + 1$ and a subtree of height either $h + 1$ or $h$, giving rise to the recursive equation

$$A_{h+2}(z) = A_{h+1}(z)(A_{h+1}(z) + 2A_h(z))$$

for all $h \geq 0$, where the factor of 2 indicates that the shorter subtree can be on the left or right side. This recursion, along with the initial conditions $A_0(z) = z$ (encoding the only AVL tree with height zero, which is a single vertex) and $A_1(z) = z^2$ (encoding the only AVL tree with height one, which is a root with two children) uniquely determines $A_h(z)$ for all $h$. Summing over all possible heights gives the generating function

$$A(z) = \sum_{h=0}^{\infty} A_h(z)$$

for AVL trees.
Equation (3) implies that $A_h(z)$ is a non-constant polynomial with positive coefficients for all $h$, so the equation $A_h(z) = 1/3$ has a unique positive solution for all $h \in \mathbb{N}$ (see Figure 3 for values of these solutions). We prove the following.

\textbf{Theorem 6.} If $\alpha_h$ is the unique positive solution to $A_h(z) = 1/3$ then the limit
\[
\alpha = \lim_{h \to \infty} \alpha_h = 0.5219\ldots
\]
exists. Furthermore,
\[
\log_2(a_n) = n\log_2(\alpha^{-1}) + \log \theta(n) + n(0.938\ldots)
\]
for a function $\theta$ growing at most sub-exponentially (meaning $\theta(n) = o(\kappa^n)$ for all $\kappa > 1$).

\textbf{Proof.} The result follows immediately from applying Theorem 13 below with $f(x_1, x_2) = x_1^3 + 2x_1x_2$, since the unique positive solution to $f(C, C) = C$ is $C = 1/3$. ◀

\textbf{Remark 7.} A full proof of the claimed asymptotic behaviour $a_n \sim n^{-1}\alpha^{-n}u(\log n)$ in Odlyzko [13], which characterizes sub-dominant asymptotic terms for the bitsize, requires a more intense study of the recursion (3) and is outside the scope of this discussion. It is postponed to future work.

Our approach derives asymptotics for a family of generating functions satisfying recursive equations similar to (3). For instance, if $L_h(z)$ is the generating function for LLAVL trees with height $h$ then
\[
L_{h+2}(z) = L_{h+1}(z)(L_{h+1}(z) + L_h(z))
\]
for all $h \geq 0$, as an LLAVL tree of height $h+2$ is a root together with a left subtree of height $h+1$ and a right subtree of height $h+1$ or $h$. Note that the only difference between this recurrence and the recursive equation (3) for AVL trees is the coefficient of $L_h(z)$, since there is now only one way to have an unbalanced pair of subtrees.
Theorem 8. If $γ_h$ is the unique positive solution to $L_h(z) = 1/2$ then the limit

$$
γ = \lim_{h \to \infty} γ_h = 0.67418...
$$

is well-defined. Furthermore, the number $ℓ_n$ of LLAVL trees on $n$ nodes satisfies

$$
\log_2(ℓ_n) = n \log_2(γ - 1) + \log \theta(n)
$$

for a function $θ$ growing at most sub-exponentially.

Proof. The result follows by applying Theorem 13 below with $f(x_1, x_2) = x_1^2 + x_1 x_2$, since the unique positive solution to $f(C, C) = C$ is $C = 1/2$.

2 A New Succinct Encoding for Weakly Tame Classes

We now prove Theorem 1, first describing our encoding and then showing it has the stated properties.

2.1 Our encoding

Let $E$ denote a succinct data structure representing all binary trees that supports the operations in Table 1, and denote the encoding of a binary tree $τ$ in this data structure by $E(τ)$. We now fix a weakly tame class of binary trees $T$ and, given a binary tree $τ ∈ T$ of size $n$, define the upper tree $τ' = \{ v ∈ τ : |τ[p(v)]| ≥ d \log n \}$

where $p(v)$ denotes the parent of a vertex $v$ in the tree $τ$ and $d$ is a constant such that $B'(n) = d \log n + o(\log n)$ satisfies (2) in the definition of worst-case weakly fringe dominated.

Our succinct data structure for $T$ is constructed as follows.

1. We simply copy the encodings $E(τ')$ for upper trees.
2. For every $1 ≤ j < d \log n$ we write down a lookup table mapping the trees in $T_j$ (with $j$ nodes) to their corresponding $E$ encoding. We can do this, for example, by enumerating the $T_j$ in lexicographic order by the $E$ encoding using integers of bitsize $\log |T_j| = cj + o(j)$, where $c$ is the constant in the definition of log-linearity (1).
3. For each leaf node $ℓ ∈ τ'$ the fringe subtree $τ[ℓ]$ has size $|τ[ℓ]| < d \log n$ by definition of $τ'$. We call these trees lower trees, and write them down using their encoding in a lookup table in leaf_rank order of their roots in $τ'$, storing the root locations in an indexable dictionary.
4. Lastly, we store additional information in (fully) indexable dictionaries to support operations like node_rank/select, level_succ/pred, and leaf_rank/select. For instance, for node_rank/select we store a fully indexable dictionary that maps the node_rank for a node in $τ'$ to the node_rank of the node in $τ$. The techniques to support the other operations are similar, and are analogous to constructions used in [5, 3].

2.2 Proof of Size and Operation Time Bounds

Navigation through the upper tree follows standard navigation using $E$, which supports the desired operations in constant time. When a leaf node $ℓ$ is reached in the upper tree, the operation $x = leaf_rank(ℓ)$ gives the index of the child tree in the indexable dictionary.
Then the operation \( \text{select}(x) \) gives the location of the string encoding the child tree. Finally, using the table mapping our encoding to the \( E \) encoding gives us the ability to perform all the navigation operations on the smaller tree. In order to perform the lookup using the mapping, it is necessary to know the size of the tree. This can be inferred from the space in memory allocated to the naming, which can be calculated by the operation \( \text{select}(x + 1) \) in the indexable dictionary to find the starting location of the next child tree. To navigate back to the upper tree from a child tree, we use the reverse operations of \( y = \text{rank}(x) \) in the \( E \) encoding followed by \( \text{select_leaf}(y) \) in the upper tree.

To get the \( \text{node_rank} \) of a node in \( \tau' \) we use the fully indexable dictionary, and to get the \( \text{node_rank} \) of a node not in \( \tau' \) we simply get the \( \text{node_rank} \) of the root of the child tree and the \( \text{node_rank} \) of the node within the child tree and perform the appropriate arithmetic depending on the desired rank order (\( \text{pre}, \text{post}, \text{in} \)). For \( \text{node_select} \), if the node is in \( \tau' \) then selecting using the indexable dictionary is sufficient. Otherwise, the node is in a child tree and the initial \( \text{node_select} \) will return the predecessor node in \( \tau' \) which will be the root of the child tree when using \( \text{preorder} \) (the argument is similar for \( \text{postorder} \) and \( \text{inorder} \)). Using the rank of this root and appropriate arithmetic, we can then select the desired node in the child tree. Implementing the other operations is analogous. It is clear that all of these operations are supported in constant time, since they involve a constant number of calls to the constant-time operations in the existing data structures, and lookups using \( (\log n) \)-bit words.

### Space Complexity

The space used by \( E(\tau') \) is \( o(n) \) by the weakly tame property. The space used by the lookup tables is \( O(n^d \log n) = o(n) \) by definition of \( \tau' \) and \( d \), and the space used by all of the encodings of the child trees is \( cn + o(n) \) by log-linearity. Lastly, the space needed for the indexable dictionaries is \( o(n) \) for each \( [3, \text{Lemmas 1 and 2}] \). Summing these requirements shows that the total storage required is \( cn + o(n) \) many bits, so the encoding is succinct.

---

### 3 Asymptotics for a Family of Recursions

We derive the asymptotic behaviour of a family of generating functions which includes Theorem 6 as a special case. Let \( \mathcal{F} \) be a combinatorial class decomposed into a disjoint union of finite subclasses \( \mathcal{F} = \bigsqcup_{h=0}^{\infty} \mathcal{F}_h \) whose generating functions \( F_h(z) \) are non-constant and satisfy a recursion

\[
F_h(z) = f(F_{h-1}(z), F_{h-2}(z), \ldots, F_{h-c}(z)) \quad \text{for all} \quad h \geq c,
\]

where \( c \) is a positive integer and \( f \) is a multivariate polynomial with non-negative coefficients.

**Remark 9.** The elements of \( \mathcal{F}_h \) are usually not the objects of \( \mathcal{F} \) of size \( h \) (in our tree applications they contain trees of height \( h \), not trees with \( h \) nodes). The fact that each \( \mathcal{F}_h \) is finite implies that the \( F_h(z) \) are polynomials with non-negative coefficients. The coefficient of \( z^n \) in \( F_h(z) \) counts the number of objects of size \( n \) within the subclass indexed by \( h \).

We assume that there exists a (necessarily unique) positive real solution \( C \) to the equation \( C = f(C, C, \ldots, C) \), and for each \( h \geq 0 \) we let \( a_h \) be the unique positive real solution to \( F_h(z) = C \). In order to rule out degenerate cases and cases where the counting sequence has periodic behaviour, we need another definition.
Definition 10 (recursive-dependent). We call the polynomial $f$ recursive-dependent if there exists a constant $k$ (depending only on $f$) such that for any indices $i, j \geq c$ with $i \geq j + k$ there exists a sequence of applications of the recurrence (5) resulting in a polynomial $P$ with $F_i = P(F_{\ell_1}, \ldots, F_{\ell_m})$ for some $0 \leq \ell_1 < \cdots < \ell_m \leq i$ where $\frac{\partial P}{\partial F_j} \neq 0$.

Example 11. The polynomial $f(x, y) = y$ is not recursive-dependent because it leads to the recursion $F_h(z) = F_{h-2}(z)$, meaning that the values of $F_h$ when $h$ is even can be independent of those where $h$ is odd.

Lemma 12. If $f$ is recursive-dependent with non-negative coefficients and a positive fixed point then the limit $\alpha = \lim_{h \to \infty} \alpha_h$ exists.

Proof. We start by defining two subsequences of $\alpha_h$ to give upper and lower bounds on its limit, then prove that these are equal. First, we let $u_0$ be the smallest index $j \in \{0, \ldots, c-1\}$ such that $\alpha_j = \max\{\alpha_0, \ldots, \alpha_{c-1}\}$ and for all $i \geq 0$ let $u_{i+1}$ be the smallest index $j \in \{u_i+1, \ldots, u_i+c\}$ such that $\alpha_j = \max\{\alpha_{u_i+1}, \ldots, \alpha_{u_i+c}\}$, so that the $u_i$ denote the indices of the maximum values of the $\alpha_h$ as $h$ ranges over intervals of size at most $c$. Conversely, we let $\ell_0$ be the index $j \in \{0, \ldots, c-1\}$ such that $\alpha_j = \min\{\alpha_0, \ldots, \alpha_{c-1}\}$ and for all $j \geq 0$ let $\ell_{j+1}$ be the index $j \in \{u_i+1, \ldots, u_i+c\}$ such that $\alpha_j = \min\{\alpha_{u_i+1}, \ldots, \alpha_{u_i+c}\}$, so that the $\ell_j$ denote the indices of the minimum values of the $\alpha_h$ as $h$ ranges over intervals of size at most $c$.

We claim that the subsequence $\alpha_{u_i}$ is non-increasing. To establish this, we fix $i \geq 1$ and consider $\alpha_{u_i}$. By definition, $\alpha_{u_i} \geq \alpha_{u_j}$ for all $j \in \{u_{i-1}+1, \ldots, u_{i-1}+c\}$. Thus, if $u_{i+1} \in \{u_{i-1}+1, \ldots, u_{i-1}+c\}$ then $\alpha_u \geq \alpha_{u_{i+1}}$ as claimed. If, on the other hand, $u_{i+1} > u_{i-1}+c$ then repeated application of the recursion (5) implies

$$F_{u_{i+1}}(\alpha_{u_i}) = f\left(F_{u_{i+1}-1}(\alpha_{u_i}), \ldots, F_{u_{i+1}-c}(\alpha_{u_i})\right)$$

$$\vdots$$

$$= Q\left(F_{u_{i-1}+1}(\alpha_{u_i}), \ldots, F_{u_{i-1}+c}(\alpha_{u_i})\right),$$
where \( Q \) is a multivariate polynomial with non-negative coefficients such that \( Q(C, \ldots, C) = C \). All the \( F_h \) are monotonically increasing as non-constant polynomials with non-negative coefficients, so \( F_j(\alpha_{u_i}) \geq F_j(\alpha_{u_i}) = C \) for all \( j \in \{u_{i-1} + 1, \ldots, u_{i-1} + c\} \) and

\[
F_{u_{i+1}}(\alpha_{u_i}) \geq Q(C, \ldots, C) = C.
\]

Since \( F_{u_{i+1}} \) is monotonically increasing and \( F_{u_{i+1}}(\alpha_{u_{i+1}}) = C \), we once again see that \( \alpha_{u_i} \geq \alpha_{u_{i+1}} \). As \( i \) was arbitrary, we have proven that \( \alpha_{u_i} \) is non-increasing. The same argument, reversing inequalities, proves that the subsequence \( \alpha_{\ell_j} \) is non-decreasing.

As \( \alpha_{\ell_j} \) is non-decreasing and \( \alpha_{u_i} \) is non-increasing, either \( \alpha_{\ell_j} \leq \alpha_{u_i} \) for all \( i, j \geq 0 \) or \( \alpha_{\ell_j} > \alpha_{u_i} \) for all sufficiently large \( i \) and \( j \). The second case implies the existence of indices \( a, b > 0 \) such that \( \alpha_{h_a} \geq \alpha_{u_b} \) but \( b \in \{u_{a-1} + 1, \ldots, u_{a-1} + c\} \) so that \( u_b \) is not the maximum index of \( \alpha_j \) in this range, giving a contradiction. Thus, \( \alpha_{\ell_j} \leq \alpha_{u_i} \) for all \( i, j \geq 0 \) and the limits

\[
\alpha_u = \lim_{i \to \infty} \alpha_{u_i} \quad \text{and} \quad \alpha_{\ell_j} = \lim_{j \to \infty} \alpha_{\ell_j}
\]

exist. To prove that the limit of \( \alpha_h \) exists as \( h \to \infty \), it is now sufficient to prove that \( \alpha_u = \alpha_{\ell} \).

Suppose toward contradiction that \( \alpha_u \neq \alpha_{\ell} \), and define \( a = \alpha_u - \alpha_{\ell} > 0 \). For any \( \epsilon > 0 \), we pick \( i, j, k \) sufficiently large so that \( \ell_j > u_i > \ell_k + c \) and \( |\alpha_{u_i} - \alpha_u|, |\alpha_{\ell_j} - \alpha_{\ell}|, |\alpha_{\ell_k} - \alpha_{\ell}| < \epsilon \).

Then by recursive-dependence we can recursively decompose \( F_{\ell_j} \) in terms of \( F_{u_i} \), and possibly some other terms \( F_{h_1}, \ldots, F_{h_v} \), where each \( |h_n - u_i| \leq c \), to get

\[
C = F_{\ell_j}(\alpha_{\ell_j}) = P(F_{u_i}(\alpha_{\ell}), F_{h_1}(\alpha_{\ell}), \ldots, F_{h_v}(\alpha_{\ell}))
\]

where \( P(F_{u_i}, F_{h_1}, \ldots, F_{h_v}) \) is a polynomial with non-negative coefficients that depends on \( F_{u_i} \) and satisfies \( P(C, \ldots, C) = C \). Because \( P \) is monotonically increasing in each coordinate, and \( \alpha_{u_i} + \epsilon > \alpha_{\ell_j} \geq \alpha_{\ell_k} \), we see that

\[
C \leq P(F_{u_i}(\alpha_{\ell_k} + \epsilon), F_{h_1}(\alpha_{\ell_1} + \epsilon), \ldots, F_{h_v}(\alpha_{\ell_v} + \epsilon)).
\]

Furthermore, each \( \alpha_{h_n} \geq \alpha_{\ell_k} \) so

\[
C \leq P(F_{u_i}(\alpha_{\ell_k} + \epsilon), F_{h_1}(\alpha_{h_1} + \epsilon), \ldots, F_{h_v}(\alpha_{h_v} + \epsilon))
\]

\[
\leq P(F_{u_i}(\alpha_{\ell_k} + \epsilon), C + \text{poly}(\epsilon), \ldots, C + \text{poly}(\epsilon)).
\]

Finally, \( \alpha_{u_i} - a \geq \alpha_{\ell_k} \) so

\[
C \leq P(F_{u_i}(\alpha_{u_i} - a + \epsilon), C + \text{poly}(\epsilon), \ldots, C + \text{poly}(\epsilon)).
\]

Because \( a \) is fixed, \( P \) is monotonically increasing in each variable, and \( F_{u_i}(\alpha_{u_i}) = C \), taking \( \epsilon \to 0 \) shows that the right-hand side of this last inequality is strictly less than \( P(C, \ldots, C) = C \), a contradiction. Thus, \( a = 0 \) and the limit \( \alpha = \alpha_u = \alpha_{\ell} \) exists.

\[\blacktriangledown\textbf{Theorem 13.} \text{If } f \text{ is recursive-dependent with non-negative coefficients and a positive fixed point, then the number } a_n \text{ of objects in } F \text{ of size } n \text{ satisfies}
\]

\[
a_n = \alpha^{-n} \theta(n),
\]

where \( \alpha \) is the limit described in Lemma 12 and \( \theta(n) \) is a function growing at most sub-exponentially.
Proof. We prove that the generating function \( F(z) \) is analytic for \( |z| < \alpha \) by showing that the series \( \sum_{h=0}^\infty F_h(z) \) converges for these values of \( z \). Because \( |F(z)| \to \infty \) as \( z \to \alpha \), the point \( z = \alpha \) is then a singularity of \( F(z) \) of smallest modulus, and thus (by the root test for series convergence) the reciprocal of the exponential growth of \( a_n \).

First, assume that there exists some \( k \geq 0 \) and \( 0 < \lambda < 1 \) such that \( F_h(z) < \Lambda C \) for every \( h \in \{k, k+1, \ldots, k+c-1\} \). Let \( A \) be the sum of the coefficients of all degree 1 terms of \( f \). Since \( f \) has non-negative coefficients and a positive real fixed point, we must have \( A < 1 \).

Let \( g(x_1, \ldots, x_c) \) be the function created by removing all degree one terms from \( f \). Observe that \( C = AC + g(C, \ldots, C) \), and thus \( g(\lambda C, \ldots, \lambda C) \leq \lambda^2 g(C, \ldots, C) = \lambda^2 (1 - A) C \), so that

\[
\sum_{i=0}^\infty \lambda_i \text{ converges.}
\]

so it remains to show that \( \sum_{i=0}^\infty \lambda_i \) converges. We will show that \( \lambda_i \leq \lambda (A + \lambda - A\lambda)^i \) by induction on \( i \). The result holds by definition for \( i = 1 \). If the result holds for some \( j \geq 1 \) then

\[
\begin{align*}
\lambda_{j+1} &= \lambda_j (A + \lambda_j - A\lambda_j) \\
&\leq \lambda (A + \lambda - A\lambda)^j (A + \lambda_j - A\lambda_j) \\
&\leq \lambda (A + \lambda - A\lambda)^{j+1},
\end{align*}
\]

where the last inequality follows from the fact that \( \lambda_j < \lambda \) since \( A + \lambda - A\lambda < 1 \). The sum \( \sum_{i=0}^\infty \lambda (A + \lambda - A\lambda)^i \) converges as a geometric series, and thus \( \sum_{h=0}^\infty F_h(z) \) converges.

It remains to show that if \( |z| < \alpha \) then such a \( k \) and \( \lambda \) exist. For any \( |z| < \alpha \) there is some \( N \) sufficiently large such \( |z| < \alpha_n \) for all \( n \geq N \). By the definition of \( \alpha_n \), and since the coefficients of \( F_n \) are all positive, we must have \( F_n(z) < C \). Hence \( F_n(z) < \lambda_n C \) for some \( 0 < \lambda_n < 1 \). Taking \( k = N \) and letting \( \lambda \) be the largest \( \lambda_n \) for \( n \in \{N, N+1, \ldots, N+c-1\} \) proves our final claim. ▶
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1 Introduction

Enumeration problems concerning patterns have been rich sources of interesting combinatorics. The most famous examples are classes of permutations avoiding a given pattern. We refer readers to [9, 14] for an exposition of such results. In this article, we will consider enumeration about patterns in a word, which is in general easier than that for permutations.

There are two different widely used notions of patterns for words. The first notion is that of a factor. A word $v$ occurs in another word $w$ as a factor if there is a consecutive segment of $w$ equal to $v$. The second notion is that of a subword. A word $v$ occurs in another word $w$ as a subword if we can obtain $v$ by deleting letters in $w$. A factor of $w$ is always a subword of $w$, but not vice versa. There are also other notions of patterns, such as the one in [2] that generalizes both factors and subwords, but we will not discuss them here.

Unlike for permutations, the enumeration of classes of words avoiding a (set of) given subwords or factors is already known in the sense that, for a given subword or factor, we can express their avoidance in regular expressions, leading automatically (no pun intended) to the generating function of such classes, which is always rational and can be effectively computed [5, Section V.5]. There is also some work on counting words with a fixed number of occurrences of a given pattern, for example [2, 11]. For the other end of the spectrum, the problem of maximal density of certain patterns in words is considered by Burstein, Hästö and Mansour in [1]. Readers are referred to the survey-book of Kitaev [9] for more of such results. In general, such results are non-trivial, due to the possible overlap of patterns.
3:2 Maximal Number of Subword Occurrences in a Word

We may also consider all patterns that occur in a given word. For the notion of factors, this idea leads to the notion of factor complexity of a word \( w \), first defined by Morse and Hedlund in [13] and also called “subword complexity”, which is a function \( f_w \) such that \( f_w(k) \) is the number of distinct factors in \( w \) of length \( k \). In [7], Gheorghiciuc and Ward studied the factor complexity of random words. We may also want to consider the number of occurrences of a given pattern in a word. The work of Flajolet, Szpankowski and Vallée [6] establishes a Gaussian limit law and large deviations for the number of occurrences of a given subword in a long random word, again by analyzing overlap of occurrences of subwords. The number of occurrences of a given pattern is of particular interest in algorithmics with applications in data mining, in which researchers propose algorithms finding patterns with large number of occurrences [8] and study complexity of such problems [15].

In this article, we take a further step on enumeration problems on patterns by considering the number of occurrences of all subwords in a word. More precisely, we can see a given word \( w \) that permits frequent occurrences of some subword \( w' \) as having some “large space” for such a subword, and we would like to measure the “extend” of such space, or from the opposite direction, the “disorder” generated by the possible different occurrences. To this end, we define a notion of subword entropy, which measures the maximal number of times that any subword can occur in a given word. We delay its precise definition to later sections.

We then look at the minimal subword entropy of all words of a given length \( n \) in an alphabet of \( k \) letters, denoted by \( \min S_{nw}^{(k)}(n) \), as it is easy to find the ones with maximal subword entropy. Using the super-additivity of minimal subword entropy, we show that \( \min S_{nw}^{(k)}(n)/n \) has a finite limit \( L_k \). We then concentrate on the binary case, showing some upper bounds of \( L_2 \) by looking at certain families of periodic words, inspired by experimental data. As a by-product, we also show that, given two words \( w \) and \( v \), the generating function of the number of occurrences of \( v' \) in \( w^m \) is rational.

The rest of this article is organized as follows. We first give necessary definitions in Section 2, then some basic results on subword occurrences and minimal subword entropy in Section 3, including the proof of the existence of the limit \( L_k \) of \( \min S_{nw}^{(k)}(n)/n \), and bounds of \( L_k \). Then in Section 4, we focus on the case of binary alphabet, and shows a better upper bound of \( L_2 \) than the one given in Section 3. We end in Section 5 with a discussion on open problems partially inspired by experimental results obtained for the binary case.

2 Preliminaries

A word \( w \) of length \( n \) is a sequence \( w = (w_1, \ldots, w_n) \) of elements in a finite set \( A \) called the alphabet. We denote by \( |w| \) the length of \( w \), and \( |w|_a \) the number of letters \( a \) in \( w \). For two words \( v, w \), their concatenation is denoted by \( v \cdot w \). We also denote by \( \epsilon \) the empty word of length 0. A run in a word \( w \) is a maximal consecutive segment in \( w \) formed by only one letter in \( A \). Given a word \( w \), if \( w \) is there another word \( w' = (w'_1, \ldots, w'_k) \) such that there is some set \( P = \{p_1 < \cdots < p_k\} \) of integers from 1 to \( n \) satisfying \( w_{pj} = w'_{j} \) for all \( 1 \leq j \leq k \), then we say that \( w' \) is a subword of \( w \), and we call the set \( P \) an occurrence of \( w' \) in \( w \). We denote by \( \text{occ}(w, w') \) the number of occurrences of \( w' \) in \( w \). For instance, for \( w = 011001 \) and \( w' = 01 \), there are 5 occurrences of \( w' \) in \( w \), which are \{1, 2\}, \{1, 3\}, \{1, 6\}, \{4, 6\}, \{5, 6\}. When \( w' \) is not a subword of \( w \), we have \( \text{occ}(w, w') = 0 \), and when \( w' = \epsilon \), we have \( \text{occ}(w, \epsilon) = 1 \).

It is easy to find words which have a subword with a large number of occurrences. For instance, with \( w = a^n \) for some letter \( a \in A \), the subword \( w' = a^{\lceil n/2 \rceil} \) appears \( \binom{n}{\lceil n/2 \rceil} \sim \left( \frac{1}{\sqrt{\pi n}} \right)^{1/2} 2^n \) times. It is more difficult to find words in which no subword occurs frequently. To quantify such intuition, we define the maximal subword occurrences \( \text{maxocc}(w) \) of a word
We start with some simple properties of \( \text{occ}(w,u) \).

**Lemma 3.1.** For words \( w, w', u, u' \), we have \( \text{occ}(w \cdot w', u \cdot u') \geq \text{occ}(w,u) \cdot \text{occ}(w',u') \).

**Proof.** Let \( P \) (resp. \( P' \)) be an occurrence of \( u \) (resp. \( u' \)) in \( w \) (resp. \( w' \)). The set \( Q = P \cup \{p' + |w| \mid p' \in P'\} \) is an occurrence of \( u \cdot u' \) in \( w \cdot w' \), and the map \( (P,P') \mapsto Q \) is clearly injective.

**Lemma 3.2.** For a word \( w \), it has a most frequent subword \( u \) with \( w_1 = u_1 \) and \( w_{|w|} = u_{|u'|} \).

**Proof.** Let \( v \) be a most frequent subword of \( w \). If \( v_1 \neq w_1 \), then for all occurrences \( P \) of \( v \) in \( w \), we have \( 1 \notin P \). Then, \( \{1\} \cup P \) is an occurrence of \( v' = w_1 \cdot v \), which is thus also a most frequent subword. Otherwise, we take \( v' = v \). We repeat the same reasoning on \( v' \) for the last letter of \( w \) to obtain \( u \).

We now give simple upper and lower bounds for \( \maxocc(w) \) for any word \( w \).

**Proposition 3.3.** Given an alphabet \( A \) of size \( k \) and \( n \geq 1 \), for any word \( w \in A^n \), we have \( \maxocc(w) \leq \binom{n}{\lfloor n/2 \rfloor} \), and it is realized exactly by \( w = a^n \) for any letter \( a \in A \).

**Proof.** For \( w' \) of length \( k \), as occurrences of \( w' \) in \( w \) are subsets of \( \{1, \ldots, n\} \), we have \( \text{occ}(w,w') \leq \binom{n}{k} \leq \binom{n}{\lfloor n/2 \rfloor} \). It is clear that only words composed by the same letter reach this bound.

**Proposition 3.4.** Given an alphabet \( A \) of size \( k \) and \( n \geq 1 \), when \( n \to \infty \), for any word \( w \in A^n \), we have \( \maxocc(w) \geq \max_{0 \leq \ell \leq n} \ln \left( \binom{n}{\ell} k^{-\ell} \right) \), with \( \ell = \left\lfloor \frac{n}{k+1} \right\rfloor \) giving the asymptotically maximized value \( n \ln(1 + k^{-1}) - \frac{1}{2} \ln n + O(1) \).

**Proof.** Let \( u \) be a uniformly chosen word of length \( \ell \). We have

\[
\mathbb{E}[\text{occ}(w,u)] = \sum_{P \subseteq \{1, \ldots, n\}, |P| = \ell} \mathbb{P}[u \text{ occurs in } w \text{ at positions } P] = \binom{n}{\ell} k^{-\ell}.
\]

The first equality is from linearity of expectation, and the second from the fact that \( u \) is uniformly chosen at random, and the probability does not depend on \( P \). Hence, there is some \( u^* \) with \( \text{occ}(w,u^*) \geq \mathbb{E}[\text{occ}(w,u)] \), implying the non-asymptotic part of our claim.
For the asymptotic part, take $\alpha = \ell/n$. Using Stirling’s approximation, we have

$$\ln \left( \binom{n}{\ell} k^{-\ell} \right) = n \left[ -\alpha - \ln \alpha - (1 - \alpha) \ln(1 - \alpha) - \alpha \ln k - \frac{1}{2} \ln n + O(1) \right].$$

The coefficient of $n$ above is maximized for $\alpha = (k + 1)^{-1}$, with value $\ln(1 + k^{-1})$. We thus have our claim on the asymptotic growth. \hfill \blacktriangleleft

\begin{corollary}
There are constants $c_1, c_2$ such that, for all $n \in \mathbb{N}$ and $w \in \mathcal{A}^n$ with $|\mathcal{A}| = k \geq 2$, we have

$$\ln(n/k) + \frac{1}{2} \ln n + c_1 \leq \min\{S_{sw}^{(k)}(n) \mid w \in \mathcal{A}^n\} \leq S_{sw}(w) \leq n - \frac{1}{2} \log_2 n + c_2.$$

\end{corollary}

\begin{proof}
The bounds on $S_{sw}(w)$ result from combining Propositions 3.3 and 3.4 with $\ln \left( \binom{n}{\ell} k^{-\ell} \right) = n \ln 2 - \frac{1}{2} \ln n + O(1)$. The bounds for $\min S_{sw}^{(k)}(n)$ then follows. \hfill \blacktriangleleft

We now show that there is a limit for $\min S_{sw}^{(k)}(n)/n$. To this end, we need the well-known Fekete’s lemma [4] for super-additive sequences.

\begin{lemma}
Suppose that a sequence $(g_n)_{n \geq 1}$ satisfies that, for all $n, m \geq 1$, we have $g_{n+m} \geq g_n + g_m$. Then, for $n \to +\infty$, the value of $g_n/n$ either tends to $+\infty$ or converges to some limit $L$.

We first show that the function $\min S_{sw}^{(k)}(n)$ is super-additive.

\begin{proposition}
Given $k \geq 2$, for any $n, m \geq 1$, we have

$$\min S_{sw}^{(k)}(n + m) \geq \min S_{sw}^{(k)}(n) + \min S_{sw}^{(k)}(m).$$

\end{proposition}

\begin{proof}
Let $w$ be a word of length $n + m$ achieving minimal subword entropy $\min S_{sw}^{(k)}(n + m)$. We write $w = w' \cdot w''$, with $|w'| = n$ and $|w''| = m$. Let $v'$ (resp. $v''$) be a most frequent subword of $w'$ (resp. $w''$). We have

$$\maxocc(w) \geq \maxocc(w') \geq \maxocc(v') \cdot \maxocc(w'') = \maxocc(w') \cdot \maxocc(w'').$$

The first inequality is from the definition of $\maxocc$, the second from Lemma 3.1, and the equality comes from the definition of $v'$ and $v''$. By the definition of $w$, we have

$$\min S_{sw}^{(k)}(n + m) \geq \maxocc(w') + \maxocc(w'') \geq \maxocc(w') \cdot \maxocc(w'') \geq \min S_{sw}^{(k)}(n) + \min S_{sw}^{(k)}(m).$$

The second inequality is from the definition of $\min S_{sw}^{(k)}$. \hfill \blacktriangleleft

\begin{theorem}
For any $k \geq 2$, the sequence $(\min S_{sw}^{(k)}(n)/n)_{n \geq 1}$ converges to a certain limit $L_k < +\infty$.

\end{theorem}

\begin{proof}
Proposition 3.7 shows that $\min S_{sw}^{(k)}(n)$ is super-additive. We then apply Lemma 3.6, and as $\min S_{sw}^{(k)}(n)/n$ is bounded above by some constant according to Corollary 3.5, we have the existence of the limit $L_k$ which is finite. \hfill \blacktriangleleft

With the existence of the limit $L_k$, we can use known values of $\min S_{sw}^{(k)}(n)$ to give lower bounds for $L_k$.

\begin{proposition}
Given $k \geq 2$, we have $L_k \geq \min S_{sw}^{(k)}(n)/n$ for all $n$.

\end{proposition}
Proof. By iterating Proposition 3.7, we have \( \min S_{w\mathbb{A}}^{(k)}(rn) \geq r \min S_{w\mathbb{A}}^{(k)}(n) \) for all \( r \geq 1 \). Diving both sides by \( rn \), it means that the limit \( L_k \) of \( \min S_{w\mathbb{A}}^{(k)}(rn)/rn \) is also larger than \( \min S_{w\mathbb{A}}^{(k)}(n) \).

From Corollary 3.5, we know that

\[
\log_2(1 + k^{-1}) \leq L_k \leq 1.
\]

When \( k \to \infty \), the lower bound is asymptotically \((\ln 2)^{-1} k^{-1}\), which tends to 0, while the upper bound stays constant. The next natural step is to try to give better bounds for \( L_k \), and eventually compute the precise value of \( L_k \). However, it seems to be a formidable task.

4 Better upper bound for binary alphabet

After the general basic results given in Section 3, we will focus hereinafter on the case of binary alphabet \( \mathbb{A} = \{0,1\} \). In this case, the bounds in Corollary 3.5 become \( \log_2(3/2) \leq L_2 \leq 1 \) for the limit \( L_2 \) in Theorem 3.8. The gap between the two bounds are significant, as \( \log_2(3/2) \approx 0.585 \). We now give a better upper bound of \( L_2 \) by constructing a family of periodic words with a small value of maximal subword occurrences.

\begin{proposition}
For \( w = (0011)^m \), there is a most frequent subword \( u' \) of the form \( (01)^r \).
\end{proposition}

Proof. Take a most frequent subword \( u \) of \( w \) of length \( \ell \). Suppose that \( u \) has the form \( u = s \cdot 00 \cdot t \). We take \( u^{(1)} = s \cdot 010 \cdot t \) and \( u^{(2)} = s \cdot 00 \cdot t \). Let \( P = \{p_1, \ldots, p_t\} \) be an occurrence of \( u \) in \( w \), and we suppose that the 00 occurs at \( p_i, p_{i+1} \). Let \( \mathcal{P} \) be the set of occurrences of \( u \) in \( w \), which is divided into \( \mathcal{P} = \mathcal{P}_1 \cup \mathcal{P}_2 \), where \( \mathcal{P}_1 \) contains those \( P' \)s with \( p_i + 1 \neq p_{i+1} \), while \( \mathcal{P}_2 \) contains those with \( p_i + 1 = p_{i+1} \). For any \( P \in \mathcal{P}_1 \), the two 0's occur in different runs, meaning that there is at least one run 11 in between. This leads to at least two choices for the extra 1 added in \( u^{(1)} \). Therefore, \( \text{occ}(w, u^{(1)}) \geq 2 |\mathcal{P}_1| \). For any \( P \in \mathcal{P}_2 \), the two 0's occur in the same run, meaning that replacing them by a single 0 leaves us two choices. We thus have \( \text{occ}(w, u^{(2)}) \geq 2 |\mathcal{P}_2| \), meaning that \( \text{occ}(w, u^{(1)}) + \text{occ}(w, u^{(2)}) \geq 2 |\mathcal{P}| = 2 \text{maxocc}(w) \).

We deduce that at least one of the \( u^{(j)} \)'s satisfies \( \text{occ}(w, u^{(j)}) = \text{maxocc}(w) \). We observe that both \( u^{(1)} \) and \( u^{(2)} \) have one less pair of identical consecutive letters than \( u \). We may then do the same for consecutive 1's. By iterating such a process, we get a most frequent subword without identical consecutive letters, thus alternating between 0 and 1. Then we conclude by Lemma 3.2.

\begin{remark}
We want to highlight the importance of Proposition 4.1 here. The main difficulty in the study of maximal subword occurrences is, in a sense, algorithmic. To the author’s knowledge, we don’t know whether there is a polynomial time algorithm to compute a most frequent subword of a given word, or to decide whether there is a subword that occurs at least a given number of times. However, in the case of words of the form \( w = (0011)^m \), we manage to show some structure of their most frequent subwords, which then allows us to compute \( \text{maxocc}(w) \).

Let \( a_{m,r} = \text{maxocc}((0011)^m, (01)^r) \), and \( f(x, y) = \sum_{m,r \geq 0} a_{m,r} x^my^r \) be their generating function. We have the following counting result.

\begin{proposition}
We have

\[
f(x, y) = \frac{1 - x}{(1 - x)^2 - 4xy}, \quad a_{m,r} = 4^r \binom{m + r}{m - r}.
\]
\end{proposition}
**Proof.** For an occurrence \( P = \{p_1, \ldots, p_{2r}\} \) of \((01)^r\) in \((0011)^m\), we have two cases.

- \( p_{2r} < 4(m-1) \), meaning that \( P \) is also an occurrence of \((01)^r\) in \((0011)^{m-1}\).
- \( p_{2r} \in \{4m-2, 4m-1\} \), meaning that the last letter 1 of \((01)^r\) occurs at the last segment of \(0011\). As the \((2r-1)\)-st letter of \((01)^r\) is 0, we have \( p_{2r-1} \in \{4m'+1, 4m'+2\} \) for some \( 0 \leq m' \leq m-1 \). By removing both \( p_{2r-1} \) and \( p_{2r} \), we obtain \( P' \), which is an occurrence of \((01)^{r-1}\) in \((0011)^{m'}\). To go back from \( P' \) to \( P \) given \( m' \), we have two choices for both \( p_{2r} \) and \( p_{2r-1} \).

We thus have the recurrence for \( m \geq 1 \) that

\[
a_{m,r} = a_{m-1,r} + \sum_{m'=0}^{m-1} 4a_{m',r-1}.
\]

Subtracting Equation (1) for \( a_{m,r} \) with that for \( a_{m-1,r} \), we have

\[
a_{m,r} - 2a_{m-1,r} + a_{m-2,r} - 4a_{m-1,r-1} = 0.
\]

By the standard symbolic method, and with the initial conditions \( a_{m,0} = 1 \) and \( a_{m,r} = 0 \) for \( r > m \), we obtain the claimed expression of \( f(x,y) \). We can then compute \( a_{m,r} \) by simply extracting the coefficient of \( y^r \) first, then that of \( x^m \). \( \blacktriangle \)

**Theorem 4.4.** There is some constant \( c_3 \) such that, for all \( n \in \mathbb{N} \), we have

\[
\min S_{sw}^{(2)}(n) \leq \frac{1}{2} \log_2(1 + \sqrt{2})n - \frac{1}{2} \log_2 n + c_3.
\]

**Proof.** For the case \( n = 4m \), we have

\[
\min S_{sw}^{(2)}(4m) \leq S_{sw}((0011)^m) = \max_{0 \leq r \leq m} \log_2 \text{occ}((0011)^m, (01)^r)
= \frac{1}{\ln 2} \max_{0 \leq r \leq m} \ln \left( 4^r \frac{(m+r)}{(m-r)} \right).
\]

The first equality comes from Proposition 4.1, and the second from Proposition 4.3. We take \( r = \alpha m \) for some fixed \( \alpha \) with \( 0 < \alpha < 1 \). Using Stirling’s approximation, we have

\[
\ln \left( 4^r \frac{(m+r)}{(m-r)} \right) = s(\alpha)m - \frac{1}{2} \ln m + O(1),
\]

where

\[
s(\alpha) = \alpha \ln 4 + (1 + \alpha) \ln(1 + \alpha) - (1 - \alpha) \ln(1 - \alpha) - 2\alpha \ln(2\alpha).
\]

The function \( s(\alpha) \) is maximized at \( \alpha = 2^{-1/2}, \) with value \( 2\ln(1 + \sqrt{2}) \). We thus have, for some constant \( c_3 \), and in terms of \( n = 4m \),

\[
\min S_{sw}^{(2)}(n) \leq \frac{\ln(1 + \sqrt{2})}{2\ln 2}n - \frac{1}{2\ln 2} \ln n + c_3 - \ln 4.
\]

For the case \( n = 4m + i \) with \( 1 \leq i \leq 3 \), let \( u \) be a most frequent subword of \( w = (0011)^m010 \). For an occurrence \( P \) of \( u \) in \( w \), we take \( P' = P \cap \{n-2, n-1, n\} \). Then, \( j = |P'| \) can be 0, 1, 2 or 3. In each case, we define \( u^{(j)} \) to be \( u \) with the last \( j \) letters removed, and there are at most 2 possibilities for \( P' \). We also notice that \( P \setminus P' \) is an occurrence of \( u^{(j)} \) in \((0011)^m\). We thus have

\[
\max \text{occ}(w) = \text{occ}(w, u) = 2 \text{occ}((0011)^m, u^{(1)}) + \text{occ}((0011)^m, u^{(2)}) + \text{occ}((0011)^m, u^{(3)}) \leq 4 \max \text{occ}((0011)^m).
\]
We conclude by
\[ \min S_{sw}^{(2)}(4m + i) \leq S_{sw}^{(2)}(w) \leq \ln 4 + S_{sw}^{(2)}((0011)^m) = \frac{\ln(1 + \sqrt{2})}{2 \ln 2} n - \frac{1}{2 \ln 2} \ln n + c_3. \]
For the first inequality, we take \( w' \) to be the first \((4m + i)\) letters of \( w \), and it is clear that \( \text{maxocc}(w') \leq \text{maxocc}(w) \), as each occurrence of some subword \( v' \) of \( w' \) is also one for \( w \).

The asymptotic upper bound of \( \min S_{sw}^{(2)}(n)/n \) given by Theorem 4.4 is \( \frac{1}{2} \log_2(1 + \sqrt{2}) \approx 0.636 \ldots \), which is much better than that in Corollary 3.5. Furthermore, by regarding \((0011)^m\) as a word in a bigger alphabet, we have the following corollary, which also gives a better upper bound than that in Corollary 3.5.

\[ \textbf{Corollary 4.5.} \text{ For all } k \geq 2 \text{ and } n \in \mathbb{N}, \text{ with the constant } c_3 \text{ from Theorem 4.4, we have} \]
\[ \min S_{sw}^{(k)}(n) \leq \frac{1}{2} \log_2(1 + \sqrt{2})n - \frac{1}{2} \log_2 n + c_3. \]

There are also other families of words with which we have some knowledge on its most frequent subwords, with results similar to Proposition 4.1. Two of the families we have studied are \((01)^m\) and \((001111)^m\).

\[ \textbf{Proposition 4.6.} \text{ For } w = (01)^m, \text{ there is a most frequent subword } w', \text{ of the form (01)}^r. \text{ Furthermore, maxocc}((01)^m, (01)^r) = \binom{m + r}{m - r}, \text{ which is maximized asymptotically for } r = [n/\sqrt{5}], \text{ with the asymptotic maximal value } \exp\left(n \ln \frac{3 + \sqrt{5}}{2} - \frac{\ln n}{2} + O(1)\right). \]

\[ \textbf{Proposition 4.7.} \text{ For } w = (001111)^m, \text{ there is a most frequent subword } w', \text{ of the form (0011)}^r. \text{ Furthermore, let } f_{001111}(x, y) = \sum_{m, r \geq 0} \text{occ}((001111)^m, (0011)^r)x^my^r, \text{ we have} \]
\[ f_{001111}(x, y) = \frac{(1 - x)^3}{(1 - x)^4 - 9x(1 + 2x)^2y}. \]

For \( m \rightarrow \infty \), the value of \( \text{occ}((001111)^m, (0011)^r) \) is asymptotically maximized for \( r = cm \), with \( c \) an explicit value around 0.6597177 \ldots. The asymptotic maximal value is \( \exp\left(\gamma m - \frac{\ln m}{2} + O(1)\right) \), where \( \gamma \) is an explicit value around 2.718240 \ldots.

While the proof of Proposition 4.6 does not need heavy machinery, the proof of Proposition 4.7 needs the saddle-point estimates of large powers [5, Theorem VIII.8], during which a polynomial equation of degree 5 appears. Fortunately, the needed solution of the said equation has a radical expression, albeit complicated and making the explicit expressions of \( \alpha \) and \( \gamma \) in Proposition 4.7 too long to fit here.

While interesting, the upper bounds of \( L_2 \) given by Propositions 4.6 and 4.7, which are approximately 0.6942 \ldots and 0.6536 \ldots respectively, are worse than the one from Theorem 4.4. It is natural to try to look at other families of periodic words. This is encouraged by the following theorem.

\[ \textbf{Theorem 4.8.} \text{ For any words } w, v \text{ in an alphabet } A \text{ of size } k, \text{ the generating function } f_{w, v}(x, y) = \sum_{m, r \geq 0} \text{occ}(w^m, v^r)x^my^r \text{ is rational in } x, y. \]

\[ \text{Proof.} \text{ We define } a_{w, v}^{s, t}(m) \text{ with } 1 \leq s, t \leq m \text{ to be the number of occurrences } P = \{p_1, \ldots, p_{|v|}\} \text{ of } v \text{ in } w^m \text{ such that } p_1 = s \text{ and } p_{|v|} = (m - 1)|v| + t. \text{ In other words, } a_{w, v}^{s, t}(m) \text{ counts the occurrences of } v \text{ in } w^m \text{ such that the first (resp. last) letter of } v \text{ occurs in the first (resp. last) copy of } w \text{ at position } s \text{ (resp. } t). \text{ Let } g_{w, v}^{s, t}(x) = \sum_{m \geq 1} a_{w, v}^{s, t}(m)x^{m - 1}. \text{ Note the extra } -1 \text{ in the exponent of } x \text{ in } g_{w, v}^{s, t}(x). \text{ We first show that } g_{w, v}^{s, t}(x) \text{ is rational.} \]
Maximal Number of Subword Occurrences in a Word

For an occurrence \( P \) of \( v \) in \( w^m \), some consecutive letters may occur in the same copy of \( w \). We say that such letters form a cluster, and we denote by \( \ell(\sigma) \) the length of \( \sigma \), which is also the number of clusters. We denote the clusters by \( \psi(1) \), \( \psi(2) \), \( \ldots \) \( \psi(\ell(\sigma)) \), and it is clear that they are obtained by cutting \( v \) into pieces whose lengths are the parts of \( \sigma \). We then have

\[
g_{w,v}^{s,t}(x) = a_{w,v}^{s,t}(1) + \sum_{m \geq 2} \sum_{\sigma = |v|} x^{m-1} \left( \sum_{t'=s}^{[w]} g_{w,v}^{s',t'}(1) \left( \sum_{\sigma' = 1}^{t'} g_{w,v}^{s',t'}(\sigma')(1) \prod_{i=2}^{\ell(\sigma)-1} \Pi_{occ(w,v^{(i)}_{\sigma})} \right) \right).
\]

Here, \( \sigma = |v| \) means that we go over all integer compositions of \( |v| \). The first term is for \( m = 1 \). For the second term, we simply count all possibilities of how clusters of \( v \) appear in \( w^m \) with \( m \geq 2 \) while fixing the first and the last cluster. We observe that each \( a_{w,v}^{s',t'}(1) \) for any \( s', t', i \) is a constant, and the same holds for \( occ(w,v^{(i)}_{\sigma}) \). By exchanging the two summations, and observing that \( \sum_{m \geq 2} (m-2)x^{m-1} = x^{-1}(1-x)^{-2} \), we see that \( g_{w,v}^{s,t}(x) \) is rational in \( x \) with \((1-x)|v|^{-1} \) as denominator, as \( \ell(\sigma) \leq |v| \) for \( \sigma \neq |v| \).

Now, for \( 1 \leq t \leq |w| \), we define \( f_{w,v}^{(t)}(x,y) = \sum_{m \geq 1} \sum_{r \geq 1} b_{w,v}^{r}(m,r)x^{m-1}y^{r} \) with \( b_{w,v}^{r}(m,r) \) counting the number of occurrences \( P = \{p_1, \ldots, p_{|v|}\} \) of \( v^r \) in \( w^m \) such that \( p_{|v|} = (m-1)|w|+t \). Again, we note the extra \(-1\) in the exponent of \( x \). We see that \( b_{w,v}^{r}(m,r) \) is defined similarly as \( a_{w,v}^{s',t'}(m) \), except that we consider subwords of the form \( v^r \), and we do not fix the position of the first letter of \( v^r \) in \( w^m \). We thus have \( b_{w,v}^{r}(m,1) = \sum_{s=1}^{[w]} a_{w,v}^{s,t}(m) \).

Now, let \( P \) be an occurrence of \( v^r \) in \( w^m \) counted by \( b_{w,v}^{r}(m,r) \). By considering the copies of \( w \) spanned by the last copy of \( v \), we have

\[
f_{w,v}^{(t)}(x,y) = y \sum_{s=1}^{[w]} g_{w,v}^{s,t}(x) + \sum_{t'=1}^{[w]} \left( \sum_{s'=1}^{t'} g_{w,v}^{s',t'}(x) \right) \left( \sum_{s=1}^{[w]} g_{w,v}^{s,t}(x) \right) + y \sum_{t'=1}^{[w]} f_{w,v}^{(t')}(x,y) \sum_{s=t'+1}^{[w]} g_{w,v}^{s,t}(x).
\]

Here, the first term is for \( r = 1 \), and the rest is for \( r \geq 2 \). There are two cases: either letters in the \( r \)-th and the \((r-1)\)-st copies of \( v \) do not occur in the same copy of \( w \) in \( w^m \), or they do. The first case is counted by the second term above, with the factor \((1-x)^{-1}\) for copies of \( w \) between the occurrences of the two last copies of \( v \) in \( w^m \). The second case is accounted by the third term above, where we have the constraint that the last letter of the \((r-1)\)-st copy of \( v \) occurs before the first letter of the \( r \)-th copy in the same copy of \( w \).

Let \( f = (f_{w,v}^{(1)}, \ldots, f_{w,v}^{(|w|)}) \). The equation above can be seen as \( Af = b \) for some matrix \( A = (A_{i,j})_{1 \leq i,j \leq [w]} \) and some row vector \( b \), both with coefficients that are linear in \( y \) and rational in \( x \), and with only powers of \((1-x)\) as denominators. We also observe that \( A_{i,j} \) is of the form \( 1 + R(x)y \) with \( R(x) \) rational in \( x \), while \( A_{i,j} \) for \( i \neq j \) is of the form \( R(x)y \). Hence, \( A \) is non-singular, and \( f_{w,v}^{(i)} \) is rational in \( x,y \) for all \( 1 \leq i \leq [w] \). We conclude by observing that \( f_{w,v}(x,y) = \frac{1}{1-y}(1 + x \sum_{i=1}^{[w]} f_{w,v}^{(i)}(x,y)) \), with the 1 taking care of the case \( m = 0 \), then the factor \((1-x)^{-1}\) for the copies of \( w \) after the last cluster of \( v^r \).

Therefore, in principle, for any word \( w \) and \( v \), we can first compute \( f_{w,v}(x,y) \) effectively as in the proof of Theorem 4.8, then use analytic combinatorics in several variables \([10, 12]\) to compute the asymptotically maximal value of \( occ(w^m, v^r) \) for fixed \( m \). Although the
computation of $f_{w,v}(x,y)$ would be tedious, it is still feasible in principle. The only problem is that, for $w$ in general, we do not have results like Proposition 4.1 for the structure of most frequent subwords of $w^m$, meaning that $\text{maxocc}(w^m)$ is not necessarily achieved for subwords of the form $v^r$.

5 Open questions

Generally, the “minimum of maximums” structure in the definition of $\min S_{w,v}^{(k)}(n)$ makes estimates difficult. Hence, not a lot is known about $\min S_{w,v}^{(k)}(n)$. Intuitively, we have the following conjecture that is surprisingly difficult to tackle.

▶ Conjecture 5.1. For fixed $k \geq 2$, there is a value $N$ such that the function $\min S_{w,v}^{(k)}(n)/n$ is increasing for $n \geq N$.

We already know experimentally that Conjecture 5.1 is not universally true for all $n$ (see Table 1). This point needs to be addressed in possible proofs.

We are also interested by better bounds of $L_2$. Inspired by Theorem 4.8, we looked at some families experimentally, and there are some with potential to give a slightly better upper bound of $L_2$ according to numerical evidence. However, we don’t know how to prove the observed structure on most frequent subwords of such periodic words in general, which leads us to the following conjecture.

▶ Conjecture 5.2. For a given word $w$, there is a word $v$ such that, for all $m$ large enough, there is a most frequent subword of $w^m$ that takes the form $u \cdot v^r \cdot u'$, with $u$ and $u'$ of lengths bounded by $|v|$.

If Conjecture 5.2 holds, then using arguments similar to those in Theorem 4.4, we can reduce the computation of $\text{maxocc}(w^m)$ to that of maximizing $\text{occ}(w^m,v^r)$ while losing only a multiplicative constant. We can then apply Theorem 4.8 and tools in analytic combinatorics in several variables to obtain a better upper bound for $L_k$. Again, Conjecture 5.2 seems natural, intuitive and supported by experimental evidence, but we don’t see how to settle it.

Another intuitive idea on most frequent subwords of a given word $w$ is that their length should be smaller than $|w|/2$. The reasoning is that longer subwords have more letters, thus more possible occurrences, but this effect only works up till length $|w|/2$. However, even such an intuitive idea, supported by Proposition 3.4, seems difficult to prove.

▶ Conjecture 5.3. For a given word $w$ of length at least 2, there is no most frequent subword of $w$ with length at least $|w|/2$.

We now present some concrete experimental results, based on which we have other conjectures. We denote by $\overline{w}$ the word obtained from $w$ by switching 0 and 1, and $\overleftarrow{w}$ the reverse of $w$. By symmetry between the two letters, we have the following simple observation.

▶ Lemma 5.4. For any $w \in \{0,1\}^n$ with $n \geq 0$, we have $\text{maxocc}(w) = \text{maxocc}(\overline{w}) = \text{maxocc}(\overleftarrow{w})$.

We now give the words achieving minimal subword entropy of length up to 35 in Table 1, up to the symmetries in Lemma 5.4. These results are computed using a program written in C on one core on a local computation server, and it took around 11 days for $n = 35$. The source code can be found at https://github.com/fwjmath/maxocc-subword. We do not include the most frequent subwords we find, because there may be several of them for a word, taking up too much space in the table. There are several observations we can draw from Table 1, but few is without exception.
Table 1 Binary words achieving minimal subword entropy of length from 1 to 35. In each equivalent class defined by the symmetries in Lemma 5.4, only one representative is given. Numerical values are rounded to three digits after the decimal point when needed.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Words ( w ) with lowest ( S_{\omega}(w) )</th>
<th>maxocc(( w ))</th>
<th>( S_{\omega}(w) )</th>
<th>( S_{\omega}(w)/n )</th>
<th>#runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>01</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>001</td>
<td>2</td>
<td>1</td>
<td>0.333</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>0110</td>
<td>2</td>
<td>1</td>
<td>0.25</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>01110</td>
<td>3</td>
<td>1.585</td>
<td>0.317</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>011001</td>
<td>5</td>
<td>2.322</td>
<td>0.387</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>0110001</td>
<td>6</td>
<td>2.585</td>
<td>0.369</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>01110001</td>
<td>9</td>
<td>3.170</td>
<td>0.396</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>011000110</td>
<td>16</td>
<td>4</td>
<td>0.444</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>011001110</td>
<td>22</td>
<td>4.459</td>
<td>0.446</td>
<td>5</td>
</tr>
<tr>
<td>11</td>
<td>01110001110</td>
<td>33</td>
<td>5.044</td>
<td>0.459</td>
<td>5</td>
</tr>
<tr>
<td>12</td>
<td>011000111001</td>
<td>52</td>
<td>5.700</td>
<td>0.475</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>0111001001110</td>
<td>72</td>
<td>6.170</td>
<td>0.475</td>
<td>7</td>
</tr>
<tr>
<td>14</td>
<td>01100010111001</td>
<td>108</td>
<td>6.755</td>
<td>0.482</td>
<td>8</td>
</tr>
<tr>
<td>15</td>
<td>01100011110001</td>
<td>162</td>
<td>7.340</td>
<td>0.489</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>0111000101110001</td>
<td>252</td>
<td>7.977</td>
<td>0.499</td>
<td>8</td>
</tr>
<tr>
<td>17</td>
<td>0110011111000110</td>
<td>390</td>
<td>8.607</td>
<td>0.506</td>
<td>7</td>
</tr>
<tr>
<td>18</td>
<td>011100100101110001</td>
<td>588</td>
<td>9.200</td>
<td>0.511</td>
<td>10</td>
</tr>
<tr>
<td>19</td>
<td>011000111111000110</td>
<td>900</td>
<td>9.814</td>
<td>0.517</td>
<td>11</td>
</tr>
<tr>
<td>20</td>
<td>0111000101101000110</td>
<td>1320</td>
<td>10.366</td>
<td>0.518</td>
<td>11</td>
</tr>
<tr>
<td>21</td>
<td>011100011011010001110</td>
<td>2049</td>
<td>11.000</td>
<td>0.524</td>
<td>11</td>
</tr>
<tr>
<td>22</td>
<td>01100011001001110001</td>
<td>2958</td>
<td>11.530</td>
<td>0.524</td>
<td>12</td>
</tr>
<tr>
<td>23</td>
<td>011100010110100011110</td>
<td>4473</td>
<td>12.127</td>
<td>0.527</td>
<td>13</td>
</tr>
<tr>
<td>24</td>
<td>011000111101000111001</td>
<td>6979</td>
<td>12.769</td>
<td>0.532</td>
<td>14</td>
</tr>
<tr>
<td>25</td>
<td>0111000101101000111001</td>
<td>10602</td>
<td>13.372</td>
<td>0.535</td>
<td>14</td>
</tr>
<tr>
<td>26</td>
<td>0111000101110010001100110</td>
<td>15962</td>
<td>13.962</td>
<td>0.537</td>
<td>14</td>
</tr>
<tr>
<td>27</td>
<td>011100010111101001000111001</td>
<td>24150</td>
<td>14.560</td>
<td>0.539</td>
<td>16</td>
</tr>
<tr>
<td>28</td>
<td>0110001111010001001111000110</td>
<td>36450</td>
<td>15.154</td>
<td>0.541</td>
<td>15</td>
</tr>
<tr>
<td>29</td>
<td>011100010111101000100111000110</td>
<td>53671</td>
<td>15.712</td>
<td>0.542</td>
<td>17</td>
</tr>
<tr>
<td>30</td>
<td>0110001111000100101110111000110</td>
<td>83862</td>
<td>16.356</td>
<td>0.545</td>
<td>15</td>
</tr>
<tr>
<td>31</td>
<td>0110001111010010010111110001110</td>
<td>127998</td>
<td>16.966</td>
<td>0.547</td>
<td>17</td>
</tr>
<tr>
<td>32</td>
<td>0110001111010100010111010001110</td>
<td>189131</td>
<td>17.529</td>
<td>0.548</td>
<td>19</td>
</tr>
<tr>
<td>33</td>
<td>011000111110101000011011001001110</td>
<td>288900</td>
<td>18.140</td>
<td>0.550</td>
<td>19</td>
</tr>
<tr>
<td>34</td>
<td>0110001111101000101110110100100110</td>
<td>442386</td>
<td>18.755</td>
<td>0.552</td>
<td>21</td>
</tr>
<tr>
<td>35</td>
<td>0111000101110100010110110001110</td>
<td>681966</td>
<td>19.379</td>
<td>0.554</td>
<td>19</td>
</tr>
</tbody>
</table>
The words of length $n$ achieving $\min_{S_{sw}}^{(2)}(n)$ are palindromic, i.e., $w = \overleftarrow{w}$, or anti-palindromic, i.e., $\overrightarrow{w}$, for many values of $n$, such as 1, 2, 4, 5, 6, 8, 9, 11, 12, 13, 14, 16, 17, 22, 23, 24, 29. Moreover, for $n = 19$ (resp. $n = 28$), one of the two words is palindromic (resp. anti-palindromic), the other not.

The value of $\min_{S_{sw}}^{(2)}(n)/n$ increases with $n$ in general, but with the exceptions of $n = 3, 4, n = 6, 7$ and $n = 12, 13$ (although the rounded numbers are the same). We believe that the exceptions are due to the effect of small size, and should not reproduce for larger $n$.

The number of runs for words of length $n$ achieving $\min_{S_{sw}}^{(2)}(n)$ is increasing with $n$, with the exception of $n = 17, 28, 30, 31, 33$. Moreover, for $n = 28$, one of the two words has maximal run length 3, and the other 4.

There is only one word of length $n$ up to symmetries in Lemma 5.4 that achieves $\min_{S_{sw}}^{(2)}(n)$, with the exception of $n = 19, 28$, where there are two such words.

However, we should note that we only have very limited data, as we were only able to perform exhaustive search for small values of $n$. A naïve method requires looking at $\Theta(4^n)$ word-subword pairs. Although some optimizations are possible, such as using Lemma 5.4 to reduce the number of words to examine, the time taken remains exponential, against which we cannot push too far. An evidence is that, although asymptotically $\min_{S_{sw}}^{(2)}(n)/n$ should be bounded from below by $\log_2(3/2) \approx 0.585$ by Corollary 3.5, all the values of $\min_{S_{sw}}^{(2)}(n)/n$ in Table 1 are smaller than this asymptotic bound, meaning that the values of $n$ tested here are not large enough. Nevertheless, we can still formulate reasonable conjectures based on these observations.

**Conjecture 5.5.** For $k \geq 2$, let $w$ be a word of length $n \geq 1$ achieving the minimal subword entropy $\min_{S_{sw}}^{(k)}(n)$. Then, except for a finite number of $n$, the longest run in $w$ has length 3. Furthermore, the average run length converges when $n \to +\infty$.

Given Proposition 3.9, we may be tempted to use experimental results to give better lower bound for $L_2$. However, all such bounds are worse than the one in Corollary 3.5, which is around 0.585 for $k = 2$. Judging from their gap, it seems impractical or even impossible to obtain a better bound in this way. In fact, with examples obtained from searches using various heuristics, it seems that $\maxocc(w)$ for $w$ of length $n$ achieving the lowest subword entropy has an exponential growth in $n$ with a growth constant close to but slightly larger than 1.5, which is the value given by the lower bound. We thus have the following conjecture.

**Conjecture 5.6.** We have $L_2 > \log_2(3/2)$.

The value in Conjecture 5.6 comes from the lower bound in Corollary 3.5, which is in fact the expectation of the number of occurrences of a random subword of length $n/3$. Hence, Conjecture 5.6 implies that, for all large values of $n$, there are binary words of length $n$ in which each subword of length $n/3$ occurs much more often than others. The question remains on how to find such subwords, which probably have relatively high self-correlations.
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1 Introduction
Hierarchical datasets are described, or presumed to be, by a rooted tree that recursively organizes data into clusters so that its leaves are in a one-to-one correspondence with the data points. Such datasets are common in various fields such as microbial ecology [5], where they arise as models of inter-species covariance [10,21]. In this context, the associated covariance matrices are often large and dense, making their manipulation computationally challenging. Nevertheless, these matrices bear redundancies induced by their hierarchical structure, which may be exploited to sparsify them and make such manipulations tenable, if not trivial.

Ultrametric matrices, which arise in probability theory and statistical physics among other fields, are often also dense. A symmetric matrix \(C \in \mathbb{R}^{n \times n}_+\) is called ultrametric when \(C(i, j) \geq \min\{C(i, k), C(k, j)\}\), for all \(i, j, k \in \{1, \ldots, n\}\). If, in addition, \(C(i, i) > C(i, j)\) for all \(j \neq i\) when \(n > 1\), or \(C(1,1) > 0\) when \(n = 1\), \(C\) is called strictly ultrametric. These matrices are fully dense, that is, all their entries are nonzero, but have a myriad of mathematical properties [6,18].
A matrix $C$ is ultrametric if and only if there is a rooted binary tree $T = (V, E)$ and edge length function $\ell : E \rightarrow \mathbb{R}_+$ such that [14, 20]:

$$C = \sum_{e \in E} \ell(e) \delta_e \delta_e^t,$$

where $\delta_e$ is the binary column vector, with entries indexed by the leaves of $T$, indicating the leaves that descend from $e$, and $\delta_e^t$ is the transpose of $\delta_e$. If $L$ denotes the leaf set of $T$, the above identity is equivalent to having

$$C(i, j) = \sum_{e \in [i \wedge j, \circ]} \ell(e), \quad \text{for all } i, j \in L,$$

where $[i \wedge j, \circ]$ denotes the set of edges that connect $(i \wedge j)$, the least common ancestor of $i$ and $j$, with the root of the tree, denoted as $\circ$. Ultrametric matrices have, therefore, a recursive structure, and their entries are redundant, suggesting that they may be amenable to some form of compression [14].

The formulation in (1) arises naturally as a model of “phylogenetic” covariance wherein the genetic drift of a particular trait follows a Brownian motion [15]. Under this model, each leaf represents a microbial species (or some notion thereof), and the trait variation among different species is a function of time since they diverged evolutionarily. Intuitively, since species sharing more of their evolutionary history should thrive or struggle in similar environments accordingly, a natural measure of trait covariance between two different species $i$ and $j$ is the length of their shared evolutionary history, namely the quantity in (1).

In the general setting of rooted trees – not necessarily binary – a matrix with entries such as in (1) is called the phylogenetic covariance matrix (or cophenetic matrix) of a tree. (The term “phylogenetic” is usually omitted from now on.) Tree covariance matrices arise naturally in the context of hierarchical datasets; in particular, the class of covariance matrices associated with datasets having a binary hierarchy is precisely the class of ultrametric matrices.

Recent work [14] has demonstrated that, in the case of large datasets with a binary hierarchy, or equivalently and rooted binary trees, the associated covariance matrices become asymptotically diagonal with overwhelmingly high probability after changing basis to the so-called Haar-like wavelets [11] of the tree. (By “asymptotically diagonal with overwhelmingly high probability,” we mean that the fraction of non-zero off-diagonal entries of the covariance matrix, with respect to the wavelet basis, converges in probability to 0 as the tree size approaches infinity.) The sparsification of such covariance matrices facilitates manipulations that may be infeasible otherwise. For instance, the spectrum of ultrametric matrices can be derived, whether exactly or approximately depending on the matrix size, from just two post-order traversals of the associated tree without having to store the actual matrix in computer memory [14]. In addition, the subclass of ultrametric matrices diagonalized by Haar-like wavelets has been characterized, and their spectra shown to be in bijection with non-negative decreasing functions on the interior nodes of a binary tree [14].

Nevertheless, many hierarchical datasets, for example, in the context of phylogenomic studies [24], are non-binary and suffer the same downfall of having unmanageably large and dense covariance matrices. It is a natural question, then, whether the same technique may be used to sparsify covariance matrices belonging to a broader class of hierarchy. This manuscript extends some of the ideas in [14] to the broader context of $k$-regular trees, i.e., rooted trees for which each interior node has exactly $k$ children. Specifically, Theorem 2, Theorem 4, Corollary 5, and Corollary 15 in this manuscript are generalizations of [14, Theorem 2.3,
Theorem 3.4, Corollary 3.5, and Corollary 3.8, respectively, such that they are applicable to any $k \geq 2$. In addition, Theorem 10 supplies more precise asymptotic formulas for the mean and variance of the internal path length of random $k$-regular trees – beyond what is currently available in the literature.

This manuscript is based on the recent MS thesis [22].

**Notation and Terminology**

Depending on the context, we regard functions with finite domains as finite-dimensional column vectors, and vice versa. Throughout, $[\cdot]$ is used to denote indicator functions.

We use standard terminology for trees unless otherwise stated. In particular, $T = (V,E)$ represents a rooted tree with vertex set $V$ and edge set $E$. The size of $T$ is the quantity $|T| := |V|$. The sets of leaves and interior nodes of $T$ are denoted as $L$ and $I$, respectively, and the internal path length of $T$ is the quantity

$$\text{IPL}(T) = \sum_{v \in I} \text{depth}(v).$$

For $u,v \in V$, we denote by $[u,v]$ the set of edges in the shortest path from $u$ to $v$ and by $(u \land v)$ the least common ancestor of $u$ and $v$.

$\hat{T}$ denotes the interior of $T$, obtained by trimming the leaves of $T$.

In the subsequent discussion, $T$ denotes a planted, ordered, and unlabelled $k$-regular tree endowed with an edge length function $\ell : E \rightarrow \mathbb{R}_+$. In particular, $T$ is an ordered unlabelled $k$-regular tree whose root has been appended to a phantom one (denoted as $\circ$), which acts as the parent of the original root. (The term “out-rooted” instead of “planted” was introduced in [14].) See Figure 1(a). By definition, $\circ$ is an interior node of $T$ (i.e., $\circ \in I$) and it has degree one. Furthermore, since each $v \in I \setminus \{\circ\}$ has $k$ children, we denote these generically as $v_1, \ldots, v_k$ from left-to-right.

For a given $v \in V$, $T(v)$ denotes the sub-tree of $T$ rooted at $v$ and containing all of its descendants. We let $L(v)$ denote the sets of leaves of $T(v)$. In addition, we orient edges away from the root, that is, if $e = (u,v) \in E$, then $u$ is understood to be the parent of $v$ (and $v$ is understood to be a child of $u$). We define $T(e) := T(v)$ and $L(e) := L(v)$.

The trace length of $T$ is the function $\ell^* : E \rightarrow \mathbb{R}_+$ defined as [14]:

$$\ell^*(e) := |L(e)| \ell(e).$$

We also define for $u,v \in V$:

$$\ell(u,v) := \sum_{e \in [u,v]} \ell(e), \text{ and } \ell^*(u,v) := \sum_{e \in [u,v]} \ell^*(e),$$

and, given non-empty $J \subset V$, we denote by $\ell(J,v)$ the column vector with entries $\ell(j,v)$, for all $j \in J$, having dimension $|J|$. We give an analogous definition to $\ell^*(J,v)$.

For the remainder of this manuscript, the term “$k$-regular tree” encompasses planted, unlabelled, ordered, $k$-regular trees.

2 Haar-like Wavelets on $k$-Regular Trees

In this section, we specialize the Haar-like wavelet basis given in [11] to our setting of $k$-regular trees and present a useful interaction between the basis and the phylogenetic covariance matrix associated with any such tree (Theorem 2).
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(a) 3-Regular Tree.  
(b) Associated Haar-Like Wavelets.

Figure 1 Haar-like wavelets (right panel) associated with a 3-regular tree (left panel). As per our convention, the tree leaves are labeled $1, 2, \ldots$ following a depth-first search (DFS), while the non-root internal nodes are leaf-labeled. Thus $\alpha := \{1, 2, 3, 4, 5, 6, 7\}$, $\beta := \{1, 2, 3\}$, and $\gamma := \{5, 6, 7\}$. Except for the planted root (i.e., green node), each internal node has two wavelets associated with it. By construction, the wavelets are orthonormal piece-wise constant functions over the leave set and, except for $\phi_o$, each has mean zero.

While our manuscript focuses on ordered unlabeled trees, systematically naming their leaves is beneficial for constructing the wavelets. Henceforth, we label the leaves of $T$ as $1, \ldots, |L|$, following the order encountered in a depth-first search (DFS) of $T$. Moreover, aside from the planted root, we label interior nodes by the set of leaves descending from them.

Wavelets are usually functions defined on a Euclidean space and derive their name from their commonly wave-like shape. They are prevalent in time series and image analysis to localize information across various scales.

In our context, the Haar-like wavelets associated with $T$ are functions from $L$ to $\mathbb{R}$ that are in a one-to-one correspondence with the elements in the set $\{\circ\} \cup (I \setminus \{\circ\} \times \{1, \ldots, k-1\})$; in particular, there are $1 + (k-1)(|I|-1)$ wavelets associated with a $k$-regular tree. The precise definition follows.

Given a $v \in I$ and integer $1 \leq n < k$, define

$$L_{v,n} := \bigcup_{j=1}^{n} L(v_j), \text{ and } L_{v,n}^+ := L_{v,n} \cup L(v_{n+1}).$$

In particular, $L_{v,n}^+ = L_{v,n+1}$. Nevertheless, we introduced the notation of $L_{v,n}^+$ because this is precisely the support of the wavelet with index $(v,n)$ in the next definition.

Definition 1 (Haar-like wavelets of a $k$-regular tree). The (mother) wavelet associated with the root of $T$ is the constant function $\phi_o : L \rightarrow \mathbb{R}$ defined as

$$\phi_o(i) := \frac{1}{\sqrt{|L|}} , \text{ for } i \in L.$$

Instead, for each $v \in I \setminus \{\circ\}$ and integer $1 \leq n < k$, the wavelet with index $(v,n)$ is the function $\phi_{v,n} : L \rightarrow \mathbb{R}$ defined as

$$\phi_{v,n}(i) := \sqrt{|L(v_{n+1})| / |L_{v,n}|} \cdot \mathbf{1}_{i \in L_{v,n}} - \sqrt{|L(v_{n+1})| / |L_{v,n+1}|} \cdot \mathbf{1}_{i \in L(v_{n+1})}, \text{ for } i \in L.$$
It turns out that the Haar-like wavelets are mutually orthogonal [11]. Moreover, from well-known facts about graphs and trees,
\[ |I| + |L| - 1 = \frac{1}{2} \sum_{v \in V} \deg(v) = \frac{1}{2} \left( |I| + |L| + k(|I| - 1) \right), \]

hence \(|L| = 1 + (k - 1)(|I| - 1)\). That is, there are as many Haar-like wavelets as leaves on the tree, and the wavelets form therefore an orthonormal basis of the linear space of functions from \(L\) to \(\mathbb{R}\).

We emphasize that the wavelet with index \((v, n)\) assigns identical positive values to the leaves in \(L_{v,n}\), and identical negative values to those in \(L(v_{n+1})\). These values are chosen so that \(\phi_{v,n}\) has mean zero and a unit \(\ell^2\)-norm; namely,
\[
\sum_{i \in L} \phi_{v,n}(i) = 0, \text{ and } \sum_{i \in L} \phi_{v,n}^2(i) = 1.
\]

To fix ideas, Figure 1(b) provides an illustration of the Haar-like wavelets of a 3-regular tree.

Notice that \(\phi_{v,n}\) is supported on \(L_{v,n}^+\). As such, wavelets associated with nodes nearer the root capture coarser information about the leaves of the tree. As noted in [13, Theorem 1.1] for \(k = 2\), given a function \(\varphi : L \to \mathbb{R}\) and wavelet \(\phi_{v,n}\), we have
\[
\langle \varphi, \phi_{v,n} \rangle = c_{v,n} \cdot \left\{ \frac{1}{|L_{v,n}|} \sum_{i \in L_{v,n}} \varphi(i) - \frac{1}{|L(v_{n+1})|} \sum_{i \in L(v_{n+1})} \varphi(i) \right\},
\]

where
\[
c_{v,n} := \sqrt{\frac{|L_{v,n}| |L(v_{n+1})|}{|L_{v,n}^+|}}.
\]

Consequently, projecting a function onto \(\phi_{v,n}\) is the same, up to a constant factor, as computing the difference between the average values of \(\varphi\) over \(L_{v,n}\) and \(L(v_{n+1})\). Hence, the projections of a real-valued function defined over \(L\) onto the Haar-like wavelets can be computed efficiently – which is relevant for applications involving large trees.

The following result highlights a remarkably simple action of the covariance matrix of a \(k\)-regular tree over its Haar-like wavelets. This property was first noticed in [14] for the case of 2-regular trees.

\textbf{Theorem 2.} If \(\psi\) is a Haar-like wavelet associated with \(v \in I\), then \(C \psi = \text{diag}(\ell^*(L,v)) \psi\).

\textbf{Proof.} We first show the result for \(\psi = \phi_v\). For this, note that for all \(j \in L\)
\[
(C \psi)(j) = \frac{1}{\sqrt{|L|}} \sum_{i \in L} \ell(i \wedge j, v) = \psi(j) \sum_{i \in L} \sum_{e \in [i \wedge j, v]} \ell(e),
\]
yet we have the logical equivalence:
\[
\forall i,j \in L \ \forall v \in I, e \in [i \wedge j, v] \iff i \in L(e) \text{ and } e \in [j,v]. \tag{2}
\]

Hence, \(\ell(e)\) occurs \(|L(e)|\) times in the previous double-sum, and
\[
(C \psi)(j) = \psi(j) \sum_{e \in [j,v]} |L(e)| \ell(e) = \psi(j) \ell^* (j,v),
\]
which is precisely the \(j\)-th entry of the vector \(\text{diag}(\ell^*(L,v)) \psi\).

Next, we consider \(\psi = \phi_{v,n}\), for a \(v \in I \setminus \{v\}\) and \(1 \leq n < k\). Then, for each \(j \in L\), we have the following cases:
We now leverage the insights from the previous section to obtain a lower bound on the sparsification of the covariance matrix of a \( k \)-regular tree. Of course, there is no reason why such interactions should occur often enough to meaningfully sparsify the matrix. As detailed next, however, a minimum level of sparsification is guaranteed by the tree’s size and internal path length.

Definition 3 (Haar-like matrix of a \( k \)-regular tree). The Haar-like matrix of \( T \) is the square matrix \( \Phi \) whose columns are the wavelets associated with the tree; that is, its rows are indexed by \( L \) and its columns by the wavelets.

Let \( \psi_u, \psi_v \) be wavelets associated with interior nodes \( u, v \in I \), respectively. We have as a direct consequence of Theorem 2 that

\[
(\Phi^T \Phi)(\psi_u, \psi_v) = \psi_u \text{diag}(\ell^*(L, v)) \psi_v.
\]

But note that the support of \( \text{diag}(\ell^*(L, v)) \psi_v \) is contained in the support of \( \psi_v \); therefore, the entry associated with row \( \psi_u \) and column \( \psi_v \) of \( \Phi^T \Phi \) vanish when \( \psi_u \) and \( \psi_v \) have disjoint supports. Since \( \Phi^T \Phi \) corresponds to \( C \) after changing basis to the Haar-like wavelets, (3) shows that the wavelets may be used to sparsify the covariance matrix of \( k \)-regular trees. Of course, there is no reason why such interactions should occur often enough to meaningfully sparsify the matrix. As detailed next, however, a minimum level of sparsification is guaranteed by the tree’s size and internal path length.

We emphasize that the following result is a conservative bound on the number of vanished entries under the Haar-like basis. In practice, it is not uncommon to see better sparsification; however, we have found in all cases that the overwhelming majority of sparsification arises from the interactions considered in the following theorem. We discuss this topic further in Section 4.
Theorem 4. Let \( \Phi \) and \( C \) denote the Haar-like matrix and (phylogenetic) covariance matrix of a \( k \)-regular tree \( T \), respectively. If \( \zeta \) is the fraction of vanishing entries of \( \Phi' C \Phi \) then
\[
(1 - \zeta) \leq (k - 1)^2 \frac{1}{|I|} + 2(k - 1)^2 \frac{\text{IPL}(T)}{|I|^2}.
\]

Proof. Note that \( C \) has dimensions \(|L| \times |L|\) because \( T \) has as many Haar-like wavelets as leaves. Observe if \( u, v \in I \) and \( \psi_u, \psi_v \) are any of their corresponding wavelets, identity (3) implies
\[
(\Phi' \Phi)(\psi_u, \psi_v) = \sum_{i \in L(u) \cap L(v)} \psi_u(i) \ell'(i, v) \psi_v(i).
\]
As \( (\Phi' \Phi)(\psi_u, \psi_v) = 0 \) when \( L(u) \cap L(v) = \emptyset \), then \( \zeta \) obeys:
\[
(1 - \zeta) \leq \frac{(k - 1)^2}{|I|^2} \left| \left\{ (u, v) \in I \times I ; \; L(u) \cap L(v) \neq \emptyset \right\} \right|.
\]
Notice, however, that \( L(u) \cap L(v) \neq \emptyset \) only if \( u \) descends from \( v \) (or vice versa) \([14]\). Hence, accounting for pairs of the form \((u, u)\) and, when \( u \neq v \), \((u, v)\) and \((v, u)\), we obtain that
\[
(1 - \zeta) \leq \frac{(k - 1)^2}{|I|^2} \left| I + 2 \sum_{u \in I} (|\hat{T}(u)| - 1) \right| \leq \frac{(k - 1)^2}{|I|^2} \left( 2 \sum_{u \in I} |\hat{T}(u)| - |I| \right).
\]
Now, notice \( \sum_{u \in I} |\hat{T}(u)| = \sum_{u \in I} \sum_{v \in I} |v \in T(u)| \); that is, each node is counted once for each of its ancestors, or
\[
\sum_{u \in I} |\hat{T}(u)| = \sum_{u \in I} (1 + \text{depth}(v)) = |I| + \text{IPL}(T).
\]
Hence, we further obtain that
\[
(1 - \zeta) \leq \frac{(k - 1)^2}{|I|^2} \left( |I| + 2 \text{IPL}(T) \right).
\]
As mentioned in Section 2, \(|L| = 1 + (k - 1)(|I| - 1)\). Hence \(|L| \geq |I|\); otherwise, \(|I| < 1\), which is not possible because \( k \geq 2 \) and \( \circ \in I \). The theorem is now a direct consequence of the above inequality.

Corollary 5. If \( \text{IPL}(T) \ll |I|^2 \) as \(|T| \to \infty\), then \( \zeta = 1 - o(1) \).

Example 6 (Perfect \( k \)-Regular Trees). These are \( k \)-regular trees in which every leaf has the same depth. Let \( T \) be one such tree with height \((h + 1)\). At each depth \( j \geq 1 \), there are \( k^{j-1} \) nodes. So
\[
|I| = 1 + \sum_{j=1}^{h} k^{j-1} = \frac{k + k^h - 2}{k - 1}, \quad \text{and} \quad \text{IPL}(T) = \sum_{j=1}^{h} j k^{j-1} = \frac{h k^{h+1} - (h + 1) k^h + 1}{(k - 1)^2},
\]
and we find that
\[
\frac{\text{IPL}(T)}{|I|^2} = \frac{h k^{h+1} - (h + 1) k^h + 1}{(k + k^h - 2)^2} \sim \frac{h}{k^{h-1}}.
\]
Hence \( \text{IPL}(T) = o(|I|^2) \), as \( h \to \infty \), and Corollary 5 implies that the Haar-like basis asymptotically diagonalizes the covariance matrix of perfect \( k \)-regular trees as their height tends to infinity.
Example 7 (k-Regular Caterpillar Trees). These are k-regular trees in which the parent of every leaf is a node in a central path graph. Let $T$ be a $k$-regular caterpillar tree of height $(h + 1)$ so that its central path has length $h$. Since there is only one node at depth 1, and at each depth $2 \leq j \leq h$, there are $(k - 1)$ leaves and one interior node, we have

$$|I| = 2 + h, \text{ and } \text{IPL}(T) = \sum_{j=1}^{h} j = \frac{h(h + 1)}{2}.$$ 

So

$$\frac{\text{IPL}(T)}{|I|^2} = \frac{h(h + 1)}{2(h + 2)^2} \sim \frac{1}{2} \quad \text{as } h \to \infty,$$

and the lower-bound for $\zeta$ in Theorem 4 is trivial (in fact, strictly negative), and we cannot guarantee that the covariance matrix associated with $T$ is sparsified to a significant degree as $|T| \to \infty$.

The last example shows that covariance matrices of some $k$-regular trees do not meet the criterion for significant sparsification given by Theorem 4; moreover, the tree in Example 6 is exceptionally constrained. So, the question remains whether trees meeting the sparsification criterion are at all common. To this end, we note that the guarantee provided by Theorem 4 is solely based on the tree’s topology; i.e., the edge lengths are irrelevant. Therefore, we may investigate our remaining question by considering random $k$-regular trees irrespective of their edge lengths.

### 3.1 Interlude on Hypergeometric Functions

For a concise introduction to hypergeometric functions, see [1, 23].

A hypergeometric function is one whose power series is hypergeometric; that is, its ratio of consecutive coefficients indexed by $n$ is a rational function of $n$. In particular, a power series $\sum_{n=0}^{\infty} f_n z^n$ is hypergeometric when there are constants $a_1, \ldots, a_p, b_1, \ldots, b_q$, for some integers $(q + 1) \geq p \geq 1$, such that

$$\frac{f_{n+1}}{f_n} = \frac{1}{n+1} \cdot \frac{(n + a_1) \cdots (n + a_p)}{(n + b_1) \cdots (n + b_q)}.$$  

(The constraints on $p$ and $q$ assume that the series coefficients are not eventually zero nor undefined due to division by zero.) Accordingly, the coefficients $f_n$ may be written in terms of the Pochhammer symbol (defined such that $(c)_0 := 1$ and $(c)_n := \prod_{i=0}^{n-1} (c + i)$ for each integer $n \geq 1$) as

$$f_n = \frac{1}{n!} \cdot \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n}, \text{ for all } n \geq 0.$$  

The above hypergeometric function is denoted $\text{}_pF_q(a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z)$. A hypergeometric function of this form is said to be $s$-balanced if

$$\sum_{j=1}^{q} b_j - \sum_{j=1}^{p} a_j = s,$$

and if $s > 0$, the power series converges at $z = 1$ [8].

The following result will be crucial to identifying dominant singularities of the generating function enumerating internal path length of $k$-regular trees, as well as addressing their uniqueness in the closure of the disk of convergence. In stating this result, we use the following notation for the remainder of Section 3:
\[ p(t) := t(1-t)^{k-1}, \text{ for all } t \in \mathbb{C}. \]

and

\[ z_k := p \left( \frac{1}{k} \right) = \frac{(k-1)^{k-1}}{k^k}. \]

**Proposition 8** (Reformulation of [23, Identity (25)]). If \( k \geq 2 \) then the hypergeometric function \( {}_{k-1}F_{k-2} \left( \frac{1}{k}, \ldots, \frac{k-1}{k}; \frac{k-2}{k-1}, \frac{k}{k-1}; \frac{z}{z_k} \right) \) is analytic in the disc \( |z| < z_k \) and continuous in \( |z| \leq z_k \). Furthermore,

\[
{}_{k-1}F_{k-2} \left[ \frac{1}{k}, \ldots, \frac{k-1}{k}; \frac{k-2}{k-1}, \frac{k}{k-1}; \frac{p(t)}{p \left( \frac{1}{k} \right)} \right] = \frac{1}{1-t}, \text{ for all } 0 \leq t \leq \frac{1}{k}.
\]

**Proof.** We attribute some of the ideas in this proof to I. Gessel [12].

Consider the functional equation

\[ F(z) = 1 + z \{ F(z) \}^k, \]

with \( F \) analytic in an open neighborhood of \( z = 0 \). The Lagrange Inversion Theorem implies that (4) has a unique analytic solution in some open neighborhood of \( z = 0 \), with coefficients given by:

\[
[z^n] F(z) = \frac{1}{(k-1)n+1} \binom{kn}{n}, \quad (5)
\]

Therefore

\[
\lim_{n \to \infty} \frac{[z^{n+1}] F(z)}{[z^n] F(z)} = \frac{k^k |z|}{(k-1)^{k-1}},
\]

implying that \( F(z) \) has radius of convergence \( z_k \) and, due to the Vivanti-Pringsheim Theorem [16, Theorem 5.7.1], \( z_k \) is a singular point of \( F \).

On the other hand, the ratio of consecutive terms in \( F(z) \) is

\[
\frac{z^{n+1}}{z^n} \frac{[z^{n+1}] F(z)}{[z^n] F(z)} = \frac{(n+\frac{1}{k}) \cdots (n+\frac{k-1}{k})}{(n+\frac{2}{k-1}) \cdots (n+\frac{k-2}{k-1})} \cdot \frac{z}{z_k} \cdot \frac{1}{n+1},
\]

which reveals

\[
F(z) = {}_{k-1}F_{k-2} \left[ \frac{1}{k}, \ldots, \frac{k-1}{k}; \frac{k-2}{k-1}, \frac{k}{k-1}; \frac{z}{z_k} \right], \quad (6)
\]

is the only analytic solution of (4) in the disk \( |z| < z_k \). Moreover, since the balance of this hypergeometric function is

\[
s = \left( \sum_{j=2}^{k-2} \frac{j}{k-1} \right) + \frac{k}{k-1} - \sum_{j=1}^{k-1} \frac{j}{k} = \frac{1}{2} > 0,
\]

it follows from [8] that the series of \( F(z) \) converges at \( z = z_k \). Since \( F \) has non-negative coefficients, the series is absolutely convergent for all \( |z| \leq z_k \), implying that \( F \) is analytic for \( |z| < z_k \) and continuous for \( |z| \leq z_k \).
To complete the proof, notice that $F(z) > 0$ for all $0 \leq z \leq z_k$. From the functional equation (4) we have that

\[ z = \left(1 - \frac{1}{F(z)}\right) \left(\frac{1}{F(z)}\right)^{k-1} = p\left(\frac{F(z) - 1}{F(z)}\right), \quad \text{for all } 0 \leq z \leq z_k, \]

but $p'(t) \geq 0$ for all $0 \leq t \leq k^{-1}$, with equality only at $t = k^{-1}$, and $p(k^{-1}) = z_k$. Therefore,

\[ p^{-1}(t) = \frac{F(t) - 1}{F(t)}, \quad \text{i.e., } F(t) = \frac{1}{1 - p^{-1}(t)}, \quad \text{for all } t \in \left[0, \frac{1}{k}\right], \]

or, equivalently,

\[ F(p(t)) = \frac{1}{1 - t}, \quad \text{for all } t \in \left[0, \frac{1}{k}\right], \]

which finalizes the proof. \hfill \Box

**Remark 9.** The sequence in (5) belongs to the class of Fuss-Catalan numbers. They are cataloged in the OEIS as $A000108$ $(k = 2)$, $A001764$ $(k = 3)$, $A002293$ $(k = 4)$, and so forth.

### 3.2 Expectation and Variance of Internal Path Length

Corollary 5 establishes that a sufficient condition for the Haar-like basis of a $k$-regular tree to diagonalize its (phylogenetic) covariance matrix asymptotically, as the tree grows, is that its internal path length becomes negligible compared to the square of the number of its interior points. To assess the prevalence and extent of trees meeting this criterion, we need asymptotic estimates for the mean and variance of large, uniformly at random, $k$-regular trees, which is precisely what our next result addresses. We emphasize that related results exist in the literature – see [9, Proposition VII.3], [19, Theorem 3.1], and [7, Theorem 2.19]. Our new contribution is the derivation of leading asymptotic estimates – with explicit multiplicative constants – in terms of $k$.

**Theorem 10.** For a uniformly at random $k$-regular tree $T$ with $|I|$ internal nodes, the expectation and variance of its internal path length satisfy the asymptotic estimates

\[ E[IPL(T)] = \sqrt{\frac{\pi k |I|^3}{2(k-1)}} \left(1 + O(|I|^{-1/2})\right), \quad (7) \]

and

\[ V[IPL(T)] = \frac{k}{2(k-1)} \left(\frac{10}{3} - \pi\right)|I|^3 \left(1 + O(|I|^{-1/2})\right). \quad (8) \]

**Proof (Sketch).** Given that the asymptotic formulas in the Theorem agree with those in [14] for $k = 2$, we assume henceforth that $k \geq 3$.

Let $Q(z, u)$ be the generating function for the class of $k$-regular trees, where the variable $z$ marks the number of internal nodes and $u$ the internal path length of a tree. We find using the methods of [9, Section III] that $Q(z, u)$ obeys the functional equation

\[ Q(z, u) = G(z, Q(zu, u)), \quad \text{where } G(z, w) := 1 + z w^k. \quad (9) \]
For brevity, define $Q(z) := Q(z, 1)$, $Q_u(z) := \frac{\partial Q}{\partial u}(z, 1)$, and $Q_{uu}(z) := \frac{\partial^2 Q}{\partial u^2}(z, 1)$. In particular:

\[ E[IPL(T)] = \frac{[z^n]Q_u(z)}{[z^n]Q(z)}; \]
\[ V[IPL(T)] = \frac{[z^n]Q_{uu}(z)}{[z^n]Q(z)} + \frac{[z^n]Q_u(z)}{[z^n]Q(z)} - \left( \frac{[z^n]Q_u(z)}{[z^n]Q(z)} \right)^2. \]

The asymptotic formulas in (7)-(8) follow from a detailed asymptotic analysis of the numerators and denominators above. To this effect, we first note from (9) that

\[ Q(z) = 1 + z\{Q(z)\}^k. \]

In particular, the proof of Proposition 8 implies that $Q(z)$ is hypergeometric. Namely:

\[ Q(z) = k^{-1}P_{k-2}\left[ \frac{1}{k-1} \cdots \frac{k-1}{k} \frac{k}{k-1} \ldots \frac{k}{k-2} \right] \]

for all $|z| \leq z_k$.

Moreover, since $z_k = p(k^{-1})$, the following result is immediate from Proposition 8.

**Corollary 11.** If $k \geq 3$ then $Q(z_k) = k^{-1}P_{k-1}$; in particular, $k z_k \{Q(z)\}^{k^{-1}} = 1$.

We next show that $Q(z)$ fits the “smooth implicit function schema” [9], and determine the asymptotic order of the denominator in (10).

**Lemma 12.** $z_k$ is the only singularity of $Q(z)$ on the disk $|z| \leq z_k$ and, locally around $z_k$, $Q(z)$ admits the representation

\[ Q(z) = 1 + g(z) - h(z) \cdot \sqrt{1 - \frac{z}{z_k}}, \]

for functions $g(z)$ and $h(z)$ analytic near $z_k$. Furthermore

\[ [z^n]Q(z) = \sqrt{\frac{k}{2\pi n^{1/(k-1)}k} z_k^{-n}(1 + O(n^{-1}))}. \]

As seen in Figure 2, the asymptotic formula in (13) is highly accurate even for small values of $n$ when $k = 3, 4$.

**Proof.** Define $P(z) := Q(z) - 1$. $P(0) = 0$ and $P(z) = F(z, P(z))$, where $F(z, P) := z(1 + P)^k$. Note that $F(0, P) = 0$ and $F$ has only non-negative Taylor coefficients around $(0, 0)$. Moreover, due to Corollary 11, $P(z_k) = \frac{1}{k-1}$, hence

\[ F(z_k, P(z_k)) = \frac{1}{k-1}; \quad F_z(z_k, P(z_k)) = \frac{k^k}{(k-1)^2}, \neq 0; \]
\[ F_p(z_k, P(z_k)) = 1; \quad F_{pp}(z_k, P(z_k)) = \frac{(k-1)^2 k}{k} \neq 0. \]

In particular, $F(z_k, P(z_k)) = P(z_k)$ and, since $[z^n]P(z) > 0$ for all $n \geq 1$, [7, Theorem 2.19] implies that that $z_k$ is the only singularity of $P(z)$ and hence of $Q(z)$ in the disk $|z| \leq z_k$. Furthermore, it admits the singular expansion

\[ P(z) = g(z) - h(z) \cdot \sqrt{1 - \frac{z}{z_k}}. \]
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Figure 2: Plots of the first ten coefficients of the counting sequence associated with $Q(z)$, for $k = 3$ (left) and $k = 8$ (right), computed both by the exact formula and according to the asymptotic estimate in (13).

where $g(z)$ and $h(z)$ are analytic in an open neighborhood of $z_k$, and

$$[z^n] P(z) = \frac{z_k^n}{2\pi F_{pp}(z_k, P(z_k))} \left( 1 + O(n^{-1}) \right),$$

from which the lemma follows.

We now address the asymptotic behavior of the numerators in (10)-(11). For this, note that by implicit differentiation in (12), we find that

$$Q_u(z) = \frac{k z^2 (Q(z))^{2k-1}}{(1 - k z (Q(z))^{k-1})^2},$$

$$Q_{uu}(z) = \frac{k(z(7k-1)z^3(Q(z))^{3k-2}}{(1 - k z (Q(z))^{k-1})^3}
+ \frac{k^2(7k-1)z^4(Q(z))^{4k-3}}{(1 - k z (Q(z))^{k-1})^4} + \frac{5k^3(k-1)z^5(Q(z))^{5k-4}}{(1 - k z (Q(z))^{k-1})^5}.$$ (15)

(For details about these derivations refer to Appendix A of [22].) Our next result implies that $z_k$ is the only singularity of the above partial derivatives in the disk $|z| \leq z_k$.

Lemma 13. The equation $k z (Q(z))^{k-1} = 1$, with $|z| \leq z_k$, has only $z_k$ as a solution.

Proof. Per Corollary 11, we know that $z_k$ solves the equation $k z (Q(z))^{k-1} = 1$. On the other hand, because $Q(z)$ has non-negative coefficients, $|k z (Q(z))^{k-1}| < k z_k (Q(z_k))^{k-1} = 1$ for $|z| < z_k$; in particular, any solution to the equation must lie on the circle $|z| = z_k$. But, if $|z| = z_k$ and $z \neq z_k$ then $|Q(z)| < Q(|z|) = Q(z_k)$ because $Q$ has all powers of $z$ with strictly positive coefficients. Hence, $|k z (Q(z))^{k-1}| = k z_k |Q(z)|^{k-1} < k z_k (Q(z_k))^{k-1} = 1$, which completes the proof of the lemma.

Notice that the generating functions in (14)-(15) share a common form, which as we see next may be exploited to yield a general asymptotic expansion of their coefficients.
Lemma 14. If \( f : \mathbb{C} \to \mathbb{C} \) is an entire analytic function such that \( f(z_k) \neq 0 \), and \( a \geq 0 \) and \( b \geq 1 \) are integers, then the function

\[
[z^n] \frac{f(z)(Q(z))^a}{(1-kz(Q(z)))^{k-1}b} = \frac{f(z_k)}{2^{b/2} \Gamma(b/2)} \left( \frac{k}{k-1} \right)^{a+b/2} n^{(b-2)/2} z_{k}^{-n} \left( 1 + O \left( n^{-1/2} \right) \right).
\]

Proof (Sketch). For further details, refer to the proof of [22, Lemma 3.2.5].

Define

\[
P(z) := \frac{A(z)}{(1 - B(z))^b},
\]

where \( A(z) := f(z)(Q(z))^a \) and \( B(z) := kz(Q(z))^{k-1} \). By Lemma 12, we can write

\[
Q(z) = g(z) - h(z) \sqrt{1 - \frac{z}{z_k}},
\]

where \( g(z) \) and \( h(z) \) are analytic in an open neighborhood of \( z_k \). In particular, locally around \( z_k \), we have that

\[
f(z) = f_0 + O \left( 1 - \frac{z}{z_k} \right); \quad g(z) = g_0 + O \left( 1 - \frac{z}{z_k} \right); \quad \text{and} \quad h(z) = h_0 + O \left( 1 - \frac{z}{z_k} \right);
\]

where \( f_0, g_0, \) and \( h_0 \) are \( f(z_k) \), \( g(z_k) \), and \( h(z_k) \), respectively.

To determine an asymptotic formula for the coefficients of \( P(z) \), we first seek singular expansions for its numerator and denominator. For this, observe that locally around \( z_k \):

\[
A(z) = \alpha_0 + O \left( \sqrt{1 - \frac{z}{z_k}} \right); \quad \quad B(z) = \beta_0 - \beta_1 \sqrt{1 - \frac{z}{z_k}} + O \left( 1 - \frac{z}{z_k} \right);
\]

where \( \alpha_0 := f_0 g_0^k, \beta_0 := k z_k g_0^{k-1}, \) and \( \beta_1 := k(k-1) z_k g_0^{k-2} h_0 \). But we know from Lemma 13 that \( B(z_k) = 1 \); in particular, \( \beta_0 = 1 \), and as a result

\[
P(z) = \frac{f_0 g_0^k}{\{k(k-1) z_k g_0^{k-2} h_0\}^b} \left( 1 - \frac{z}{z_k} \right)^{-b/2} \left( 1 + O \left( \sqrt{1 - \frac{z}{z_k}} \right) \right).
\]

Finally, note that \( g_0 = Q(z_k) \), hence \( g_0 = \frac{k}{k-1} \) due to Corollary 11. On the other hand, due to Lemma 12, \( h_0 = \frac{1}{k-1} \sqrt{2 \kappa / k-1} \). Therefore

\[
P(z) = \frac{f(z_k)}{2^{b/2} \cdot \left( \frac{k}{k-1} \right)^{a+b/2}} \left( 1 - \frac{z}{z_k} \right)^{-b/2} \left( 1 + O \left( \sqrt{1 - \frac{z}{z_k}} \right) \right),
\]

and the lemma follows from [9, Theorem VI.4].

Finally, by applying Lemma 13 to each of the terms in (14)-(15), we obtain that

\[
[z^n] Q_n(z,1) = \frac{k}{2(k-1)^2} \cdot z_k^n \left( 1 + O(n^{-1/2}) \right);
\]

\[
[z^n] Q_{nn}(z) = \frac{5k}{6(k-1)^2} \sqrt{\frac{2kn^3}{\pi(k-1)}} \cdot z_k^n \left( 1 + O(n^{-1/2}) \right);
\]

from which the asymptotic formulas for the expected value and variance of the internal path length of a uniformly at random \( k \)-regular tree in Theorem 10 follow.
4.14 Sparsification of Phylogenetic Covariance Matrices of $k$-Regular Trees

Figure 3 (a) Heat-map visualization of a dense covariance matrix $C$, and (b) sparsity pattern of $\Phi'C\Phi$ for a 3-regular tree with 200,001 leaves. The dense matrix has over 40 billion non-zero entries. The sparse matrix, on the other hand, has only about 0.03% as many non-zero entries. The heatmap of the dense matrix was produced downsampling the sparse representation by a factor of 1000, prior to undoing the change-of-basis.

3.3 Sparsification of Large, Random, $k$-Regular Covariance Matrices

So far, we have seen that the Haar-like wavelets can partially sparsify the (phylogenetic) covariance matrix of a $k$-regular tree by changing the basis, obtaining a lower bound on the proportion of vanishing entries under the basis change. A remaining challenge is determining whether trees meeting the criteria for a high degree of sparsification are common. In this section, we find that such trees are, in fact, abundant and that large random $k$-regular trees are highly sparsified by the Haar-like wavelets with overwhelmingly high probability.

▶ Corollary 15. Let $k \geq 2$ and $T$ be a uniformly at random $k$-regular tree with $|I|$ internal nodes, and $C$ its covariance matrix. If $\Phi$ is the Haar-like matrix associate with $T$, and $\zeta$ the fraction of vanishing entries in $\Phi'C\Phi$, then $\zeta \to 1$ in probability, as $|I| \to \infty$.

Proof. The argument mirrors the one for [14, Corollary 3.8].

Let $\mu$ and $\sigma^2$ denote the expectation and variance of the internal path length of $T$, respectively. Cantelli’s inequality states that $\Pr(\operatorname{IPL}(T) > \mu + t\sigma) \leq (1 + t^2)^{-1}$, for all $t > 0$. But, from Theorem 10, we know that $\mu + t\sigma = \Omega(t|I|^{3/2})$; that is, there is a constant $c > 0$ such that $\Pr(\operatorname{IPL}(T) > ct|I|^{3/2}) \leq (1 + t^2)^{-1}$, or equivalently

$$\Pr\left(\frac{\operatorname{IPL}(T)}{|I|^2} \leq \frac{ct}{\sqrt{|I|}}\right) \geq \frac{t^2}{1 + t^2}, \text{ for all } t > 0.$$ 

The result follows by choosing $t \to \infty$ so that $t = o(\sqrt{|I|})$.

4 Discussion

Phylogenetic covariance matrices are often large and dense to the point of being computationally unmanageable; however, we have demonstrated that expressing them in the Haar-like basis can significantly sparsify them. In particular, we have shown that the covariance matrix of a random $k$-regular tree will be highly sparsified with overwhelmingly high probability as
the size of the tree tends to infinity. In this section, we illustrate the process of sparsifying a large phylogenetic covariance matrix and discuss some of the practical considerations of the method.

Consider Figure 3, which illustrates the application of the Haar-like wavelet transform on a random 3-regular tree with 200,001 leaves. The tree was generated by simulating a Galton-Watson process until a desired population size (i.e., number of leaves) was reached. We find that, although the original, dense matrix contains over 40 billion non-zero entries, the resulting sparse matrix contains a comparatively meager 11.3 million; that is, over 99.97% of the entries in the original matrix were zeroed by the transform. Importantly, because $\Phi'C\Phi$ and $C$ are similar matrices, we can quickly calculate the spectrum of $C$ from its sparse representation, illustrated in Figure 4. While this random tree model may not precisely induce actual phylogenetic trees [2–4], we emphasize that the sparsification observed results in an overwhelming part from the tree’s topology, irrespective of its edge lengths (which effectively store covariances). Hence, the simulated data gives reasonable insight into the performance of this technique in general.

As already mentioned, the degree of sparsification guaranteed by Theorem 4 is conservative. For one, it does not account for the fact that the Haar-like wavelets are orthonormal, which would suggest that at least some entries associated with two wavelets $\psi_u$ and $\psi_v$, where $u$ is an ancestor of $v$, vanish. In fact, if a $k$-regular tree is trace balanced [14] (that is, for all $v \in I$ and $i, j \in L(v)$, $\ell^*(i, v) = \ell^*(j, v)$), Theorem 2 implies that the Haar-like wavelets fully diagonalize its covariance matrix. As a result, we often see a better degree of sparsification than what is guaranteed by Theorem 4.

Our analysis shows that the technique of sparsifying dense phylogenetic covariance matrices by a change-of-basis with the Haar-like wavelets extends to the broader class of $k$-regular trees. While further work is required to verify the exact performance of this method on random $k$-ary trees (i.e., ones for which each interior node contains at most $k$ children), well-known properties of generating functions enumerating simple varieties of trees suggest that such a generalization is possible by the methods employed here. Comparison with $k$-regular trees indicates sparsification for what one may call “almost” $k$-regular trees (i.e., $k$-ary trees which are $k$-regular except at a relatively small number of internal nodes); however, initial investigation suggests that the worst-case $k$-ary tree might result in poor sparsification.
To conclude, it is worth noting that the $k$-regular and $k$-ary trees belong to the class of “simply generated trees” [17], a generalization which may prove helpful for further expanding our methodology. Exploring this avenue of research could grant access to new datasets characterized by more intricate yet richer hierarchical structures.
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1 Introduction

Counting the number of distinct items in a data stream is a classic computational challenge with many applications. As an example, consider the stream of strings taken from a web log shown in the left column of Table 1 (we will use 1 million strings from this log of which $N = 368,217$ are distinct values as a running example in this paper). There is no bound on the length of the stream, but maintaining an estimate of the number of different strings is useful for many purposes.
One classic application is in computer networks. The ability to estimate the number of different visitors of a website is certainly of interest, and can be critical in maintaining the integrity of the site. For example, a significant drop in the percentage of distinct visitors in a given time period might be an indication that the site is under a denial-of-service attack.

Another classic application is found in database systems, where estimating the number of different strings having each attribute is a critical piece of knowledge in implementing certain common database operations. In this case, the length of the streams is available, but may be very large, and a rough estimate suffices, so using a streaming algorithm is appropriate.

Elementary algorithms for solving the problem are standard in introductory computer science classes. Perhaps the simplest is to use a hash table, but that requires saving all the items in memory, which is far too high a cost to be useful in typical applications. In fact, any method for computing an exact count must save all the items in memory (trivial proof: any item not saved might or might not be distinct from all the others, and that fact cannot be known until the last item is seen).

Accordingly, we focus on estimating the count. In typical applications, exact counts are actually not needed – the estimates are being used to make relative decisions that do not require full accuracy.

Since the seminal research by Flajolet and Martin in the 1980s [5][6] it has been known that we actually can get by with a surprisingly small amount of memory. The practical cardinality estimation problem is to estimate the number of distinct items in a data stream under the following constraints:

- Each item is examined only once.
- The time to process each item is a very small constant multiple of the size of the item.
- The amount of memory used is very small, no matter how large the stream.
- The estimate is expected to be within a small percentage of the real count.

A solution to this problem typically is defined by an implementation that makes clear its time and space requirements and an analysis that provides a precise characterization of how the estimate compares to the actual value.

For many years, the state of the art in solving the practical cardinality estimation problem has been HyperLogLog, the last in the series of algorithms developed by Flajolet and colleagues from the 1980s through the 2000s [4][7][9][14]. HyperLogLog is based on four main ideas: Hashing is used to convert each item in the stream into a fixed-length binary number; the position of the rightmost zero is computed, taking the maximum value found as an estimate of the binary logarithm of the count; a technique known as stochastic averaging splits the stream into \( M \) independent substreams so that an average of experimental results can be computed; and the harmonic mean is used to properly handle outlying values. One reason HyperLogLog is so widely used is that precise analysis of the bias in the estimate provides the basis for formulating hypotheses about how the algorithm will perform in practical situations, and the results of experiments that validate the hypotheses are presented. The analysis exposes a space-accuracy tradeoff, allowing practitioners to choose with confidence the amount of memory needed to achieve a given accuracy or the accuracy achieved for a given amount of memory use: For a stream with \( N \) distinct values and using \( M \) substreams, HyperLogLog uses \( M \lg \lg N \) bits and typically produces an estimate with a relative standard error of \( \frac{c}{\sqrt{M}} \) where \( c \approx 1.04 \).

A series of theory papers have proven that \( O(M) \) bits are necessary and sufficient to achieve estimates with asymptotic accuracy on the same order as HyperLogLog, an important and significant accomplishment [1][10][11]. However, these papers lack implementations, likely because the implied constants in the proofs are much too large for the methods to be
Table 1 Computing a sketch for $\text{HyperBitT}$ (with $M = 8$ and $T = 1$).

<table>
<thead>
<tr>
<th>$s$</th>
<th>$x$</th>
<th>$k$</th>
<th>$r(x)$</th>
<th>sketch[]</th>
</tr>
</thead>
<tbody>
<tr>
<td>81.95.186.98.freenet.com.ua</td>
<td>111...1111101110111011011100011101011</td>
<td>7</td>
<td>2</td>
<td>00000001</td>
</tr>
<tr>
<td>lsanca.dsl-w.verizon.net</td>
<td>011...10101000100011111110100000000</td>
<td>3</td>
<td>0</td>
<td>00000001</td>
</tr>
<tr>
<td>117.222.48.163</td>
<td>110...01110011000001110111011011</td>
<td>6</td>
<td>1</td>
<td>00000001</td>
</tr>
<tr>
<td>1.23.193.58</td>
<td>100...01001010100001110110100011</td>
<td>4</td>
<td>2</td>
<td>00001001</td>
</tr>
<tr>
<td>188.134.45.71</td>
<td>101...01011110001011010001100110</td>
<td>5</td>
<td>1</td>
<td>00001001</td>
</tr>
<tr>
<td>gsearch.CS.Princeton.EDU</td>
<td>010...1010011101101100110001000100</td>
<td>2</td>
<td>0</td>
<td>00001001</td>
</tr>
<tr>
<td>81.95.186.98.freenet.com.ua</td>
<td>011...1011100011100001111001100000</td>
<td>3</td>
<td>0</td>
<td>00001001</td>
</tr>
<tr>
<td>81.95.186.98.freenet.com.ua</td>
<td>111...1111011110111011101101011</td>
<td>7</td>
<td>2</td>
<td>00001001</td>
</tr>
<tr>
<td>1.23.193.58</td>
<td>000...01001110011110110011001111</td>
<td>0</td>
<td>3</td>
<td>10001001</td>
</tr>
<tr>
<td>lnse3.cht.bigpond.net.au</td>
<td>111...01100110011011100101110110</td>
<td>7</td>
<td>0</td>
<td>10001001</td>
</tr>
<tr>
<td>117.211.88.36</td>
<td>000...0010001010001001000100101101</td>
<td>0</td>
<td>0</td>
<td>10001001</td>
</tr>
<tr>
<td>1.23.193.58</td>
<td>000...01001110011110110011001111</td>
<td>0</td>
<td>3</td>
<td>10001001</td>
</tr>
<tr>
<td>lsanca.dsl-w.verizon.net</td>
<td>011...1010100010001111111011000000</td>
<td>3</td>
<td>0</td>
<td>10001001</td>
</tr>
<tr>
<td>81.95.186.98.freenet.com.ua</td>
<td>111...1111011110111011101101011</td>
<td>7</td>
<td>2</td>
<td>10001001</td>
</tr>
<tr>
<td>gsearch.seas.upenn.edu</td>
<td>000...1000100011011011001000100000</td>
<td>0</td>
<td>0</td>
<td>10001001</td>
</tr>
<tr>
<td>109.108.229.102</td>
<td>010...101011110101101101101111</td>
<td>2</td>
<td>5</td>
<td>10101001</td>
</tr>
<tr>
<td>msnbot.search.msn.com</td>
<td>001...10011011111001001101101011</td>
<td>1</td>
<td>0</td>
<td>10101001</td>
</tr>
</tbody>
</table>

Viable in practice. The theory literature also makes the implicit assumption that strong assumptions on the hash functions are necessary (even to the point of dismissing algorithms like $\text{HyperLogLog}$ as illegitimate [1]). Strong hash functions add to the expense of processing each item, and the idea that using one makes any difference at all in practice is tenuous at best (see, for example, [5] for a discussion of this issue). In this paper, we focus on algorithms with the potential to be useful in practice — we use hash functions that are widely used in practice and hypothesize that any differences from the ideal are relatively insignificant. Any practical application of hashing, however perfect in theory, must assume, at least, that random bits exist, and therefore requires such a hypothesis.

$\text{HyperLogLog}$ uses $5M$ bits for $N < 2^{32}$, but much higher values are typical in modern applications. Since it is safe to assume that $N < 2^{64}$, $\text{HyperLogLog}$ demonstrates that $6M$ bits suffice for the practical cardinality estimation problem. Some improvements to $\text{HyperLogLog}$ and some interesting new approaches to the problem have been studied in recent years [16] [19] [15] [12] [17] but we are still left with the following question: can we find a practical algorithm as simple as $\text{HyperLogLog}$ with comparable accuracy that uses $cM$ bits for some constant $c$ that is significantly less than 6?

In this paper, we provide answers to this question. The algorithms we present have the same structure as $\text{HyperLogLog}$ but use much less memory — instead of recording the maximum number of trailing ones, we focus on one bit per sub-stream indicating whether a threshold has been hit. In Section 2, we use a rough estimate of the cardinality as an input parameter in order to set the threshold to be the logarithm of the estimated number of distinct items per substream. As such, the resulting algorithm is not a streaming algorithm, but it serves as a basis for the streaming algorithms in Section 3 and Section 4 that do solve the practical cardinality estimation problem, using just two bits per substream. In Section 5 we conclude by discussing how these algorithms match up against those in the literature.
Our first algorithm uses the standard technique of starting with a rough estimate of the cardinality and is therefore not properly a streaming algorithm, as no fixed estimate can remain accurate as the cardinality grows without bound. We consider this algorithm because, as we will see, it is sometimes useful in its own right, and it admits a precise analysis that we can use to develop the streaming algorithms in Section 3 and Section 4.

We start with hashing and stochastic averaging with $M$ substreams precisely as does HyperLogLog, but use just one bit per substream, as follows. Of course, we expect each substream to have about $N/M$ distinct values, and it has been known since the original work of Flajolet and Martin [5] that the maximum number of trailing 1s found among the items in a stream is a good estimator of the logarithm of the number of distinct items in the stream. (Indeed, this is the same as the length of the rightmost path in a random trie, a quantity that was studied in the 1970s.) In this spirit, we use a parameter $T$ as an estimate of $\log(N/M)$. That is, $2^T$ is an estimate of $N/M$, and $2^T M$ is an estimate of the cardinality $N$. Now, we maintain a sketch comprising an array of $M$ bits, one per substream, and set the bit corresponding to a substream to 1 when an item from that substream has more than $T$ trailing 1s. When we want to estimate the number of distinct values in the stream, it turns out that we can use a simple function of the number of 0 bits in the sketch to improve our estimate. The algorithm may produce an inaccurate result or fail completely if the rough estimate $T$ is poorly chosen, but, as we will see, it is remarkably forgiving.

### Implementation

We start with a bit array `sketch[]` with one bit per substream, initialized to all 0s. For clarity, we use a `bit[]` type to describe our algorithms – although few programming languages support an explicit `bit[]` type, the abstraction is easily implemented. For small $M$, we can use integer values; for large $M$, we can use shifting and masking on arrays of integers (see Appendix B). We typically use a power of two for convenience.

For each new item $s$ in the stream, we compute a hash value $x$ to represent it and a second hash value $k$ to identify its substream (typically, one might compute a 64-bit hash and use the leading $\lg M$ bits for $k$ and the rest for $x$). Then we compute $r(x)$, the number of trailing 1s in $x$. As described in Appendix B, this operation can be implemented with only a few machine-language instructions. If $r(x)$ is larger than $T$, we set `sketch[k]` to 1. Table 1 is a trace of the process for a small sequence of hash values with $M = 8$ and $T = 1$.

When the stream is exhausted, we compute a correction to the rough estimate of $N = 2^T M$ that takes into account some bias, as a function of the bit values in the sketch. Specifically, we are interested in the parameter $\beta$, the proportion of 0s in the sketch. As indicated by the analysis below, the appropriate correction factor is $\ln(1/\beta)$. If the sketch is small enough to fit in a computer word, computing the number of 1s in the sketch is a classic machine-language programming exercise and is actually a single instruction in many modern machine architectures. For clarity, we use the function $p(sketch)$; for large $M$ it is preferable to just increment a counter each time a sketch bit is changed from 0 to 1, as described in Appendix B. The implementation in Algorithm 1 follows immediately and is easily translated to any programming language.

If $T$ is too small or too large, the algorithm fails because the estimate cannot be reasonably corrected (when $\beta$ is close to 0 or 1, the correction factor is too large or too small to be useful). But, as we shall see, the algorithm does produce accurate results for a remarkably large range of cardinality values, and we can precisely characterize that range and the accuracy.
Algorithm 1 HyperBitT.

```java
public static int estimateHBT (Iterable<String> stream, int M, int T) {
    bit[] sketch[M];
    for (String s : stream) {
        long x = hash1(s); // 64-bit hash
        int k = hash2(s, M); // (lg M)-bit hash
        if (r(x) > T) sketch[k] = 1; // more than T trailing 1s?
    }
    double beta = 1.0 - 1.0* p(sketch)/M; // fraction of 0s in sketch
    return (int) (Math.pow(2, T)*M*Math.log(1.0/beta));
}
```

Analysis

As a basis for developing an intuition about the problem, we start with an approximate analysis for the mean value of the number of distinct values in the stream. After N distinct values have been processed from the input stream, we have seen an average of N/M distinct values in each substream. As an approximation, assume that exactly N/M values go to each substream. The probability that a given value has at least T trailing 1s is 1/2^T so the probability that a given bit in sketch[] remains 0 after N/M values are processed in its corresponding substream is given by a Poisson approximation (see for example, [18]). The number of 0s in sketch[] is a binomially distributed random variable, so this value is also (approximately) β, the expected proportion of 0s in sketch[] after N/M values have been processed. Thus, N/M ≈ 2^T ln(1/β) and the expected number of values processed is N ≈ M2^T ln(1/β). In other words, we need to correct our rough estimate of the number of values per stream by the factor ln(1/β).

A full detailed analysis provides much more information, which is critical for studying the performance of the algorithm. Specifically, we are able to approximate the distribution of the reported cardinality, which gives us the information needed to estimate how accurate it will be for given values of M.

The proof is based on the idea of Poissonization – instead of assuming that we have a fixed given number N of distinct items, we assume that the number is random with a Poisson distribution. It uses two technical lemmas from probability theory:

> **Lemma 1.** Suppose that X_n ≥ 0 are random variables and a_n, b_n, and σ^2 numbers such that, as n → ∞, we have a_n → a > 0, b_n → 0, and (X_n − a_n)/b_n → d N(0, σ^2). If f is a continuously differentiable function on (0, ∞) with f'(a) ≠ 0, then (f(X_n) − f(a_n))/b_n → d N(0, f'(a)^2σ^2).

Proof. See Appendix A.

> **Lemma 2.** Let X ∼ Binomial(n, p) and let Y ∼ Poisson(np) where n > 0 and p ∈ [0, 1]. Then the total variation distance between them d_{TV}(X, Y) is no greater than p; in other words there exists a coupling of X and Y such that P(X ≠ Y) ≤ p.

\textbf{Theorem 3.} Suppose that a stream $S$ has $N$ distinct items and that HyperBitT processes $S$ using $M$ substreams with parameter $T$ and terminates with $\beta M$ 0s left in the sketch. Then the statistic $M^2T \ln(1/\beta)$ is approximately Gaussian with mean $N$ and relative standard error $c_\beta/\sqrt{M}$ where $c_\beta = \sqrt{1/\beta - 1/\ln(1/\beta)}$. Formally,
\begin{equation}
\frac{\sqrt{M}}{c_\beta} \left( \frac{M^2T \ln(1/\beta)}{N} - 1 \right) \xrightarrow{d} N(0, 1)
\end{equation}
as $N, M, T \to \infty$ with $N = \Theta(M^2T)$.

\textbf{Proof.} Assume first that $N \sim aM^{2T}$ for some $a \in (0, \infty)$. Pretend that the distinct items in the stream arrive according to a Poisson process with rate 1. We then may consider the process at a given time $\tilde{N}$. If we keep $\tilde{N}$ fixed, then the number of distinct items seen so far is a random variable obeying a Poisson distribution Poisson$(\tilde{N})$. We let $\tilde{N} \sim N \sim aM^{2T}$.

For reference, we summarize here the notations used in this proof:

- $N \sim aM^{2T}$, the cardinality of the stream seen so far when Algorithm 1 terminates
- $a$, a positive number
- $\tilde{N} = M^2T \ln(1/\beta)$, the reported estimate of $N$
- $\tilde{N} \sim aM^{2T}$, the Poisson parameter

Our goal is to approximate the distribution of $\tilde{N}$.

We begin by finding, in the Poisson model, the distribution of $\beta M$, the number of 0s in the sketch. Since a randomly thinned Poisson process is a new Poisson process, it follows that each of the $M$ substreams is a Poisson process with rate $1/M$, and thus the number of distinct items in each of them is Poisson$(\tilde{N}/M)$. These random numbers are independent, and each item in the $k$th substream has probability $2^{-T}$ to set $\text{sketch}[k]$ to 1. It follows that if the number of such items is $Y_k$, then $Y_k$ is also Poisson, with $Y_k \sim \text{Poisson}(2^{-T} \tilde{N}/M) = \text{Poisson}(\tilde{N}/(M^2T))$. Now, let $q$ be the probability that $\text{sketch}[k]=0$ (which is the same for all $k$). Then
\begin{equation}
q = P(Y_k = 0) = \exp\left(-\frac{\tilde{N}}{M^2T}\right) \to e^{-a}.
\end{equation}

Since the numbers $Y_k$ are independent, the total number of 0s in the sketch is
\begin{equation}
\beta M \in \text{Binomial}(M, q)\text{.}
\end{equation}

with mean $Mq$ and variance $Mq(1-q)$.

As $M \to \infty$, we have the normal approximation to the binomial:
\begin{equation}
\sqrt{M}(\beta - q) = \frac{M\beta - Mq}{\sqrt{M}} \xrightarrow{d} N(0, e^{-a}(1 - e^{-a})).
\end{equation}

Now, applying Lemma 1 with the function $f(x) = \ln(1/x)$ gives
\begin{equation}
\sqrt{M}(\ln(1/\beta) - \ln(1/q)) \xrightarrow{d} N(0, e^{-a} - 1)\text{.}
\end{equation}

Consequently, since $\tilde{N} = M^2T \ln(1/\beta)$, $M^2T/\tilde{N} \to 1/a$, and $\ln(1/q) = \tilde{N}/M^{2T}$, we have
\begin{equation}
\frac{\tilde{N}}{N} = \frac{\sqrt{M}}{N} \frac{M^{2T}}{\tilde{N}} \left( \ln \frac{1}{\beta} - \ln \frac{1}{q}\right) \xrightarrow{d} N(0, a^{-2}(e^{-a} - 1))\text{.}
\end{equation}

Furthermore, (5) implies $\ln(1/\beta) - \ln(1/q) \xrightarrow{p} 0$, and thus, using (2), $\ln(1/\beta) \xrightarrow{p} a$; hence (6) implies (1) (with $\tilde{N}$ instead of $N$).
Figure 1

This plot shows the coefficient of $1/\sqrt{M}$ in the relative standard error $c_\beta = \sqrt{1/\beta - 1/\ln(1/\beta)}$ (y-coordinate) for $\beta$ (fraction of 0s in the sketch) between 0 and 1 (x-coordinate). The value of $c_\beta$ goes to infinity as $\beta$ approaches 0 or 1, but it is relatively small when $\beta$ is not close to these extremes. For example, $c_\beta < 1.5$ when $.043 < \beta < .541$, $c_\beta < 2$ when $.014 < \beta < .748$, and $c_\beta < 3$ when $.0035 < \beta < .888$.

This is the desired result for the Poisson model. To prove the result for a given number $N$ of items, we use Lemma 2. We may assume that we start by selecting all items with at least $T$ trailing 1s. Since each item is selected with probability $2^{-T}$, the number of selected items is Binomial($N,2^{-T}$). Similarly, if we consider the Poisson model with Poisson($N$) items (thus choosing $N = \tilde{N}$ above) then the number of selected items is Poisson($N2^{-T}$). By Lemma 2, we may couple the two versions such that the number of selected items agree with probability no less than $1 - 2^{-T} \rightarrow 1$. Hence, (1) for a fixed $N$ follows from the Poisson version.

We have proved that (1) holds when $N/(M2^T)$ converges to a limit in $(0, \infty)$. The more general assumption $N = \Theta(M2^T)$ implies that every subsequence has a subsubsequence such that $N/(M2^T)$ converges, and thus (1) holds for the subsubsequence. As is well known, this implies that the full sequence converges (see Section 5.7 in [8]).

To summarize, the goal of HyperBitT is to compute an estimate of $N$, the cardinality of the input stream. To do so, it takes two parameters

- $M$, the number of substreams (and the number of bits used)
- $T$, a rough estimate of $\lg(N/M)$

and, using an $M$-bit sketch, computes a value

- $\beta$, the fraction of 0s in the sketch.

Theorem 3 provides formulas for two important pieces of information, as functions of $\beta$:

- the correction factor $\ln(1/\beta)$, leading to the estimate $2^TM\ln(1/\beta)$ for $N$
- the coefficient of $1/\sqrt{M}$ in the relative standard error $c_\beta = \sqrt{1/\beta - 1/\ln(1/\beta)}$

This is the information that we need to properly choose the value of $T$. Of most interest is the fact that $c_\beta$ is relatively small and is large only when $\beta$ is close to 0 or 1 (see Figure 1). If $T$ is too small, then the sketch will be predominately 1s, and $\beta$ will be close to 0; if $T$ is too large, the sketch will be predominantly 0s and $\beta$ will be close to 1.

As an example, suppose that we take $M = 1024$ and aim to keep $c_\beta < 1.5$, which is the case when $.043 < \beta < .541$ (see Figure 1). As indicated in this table, each value of $T$ leads to an accurate answer for a rather large range of values of $N$. 
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Table 2: Since it is based on hash values, HyperBitT produces a different result every time it is run. The following table shows the result of five consecutive runs of HyperBitT for our sample web log with these parameter values. The last line compares the estimated cardinality with the actual value 368,217. Since our estimate of the standard error is conservative ($c_\beta$ is usually smaller than 1.5), four of the five runs produced estimates well within the desired 5%. Since the distribution is Gaussian, the outlier in the first experiment is not unexpected.

<table>
<thead>
<tr>
<th># of 0s in sketch[]</th>
<th>$M_\beta$</th>
<th>228</th>
<th>253</th>
<th>257</th>
<th>261</th>
<th>265</th>
</tr>
</thead>
<tbody>
<tr>
<td>estimated cardinality</td>
<td>$2^T M \ln(1/\beta)$</td>
<td>393,773</td>
<td>366,498</td>
<td>362,386</td>
<td>358,338</td>
<td>354,351</td>
</tr>
<tr>
<td>estimated relative accuracy</td>
<td>$c_\beta/\sqrt{M}$</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
<td>3.9%</td>
</tr>
<tr>
<td>actual relative accuracy</td>
<td>6.9%</td>
<td>0.5%</td>
<td>1.6%</td>
<td>2.7%</td>
<td>3.8%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$T$</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M2^T \ln(1/\beta)$ for $\beta = .541$</td>
<td>40,261</td>
<td>80,522</td>
<td>161,044</td>
<td>322,089</td>
<td>644,177</td>
<td>1,288,356</td>
</tr>
<tr>
<td>$M2^T \ln(1/\beta)$ for $\beta = .043$</td>
<td>206,212</td>
<td>412,425</td>
<td>824,850</td>
<td>1,649,701</td>
<td>3,299,402</td>
<td>6,598,804</td>
</tr>
</tbody>
</table>

Validation

The purpose of our analysis is to enable us to hypothesize that the cardinality returned by HyperBitT behaves as described by Theorem 3 and to set parameter values that keep the error low. As with any scientific study, our confidence in the result grows with the number of experiments that validate it, so we can only give an initial indication. (For example, practitioners have confidence in a similar hypothesis for HyperLogLog because it has been used in a wide variety of practical situations for years.)

The hypothesis rests on three main assumptions. First, we assume that the data we have and that the hash functions we use have the idealized properties stipulated in the analysis, or that deviations from this ideal are relatively insignificant. Second, we assume that the second hash function splits the stream into each substream with equal probability, or that deviations from this ideal are relatively insignificant. Third, we assume that deviations from approximations in the analysis are relatively insignificant.

For example, suppose that we wish to use HyperBitT to estimate the number of distinct strings in the web log described in Section 1. To do so, we need to specify the values of the two parameters: $M$ (the number of bits of memory we need to use to achieve the accuracy that we want) and $T$ (where $2^T M$ is our rough guess of the cardinality).

First, we choose the value of $M$. As an example, suppose that we are looking for an accurate answer, say with 5% relative error. Referring to Figure 1, if $\beta$ is in the range (.043, .541), then $c_\beta < 1.5$ and $M = 1024$ will do the trick, because $1.5/\sqrt{1024} \approx .0469$. This is a conservative choice because $c_\beta$ is usually much smaller than 1.5 in that range.

Next, we choose the value of $T$. Suppose we decide that it is a reasonable guess that the unique values comprise somewhere between 20% and 80% of the stream (a rather wide range). This leads to the choice $T = 8$ because $M2^T \ln(1/\beta)$ is between 161,044 and 824,851 (and $c_\beta < 1.5$) when $\beta$ is between .541 and .043.

Table 2 shows the experimental results that constitute a quick validation check. Figure 2 describes two experiments that each run it 10 thousand times, which both are strong evidence of the validity of our analysis and our hypotheses about the performance of HyperBitT.
Figure 2 Results of estimating cardinalities in a web log, each with 10,000 trials. In Figure 2(a) HyperBitT was run 100 times for the first 10,000, 20,000, 30,000, ... items in the log, up to 1 million. Each grey dot shows the result of one experiment and the colored dots are the average of the values for each set of 100 experiments. A black line that shows the actual number of distinct items in the stream is completely hidden by the colored dots. The histogram in Figure 2(b) plots the estimates returned by HyperBitT for 10,000 runs on the first 1 million strings in the web log. The distribution matches a Gaussian, centered on the true number of distinct values, with relative standard deviation about $1.25/\sqrt{M} \approx 0.039$ (plotted in color), thus validating Theorem 3 and our hypothesis that the estimated cardinality is likely to be within 5% of the true value.

It is important to reiterate that HyperBitT is not a streaming algorithm. For example, it could not be used without some periodic adjustments for our web log example, where the log may be monitored for weeks, months, or even years, and therefore could consist of billions or trillions of strings or more. But there are many situations where HyperBitT may be useful because the estimate need not be very accurate and there are reasonable approaches to coming up with one. In a database or similar application, one might take a random sample. In a web log or similar application, one might take a small sample from initial values, or run multiple offsetting streams, using the estimate from one as the rough guess for another. For example, in protecting against a denial-of-service attack, the whole point might be to just set off an alarm when the cardinality deviates significantly from an expected range.

3 HyperBitBit and HyperBitBitBit

In this section, we describe variants of the algorithm that can adapt as the number of unique values grows, by making $T$ a variable and then increasing it as needed.

Obviously, $T$ needs to increase when the sketch becomes nearly full of 1s. The first approach that comes to mind is to plan to increase $T$ by one when the sketch becomes nearly full and to maintain a second sketch with 1 bits corresponding to whether or not an item with at least $T+1$ trailing 1s has been seen. Then, when the sketch is nearly full, we can increment $T$ and replace the first sketch with the second one. But then we need to replace the second sketch. We could use a third sketch (and we will, when $M$ is not small), but then do we need a fourth sketch? Moreover, when the sketch for $T$ is nearly full of 1s, so is the sketch for $T+1$, so incrementing $T$ by 1 does not help much.
Table 3 Fraction of zeros in sketches for $T+i$ when the sketch for $T$ is 97% full. The sketch for $T$ is 3% 0s, the sketch for $T+4$ is 80% 0s and the sketch for $T+8$ is 99% 0s.

<table>
<thead>
<tr>
<th>$i$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_i = \exp\left(\frac{-\ln(1/\beta)}{2^i}\right)$</td>
<td>.03</td>
<td>.17</td>
<td>.42</td>
<td>.64</td>
<td>.80</td>
<td>.90</td>
<td>.95</td>
<td>.97</td>
<td>.99</td>
</tr>
</tbody>
</table>

So we want to increment $T$ by more than one. But by how much? Recall that our analysis indicates that the accuracy degrades as the number of 0s in the sketch grows, and incrementing $T$ corresponds to increasing the number of 0s. Eventually we can stop when we encounter sketches that are all 0s, but we are faced with a delicate balance between the amount by which we increment $T$ and the number of sketches we might need. Theorem 3 gives us precisely the information we need to make an intelligent choice.

To fix ideas, take $M = 64$ and suppose that we consider the sketch to be “nearly full” when 62 of its bits are 1 (and therefore $\beta = 2/64 \approx 0.032$). Now, we want to choose an increment $i$ for $T$ – we will maintain a second sketch for $T+i$ and increment $T$ by $i$ when the sketch for $T$ is 97% full of 1s. Our goal is to choose $i$ such that we do not need to maintain a third sketch.

Let $\beta_i$ be the fraction of 0s in the sketch for $T+i$. Because the estimated value of $N$ does not change, we must have $\ln(1/\beta) = \ln(1/\beta_i)/2^i$. Solving for $\beta_i$ gives $\beta_i = \exp\left(\frac{-\ln(1/\beta)}{2^i}\right)$. Table 3 shows these values for possible increments up to 8 (after that point, the sketches are increasingly likely to be all 0s).

Specifically, Table 3 tells us something very important: for increments 4 or greater, there is no need to maintain a third sketch, because it would be nearly all zeros. With our choice to increment $T$ by 4 when the sketch is 97% 0s, we know that at that time the sketch for $T+4$ is about 80% 0s and the sketch for $T+8$ would be about 99% 0s, so we can increment $T$, update our sketch for $T$ using the sketch for $T+4$, and set the sketch for $T+4$ to all 0s. We may be ignoring a few 1s that would be in the sketch for $T+8$ had we maintained it, but the likelihood that ignoring them would noticeably affect the final estimate is very small. If we want to be very conservative, we could maintain the indices of these 1s, at a very small (if not negligible) extra cost, but few practitioners would bother.

This discussion brings us to HyperBitBit64 (Algorithm 2). It uses $M = 64$, maintains two sketches, increments $T$ by 4, and updates the sketches when the first sketch becomes 97% full of 1s. The implementation also illustrates how to use 64-bit words for the sketches, which eliminates the overhead of maintaining bit arrays and leads to very simple and efficient code in typical programming environments, even machine language. For clarity, Algorithm 2 uses the call $p(sketch)$ to count the number of 1s in the sketch. If this is not available as an atomic operation, one might choose the alternative of counting as the bits are set, as described in Appendix B and illustrated in the code at https://github.com/robert-sedgewick/hyperbitbit.

From the above discussion, it is reasonable to hypothesize that when Algorithm 2 terminates, sketch0 is the same as the sketch when Algorithm 1 is used with the current value of $T$. In other words, Theorem 3 applies throughout. As we saw in Table 3, just before incrementing $T$, sketch0 has about 97% 1s and sketch1 has about 20% 1s. Thus, the fraction of 0s in the sketches stays in the range $.03 < \beta < .80$, so the value of $c_3$ is in the flat part of its curve (see Figure 1) – it is always less than $2.25$ with average value about $1.77$. This is conservative – the number of 0s quickly increases when it is small, so $c_3$ is more often than not less than this average.
Algorithm 2 HyperBitBit64.

```java
public static int estimateHBB64(Iterable<String> stream)
{
    int T = 1;
    int M = 64;
    long sketch0;
    long sketch1;
    for (String s : stream)
    {
        long x = hash1(s); // 64-bit hash
        int k = hash2(s, M); // 6-bit hash
        if (r(x) > T) sketch0 = sketch0 | 1L << k; // >T trailing 1s?
        if (r(x) > T + 4) sketch1 = sketch1 | 1L << k;
        if (p(sketch0) > .97*M) // >62 1s?
        {
            sketch0 = sketch1; sketch1 = 0; T += 4;
        }
    }
    double beta = 1.0 - 1.0*p(sketch0)/M; // fraction of 0s
    return (int) (Math.pow(2, T)*M*Math.log(1.0/beta));
}
```

The end result is that HyperBitBit64 is a true streaming algorithm that uses just 128 bits (plus six bits for \( T \)) to achieve an expected standard error which is usually lower than \( 1.48/\sqrt{M} \approx 18.5\% \) even for streams having billions or trillions or more distinct items. As we will see in Section 5, this accuracy is substantially better than that achieved by HyperLogLog for the same number of bits. The cost of processing each element is the cost of hashing plus a few machine-language instructions. In applications where 18.5\% accuracy suffices (and developing a rough guess that would enable use of HyperBitT is infeasible), HyperBitBit64 is likely to be the method of choice because of these low costs. For example, it would be quite useful in an application where maintaining large number of different cardinality counters are needed, each responding to some different filter of the input stream.

For larger values of \( M \) (say 128 or 256) we can implement HyperBitBit with a bit array (perhaps implemented with an array of 64-bit integers as described in Appendix B) and do even better. Specifically, it makes sense to set the cutoff to increment \( T \) when the relative standard error for the new value is equal to the current relative standard error. That is, with \( a = \ln(1/\beta) \) and \( c(a) = \sqrt{e^a - 1}/a \), we increment \( T \) by 4 when \( c(a) = c(a/16) \). The solution to this equation is \( a = \ln(1/\beta) = 4.41 \) so \( \beta = e^{-a} \approx .012 \). That is, we should increment \( T \) by 4 and update the sketches when \( \text{sketch0} \) has .988M 1 bits. At that point, the proportion of 0s in the sketch for \( T+4 \) will be about \( e^{-a/2^4} \approx .759 \). The proportion of 0s in the sketch for \( T+8 \) would be about \( e^{-a/2^8} \approx .983 \), so we are ignoring (2, 4, 9) 1 bits for (128, 256, 512) respectively, which is likely tolerable. The fraction of 0s in the sketches stays in the range .012 < \( \beta < .759 \), so the value of \( c_\beta \) is always less than 2.05 with average value about \( \frac{1}{7.47} \int_{.012}^{.759} c_\beta d\beta \approx 1.46 \).

HyperBitBitBit

For even larger values of \( M \), we can go to a third sketch, marking the subarrays with at least \( T \), \( T+4 \), and \( T+8 \) trailing 1s and define HyperBitBitBit in a straightforward manner. The implementation is omitted because we present a significant improvement in Section 4. The proportion of 0s in the sketch for \( T+12 \) would be about \( e^{-a/2^{12}} \approx .996 \), so we are ignoring (1, 2, 4) 1 bits for (1024, 2048, and 4096) respectively, again likely tolerable.
Algorithm 3 HyperTwoBits.

```java
public static int estimateHTB(Iterable<String> stream, int M)
{
    // for M = 1024, 2048, or 4096
    int T = 1;
    twobit[] sketch = new twobit[M];
    for (String s : stream)
    {
        long x = hash1(s); // 64-bit hash
        int k = hash2(s, M); // (lg M)-bit hash
        if (r(x) >= T ) if (sketch[k] < 1) sketch[k] = 1;
        if (r(x) >= T +4) if (sketch[k] < 2) sketch[k] = 2;
        if (r(x) >= T +8) if (sketch[k] < 3) sketch[k] = 3;
        if (pnz(sketch) > .988*M)
        {
            T = T +4;
            for (int i = 0; i < M; i++)
                if (sketch[i] > 0) sketch[i]--;
        }
    }
    double beta = 1.0 - 1.0*pnz(sketch)/M;
    return (long) (Math.pow(2, T)*M*Math.log(1/beta));
}
```

As just noted for HyperBitBit, the fraction of 0s in the sketches stays in the range $0.012 < \beta < 0.759$, so the value $c_3$ is always less than 2.05 with average value about $\frac{1}{\sqrt{M}} \int_{0.012}^{0.759} c_3 d\beta \leq 1.46$. In summary, HyperBitBit is a true streaming algorithm, effective for $M$ up to at least 4096, that uses 3M bits and achieves relative standard error of about $1.46/\sqrt{M}$.

4 HyperTwoBits

Remarkably, we can produce the same result as HyperBitBit but using just 2M bits. The trick is to note that if a bit is set in the sketch for $T+4$, the bit in the corresponding position in the sketch for $T$ must be set, and if a bit is set in the sketch for $T+8$, the bits in the corresponding positions in the sketches for both $T+4$ and $T$ must be set. This observation means that we can represent the three sketches with an array of two-bit values that encode in binary the number of 1s in each position in the three sketches in HyperBitBit, as shown in this example:

```
sketch for T         111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111111
From this description, the implementation in Algorithm 3 is immediate. For clarity, we use a \texttt{twobit[]} type to describe the algorithm – although no programming languages support an explicit \texttt{twobit[]} type, the abstraction can be implemented with shifting and masking on arrays of integers, an amusing exercise in bit logic (see Appendix B). For clarity, we use a method \texttt{pnz()}} to count the nonzero entries in the array – its implementation is omitted because it is better to maintain the count dynamically (also see Appendix B).

In summary, \texttt{HyperTwoBits} is a true streaming algorithm, effective for $M$ up to at least 4096, that uses $2M$ bits and achieves relative standard error of about $1.46/\sqrt{M}$. As described in Appendix B, it can be implemented such that processing each item in a stream requires only a few machine-language operations.

Figure 3 presents the results of two experiments for Algorithm 3 corresponding to those presented for Algorithm 1 in Figure 2, which validate our hypothesis that the relative accuracies of the algorithms are comparable and are strong evidence of the utility of the algorithm in practice.

![Figure 3](image)

(a) 100 trials every 10,000 inputs up to 1 million. (b) 10,000 trials with 1 million inputs.

**Figure 3** Results of estimating cardinalities in a web log using Algorithm 3 with $M = 1000$, for comparison with Figure 2 (where the details of the experiments are described). Given the same inputs (and the same random numbers), the figures for \texttt{HyperBitBitBit} would be identical.

## 5 Performance comparisons

Comparing the performance of our algorithms with each other and with cardinality estimation algorithms in the literature needs to be done carefully for several reasons.

First, many papers from the theoretical computer science literature study algorithms implemented in pseudocode (or just described in English). While these papers often introduce interesting ideas, they cannot be evaluated as solutions to the practical cardinality estimation problem for two reasons. First, the methods described have never been implemented (and are sufficiently complicated that implementing them is not likely to be worthwhile) so the time required to process each item while streaming cannot be determined. Second, the analyses generally define complexity results that use O-notation and are not sufficiently precise to compare the relative accuracy with other methods.
Second, even among methods that have been implemented and tested, practitioners might prefer algorithms that are much simpler to implement and maintain over more complicated methods that perform slightly better. Some methods are sufficiently complicated to implement that practitioners might shy away from (or may not be able to afford) actually doing so. For example, HyperLogLog is easy to implement with 8-bit bytes, but 6-bit bytes are sufficient. Implementing a 6-bit byte array with arrays of 64-bit words is not difficult, but may be too cumbersome from the point of view of some practitioners.

Third, many papers use the parameter $M$ to count the number of bytes or words (of varying length) of memory used. Proper comparisons necessitate counting total number of bits of memory in all cases. As an extreme example, suppose that two algorithms achieve standard error $2/\sqrt{M}$ but one uses $M$ bits and the other uses $64\times M$ bits. The first is eight times more accurate for a given number of bits of memory. In general, if we know that the accuracy of an algorithm is $c/\sqrt{M}$ and that it stores $Mb$ bits, we express the accuracy in terms of $M^*$, the total number of bits used, or $c\sqrt{b}/\sqrt{M^*}$. Inverting this equation gives the number of bits needed to achieve a given accuracy $x$: $M^* = b(c/x)^2$. We ignore relatively inconsequential small fixed costs such as the six bits required to store the value of $T$ in our adaptive algorithms.

Fourth, few papers actually prove anything about the distribution of the reported values, with the notable exception of [13]. Typically, normality is instead presented as a reasonable hypothesis, which may often be the case, but our proof of asymptotic normality of the reported cardinalities is significant.

Fifth, the accuracy of our algorithms depend on the coefficient $c_\beta$ of $1/\sqrt{M}$ in the relative standard error, which varies. We use the average value of $c_\beta$ over the interval of values $\beta$ might take on during the execution of the algorithm. For HyperBitT we (somewhat arbitrarily) use the interval where $c_\beta < 1.5$; our other algorithms calculate an appropriate interval. As we have noted, the curve in Figure 1 is quite flat, so it is likely that the value encountered in practice is smaller than the value cited.

Sixth, it is important to remember that we are dealing with random fluctuations and approximate analyses. It may be tempting to use more precision, but any differences indicated would not be noticed in practice. For example, one might conclude that HyperLogLog with 6-bit bytes should be very slightly better than LogLog with 6-bit bytes because its standard error of $1.02/\sqrt{M}$ is very slightly better than $1.05/\sqrt{M}$, but it would be extremely challenging to develop experimental validation of that hypothesis.

With all these caveats, Table 4 presents a comparison of the algorithms we have discussed. Our simplest and perhaps most useful implementation is HyperBitBit64, which achieves 18.5% accuracy on a stream on any length with just two 64-bit words and can be implemented with a few dozen machine instructions. HyperBitT is the best by far when starting with a rough estimate is feasible. More generally, if a straightforward and easy to maintain implementation is desired, HyperBitBit and HyperBitBitBit are arguably simpler than the 8-bit version of HyperLogLog and substantially more efficient. If a careful implementation with improved efficiency is desired, HyperTwoBits is substantially more efficient than the 6-bit version of HyperLogLog. In both cases our algorithms provide much better accuracy for the same number of bits and use two-thirds as many bits to achieve the same accuracy.

### 6 Further Improvements

We conclude by briefly mentioning some opportunities that may lead to variants of our algorithms that may be worthy of study in various particular situations.
Table 4 Performance of cardinality estimation algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Range for $M$</th>
<th>$b$</th>
<th>$c$</th>
<th>$c\sqrt{b}/M^*$</th>
<th>Accuracy with 2%</th>
<th>Accuracy with 20%</th>
<th>128 bits</th>
<th>8K bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptive sampling</td>
<td>64</td>
<td>1.20</td>
<td>9.60</td>
<td>230400</td>
<td>2304</td>
<td>85%</td>
<td>10.6%</td>
<td></td>
</tr>
<tr>
<td>Prob. counting</td>
<td>64</td>
<td>0.78</td>
<td>6.24</td>
<td>97344</td>
<td>973</td>
<td>55%</td>
<td>6.9%</td>
<td></td>
</tr>
<tr>
<td>LogLog</td>
<td>6</td>
<td>1.05</td>
<td>2.57</td>
<td>16538</td>
<td>165</td>
<td>23%</td>
<td>3.5%</td>
<td></td>
</tr>
<tr>
<td>HyperLogLog[7]</td>
<td>8</td>
<td>1.04</td>
<td>2.94</td>
<td>21632</td>
<td>216</td>
<td>26%</td>
<td>3.3%</td>
<td></td>
</tr>
<tr>
<td>HyperLogLog[7]</td>
<td>6</td>
<td>1.02</td>
<td>2.55</td>
<td>16224</td>
<td>162</td>
<td>23%</td>
<td>2.8%</td>
<td></td>
</tr>
<tr>
<td>ExtHyperLogLog[16]</td>
<td>7</td>
<td>0.88</td>
<td>2.33</td>
<td>13552</td>
<td>136</td>
<td>21%</td>
<td>2.6%</td>
<td></td>
</tr>
<tr>
<td>HyperBitT</td>
<td>1</td>
<td>1.32</td>
<td>1.32</td>
<td>4356</td>
<td>44</td>
<td>12%</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>HyperBitBit64</td>
<td>64</td>
<td>2.14</td>
<td>2.09</td>
<td>—</td>
<td>128</td>
<td>19%</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>HyperBitBit</td>
<td>64–512</td>
<td>2.14</td>
<td>2.06</td>
<td>—</td>
<td>128</td>
<td>18%</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>HyperBitBitBit</td>
<td>128–4096</td>
<td>3</td>
<td>2.53</td>
<td>15987</td>
<td>128</td>
<td>22%</td>
<td>2.8%</td>
<td></td>
</tr>
<tr>
<td>HyperTwoBits</td>
<td>128–4096</td>
<td>2</td>
<td>2.06</td>
<td>10658</td>
<td>128</td>
<td>18%</td>
<td>2.3%</td>
<td></td>
</tr>
</tbody>
</table>

= Sparse arrays. Precise characterization of the “transition cost” just after incrementing $T$ (when the sketches are mostly 0s) may lead to slight performance improvements.

= Use two sketches. The second sketch contains information that may lead to a more accurate estimate. Analyzing this effect is tractable, but not likely to improve the accuracy by more than a percentage point or two.

= HyperThreeBits. Using 3-bit counters instead of the 2-bit counters in HyperTwoBits allows implementation of seven layers of bit arrays and may be useful for specialized applications needing very high accuracy (requiring huge values of $M$) for the kinds of truly huge streams seen in modern computing.

= HyperBit. We have studied many approaches to modifying HyperBitT to just increment $T$, reset the sketch to 0s, and then characterizing the error due to the “transition cost”. Despite some promising empirical results, the problem of developing a mathematical model admitting proper comparison of such an algorithm with the ones described here remains open.

= Mergeability. Many applications can benefit from being able to merge sketches built from two different streams. Our sketches are not difficult to merge, as indicated by the following argument for HyperBitBit. A sketch is a triple $(T, sketch0, sketch1)$. To merge $(T_A, sketch0_A, sketch1_A)$ with $(T_B, sketch0_B, sketch1_B)$ consider the following three cases:
- If $T_A = T_B = T$ use $(T, sketch0_A|sketch0_B, sketch1_A|sketch1_B)$.
- If the values of $T$ differ by 8 or more, use the larger value and its sketches.
- Otherwise, suppose wlog that $T_A = T_B + 4$. Use $(T_A, sketch0_A|sketch1_B, sketch1_A)$. In the first and third cases, check whether the first sketch is nearly full. If so, increment $T$ (by 4) and update the sketches as usual. This result is not precisely the same as if the two streams had actually been merged, but the difference is likely acceptably small in many practical situations. The argument for HyperBitT is similar, but simpler; the argument for HyperBitBitBit is similar, but more complicated.
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A Proof of Lemma 1

Suppose that $X_n \geq 0$ are random variables and $a_n$, $b_n$, and $\sigma^2$ numbers such that, as $n \to \infty$, we have $a_n \to a > 0$, $b_n \to 0$, and $(X_n - a_n)/b_n \xrightarrow{d} N(0,\sigma^2)$. If $f$ is a continuously differentiable function on $(0,\infty)$ with $f'(a) \neq 0$, then $(f(X_n) - f(a))/b_n \xrightarrow{d} N(0,f'(a)^2\sigma^2)$.

Proof. This is well known, but we include this proof for completeness.

By the mean value theorem,

$$\frac{f(X_n) - f(a_n)}{b_n} = f'(X^*_n)\frac{X_n - a_n}{b_n}$$

for some $X^*_n$ with $X_n \leq X^*_n \leq a_n$ or $a_n \leq X^*_n \leq X_n$. Since $(X_n - a_n)/b_n \xrightarrow{d} N(0,\sigma^2)$ and $b_n \to 0$, we have $X_n - a_n \xrightarrow{P} 0$. Furthermore, $a_n \to a$, and hence $X_n \xrightarrow{P} a$. Consequently, also $X^*_n \xrightarrow{P} a$. Thus, since $f'$ is continuous, $f'(X^*_n) \xrightarrow{P} f'(a)$. The result follows from (7) and the assumption. □

B Implementation details

The abstract operations we have used in expressing our algorithms can be implemented efficiently on most computers, as described in the following paragraphs. Our code makes liberal use of Java’s left and right shift operators $<<$ and $>>$ and bitwise logical operations ($\&$, $\mid$, and $\neg$) for bitwise (AND, OR, and NOT) respectively. Algorithm 4 is a full low-level implementation of HyperBitBit64 that solves the practical cardinality estimation problem.

Sketches

As we have noted, few programming languages support an efficient bit[] type (even Java does not guarantee that boolean arrays use one bit per entry). As we saw in HyperBitBit64 (Algorithm 2), shifting and masking on 64-bit long values is an easy way to implement the abstraction. For larger values of $M$, we use arrays of 64-bit values. In Java, for example, we maintain the sketch as an array of long values:

```java
long[] sketch = new long [M/64];
```

Then the Java code

```java
if ((sketch[k/64] & (1L << (k % 64))) != 0)
```

tests whether the $k$th bit in the sketch is 1 and the Java code

```java
sketch[k/64] = sketch[k/64] | (1L << (k % 64));
```

sets the $k$th bit in the sketch to 1.
Trailing 1s

The key abstract operation in our implementations involves computing the function \( r(x) \), so that we can test whether a 64-bit value \( x \) has at least \( T \) trailing 1s. Rather than maintaining the parameter \( T \), we maintain \( U = 2^T \). The reason for doing so is that the value \( U-1 \) has \( T \) trailing 1s, which enables us to test whether a value \( x \) has at least \( T \) trailing ones with the bitwise logical operation \((x \& (U-1)) == (U-1)\), which is easy to implement with a few machine-language instructions.

Population count

The second abstract operation in our implementations is the function \( p(x) \), the so-called “population count” – the number of 1 bits in a binary value. This function has a long and interesting history, but, for our purposes, it is easy to avoid, by maintaining a count of the number of 1 bits in the sketches, incrementing when each bit is set.

Two-bit counters

Again, we use shifting and masking on arrays of 64-bit long values. We keep one long array \( s_1 \) for the more significant bit and a second long array \( s_0 \) for the less significant bit. To make the code more readable, we define the following methods to test and set the bit corresponding to bit \( k \):

```java
public static long val(long[] s1, long[] s0, int k)
{ return 2*((s1[k/64] > > (k % 64)) & 1L)+((s0[k/64] > > (k % 64)) & 1L); }
public static void setval(long[] s1, long[] s0, int k, long v)
{ s1[k/64] = (s1[k/64] & ~(1L < < (k % 64))) | ((v/2) & 1L) < < (k % 64); s0[k/64] = (s0[k/64] & ~(1L < < (k % 64))) | (v & 1L) < < (k % 64); }
```

In a tightly efficient or machine-code version, this code would be used inline.

The final abstract operation to consider is to decrement all the non-zero counters. Consider the following table, which gives all possibilities for a given bit position, where \( s_1 s_0 \) is the value before incrementing and \( t_1 t_0 \) is the value after decrementing.

<table>
<thead>
<tr>
<th>before</th>
<th>after</th>
</tr>
</thead>
<tbody>
<tr>
<td>value</td>
<td>s1</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Considering these as truth tables on boolean values, it is easy to check that \( t_1 = s_1 \ AND \ s_0 \) and \( t_0 = s_1 \ AND \ NOT \ s_0 \). Furthermore, we can eliminate the temporary variables by doing the operations in the order \( s_0 = s_1 \ AND \ NOT \ s_0 \) and then \( s_1 = s_1 \ AND \ NOT \ s_0 \). Implementing these operations with bitwise operations on our arrays of long values is straightforward.
Algorithm 4 HyperTwoBits (full low-level implementation).

```java
public static int estimateHTB(String[] stream, int N, int M)
{
    int U = 2;
    double alpha = .988;
    long[] s0 = new long[M/64];
    long[] s1 = new long[M/64];
    int count = 0;
    for (int i = 0; i < N; i++)
    {
        long x = hash1(s); // 64-bit hash
        int k = hash2(s, M); // (lg M)-bit hash
        if ((x & (U-1)) == (U-1)) count ++;
        if ((x & (U-1)) == (U-1))
            if (val(s1, s0, k) < 1) setval(s1, s0, k, 1);
        if ((x & (16*U-1)) == (16*U-1))
            if (val(s1, s0, k) < 2) setval(s1, s0, k, 2);
        if ((x & (256*U-1)) == (256*U-1))
            if (val(s1, s0, k) < 3) setval(s1, s0, k, 3);
        if (count >= alpha*M)
        {
            for (int j = 0; j < M/64; j++)
            { s0[j] = s1[j] & ~s0[j]; s1[j] = s1[j] & ~s0[j]; }
            count = 0;
            for (int j = 0; j < M; j++)
                if (val(s1, s0, j) > 0) count ++;
            U = 16*U;
        }
    }
    double beta = 1.0 - 1.0*count/M;
    double bias = Math.log(1.0/beta);
    return (int) (U*M*beta);
}
```
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1 Introduction

A planar map $m$ is the proper embedding into the two-dimensional sphere of a connected planar finite multigraph, considered up to homeomorphisms. In recent years, models of random planar maps with weighted 2-connected blocks [5, 23] have been introduced. In particular, the model with a Boltzmann weight $u$ per block exhibits a phase transition at $u_C = 9/5$, with a “tree phase” for $u > u_C$ with only small blocks and having the Brownian Continuum Random Tree (CRT) as scaling limit [23], a “map-phase” for $u < u_C$ characterized by the existence of a giant block and having the Brownian sphere as scaling limit, and with mesoscopic blocks and the stable tree of parameter $3/2$ as scaling limit at the critical point $u_C$ [14].

Here, we study such a model in the context of decorated maps and consider the emblematic case of tree-rooted maps, i.e., maps endowed with a spanning tree. In theoretical physics, decorated maps are instrumental to provide models of two-dimensional quantum gravity coupled with matter. They lead to new asymptotic behaviours, and the study of scaling limits in that context is currently a very challenging topic in random maps [16]. Among decorated maps, tree-rooted maps have very rich combinatorial properties and their enumeration goes back to Mullin [22], who obtained the formula

$$m_n = \sum_{k=0}^{n} \frac{2n}{2k} \text{Cat}_k \text{Cat}_{n-k} = \text{Cat}_n \text{Cat}_{n+1}$$
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for the number of tree-rooted maps with $n$ edges, by observing that a tree-rooted map is a shuffle of two plane trees (the spanning tree and its dual). A direct bijective proof that $m_n = \text{Cat}_n \text{Cat}_{n+1}$ was later obtained by Bernardi [2], who subsequently extended his bijection to maps endowed with a Potts model [3].

Our contributions here are both enumerative and probabilistic. First, we show an asymptotic estimate for 2-connected tree-rooted maps, and that the enumeration of treerooted maps with a weight $u$ per 2-connected block undergoes a phase transition at an explicit (transcendental) value $u_C$. On the probabilistic side, we obtain limit laws for the sizes of the largest blocks, with the existence of a giant block if and only if $u < u_C$. Furthermore, we show that the scaling limit is the CRT for all $u \geq u_C$, with a discontinuity at $u_C$ for the order of magnitude of the rescaling, which is $\sqrt{n/\log n}$ at $u_C$ whereas it is $\sqrt{n}$ for $u > u_C$ (the scaling limit result for $u > u_C$ also follows from [23, Th 6.63], as further commented in Section 4.3). Finally, we discuss possible extensions in the concluding section.

2 Block-decomposition of tree-rooted maps

Let $m$ be a planar map. We denote, respectively, by $E(m)$, $V(m)$ and $F(m)$ its sets of edges, vertices and faces. Any edge is made of two half-edges (which meet at the middle of the edge). All the maps considered in this paper will be rooted, meaning that one of their half-edges is distinguished (and is represented by an oriented edge on figures), and a rooted planar map will be simply called a map from now on. The size of a map $m$ — denoted by $|m|$ — is defined as its number of edges.

A map $m$ is said to be separable if $E(m)$ can be partitioned into two non-empty subsets $E_1$ and $E_2$ such that there exists exactly one vertex — called cut vertex — incident to both an element of $E_1$ and an element of $E_2$. It is is said to be 2-connected otherwise. By convention, the vertex map (i.e., the map reduced to a single vertex) is considered to be 2-connected. A block of $m$ is a maximal 2-connected submap of positive size. The number of blocks of $m$ is denoted by $b(m)$, so that if $|m| > 0$, then $b(m) = 1$ if and only if $m$ is 2-connected.

Fix $m$ a map, and let $\tau$ be one of its spanning trees, then one calls $(m, \tau)$ a tree-rooted map. We denote, respectively, by $\mathcal{M}$ and $\mathcal{B}$ the set of tree-rooted maps and of 2-connected tree-rooted maps, by $\mathcal{M}_n$ and $\mathcal{B}_n$ the subset of $\mathcal{M}$ and $\mathcal{B}$ restricted to elements of size $n$, and by $M(z)$ and $B(y)$ the associated generating series. In the following, a tree-rooted map will be denoted by $m$ instead of being explicitly written as a pair, and, for $m \in \mathcal{M}$, we write $\tau(m)$ for its distinguished spanning tree.

To enumerate 2-connected maps, Tutte [25] formulated a decomposition to relate the generating series of maps and of 2-connected maps, as follows. Fix $m$ a map and let $b$ be the block containing its root. For each half-edge $e$ of $b$ incident to a vertex $u$, let $c$ be the corner of $b$ incident to $u$ and following $e$ in counterclockwise order around $u$. The pendant submap $m_e$ of $e$ is defined as the maximal submap of $m$ disjoint from $b$ except at $u$, and located in the area of $c$. Unless $m_e$ is reduced to the vertex map, its root is defined at the half-edge following $e$ in counterclockwise order around $u$ in $m$. From $b$ and the collection of pendant submaps $\{m_e\}$, we can bijectively reconstruct $m$.

This decomposition extends readily to tree-rooted maps as follows. Fix $m \in \mathcal{M}$. Consider $(b, \tau_b)$, where $b$ is, as before, the block of $m$ containing its root and $\tau_b = \tau(m) \cap b$. We claim that $\tau_b$ is a spanning tree of $b$: clearly, $\tau_b$ is acyclic since $\tau(m)$ is. Then, for any $u, v \in b$, since $b$ is 2-connected, any path between $u$ and $v$ that is not included in $b$ has to visit the same cut vertex at least twice, and in particular is not simple. Any simple path between $u$ and $v$ in $m$ is then included in $b$, and so is the unique simple path between $u$ and $v$ in $\tau(m)$. This proves
that $\tau_b$ is connected. The same reasoning can be applied to all the pendant submaps $m_e$, to get a similar decomposition in the tree-rooted case, which induces the following identity of generating series.

\[ M(z) = B(zM(z)^2). \] (2)

Moreover, this equation can be refined to account for the number of blocks in a tree-rooted map. Writing $M(z, u) = \sum_{m \in M} z^{|m|} u^{b(m)}$, one has:

\[ M(z, u) = uB(zM(z, u)^2) + 1 - u. \] (3)

Note that these relations are exactly the same as the ones obtained in the non-tree-rooted case [25, 14].

Tutte’s decomposition can also be applied recursively, by considering first the root block and then applying the block decomposition to each of the pendant submaps. This can be encoded by a decomposition tree $T_m$, which was first explicitly described by Addario-Berry in the non-tree-rooted case [1, §2], but which can also be extended to the tree-rooted case; see Figure 1.

\[ \text{Proposition 2. The block tree } T_m \text{ of a tree-rooted map } m \text{ satisfies the following properties:} \]

- Edges of $T_m$ correspond to half-edges of $m$;
- Internal nodes of $T_m$ correspond to blocks of $m$: if an internal node $v$ of $T_m$ has $r$ children, then the corresponding block $b_v$ of $m$ has size $r/2$;
- The map $m$ is entirely determined by $(T_m, (b_v, v \in T_m))$ where $b_v$ is the block of $m$ represented by $v$ in $T_m$ if $v$ is an internal node and is the vertex map otherwise.

3 Asymptotic enumeration

3.1 Asymptotic enumeration of 2-connected tree-rooted maps

We obtain here an asymptotic estimate for the number $b_n := [y^n]B(y)$ of 2-connected tree-rooted maps of size $n$. The steps are as follows: we first lift (Lemma 3) the asymptotic estimate $m_n \sim \frac{1}{\pi^3} 16^n$ for tree-rooted maps to a singular expansion for the generating function $M(z)$. Then via (2), we get in Proposition 4 the radius of convergence $\rho_B$ and the singular expansion of $B(y)$ around $\rho_B$. In order to transfer the singular expansion to an asymptotic estimate for $b_n$, we also show that $\rho_B$ is the unique dominant singularity of $B(y)$, using a combinatorial argument.
6.4 Phase Transition for Tree-Rooted Maps

Lemma 3. When \( z \to \rho_M = \frac{1}{16} \) in \( \mathbb{C} \setminus \{ z \geq \rho_M \} \), one has, with \( Z = 1 - 16z \),

\[
M(z) = 8 - \frac{64}{3\pi} - 8 \left( \frac{10}{3\pi} - 1 \right) Z - \frac{2}{\pi} \ln(Z) Z^2 + O(Z^2). \tag{4}
\]

Proof. The explicit expression of \( m_n \) translates to a \( D \)-finite equation satisfied by \( M(z) \):

\[
M'''(z) + \frac{6}{z} M''(z) + \frac{6(18z-1)}{z^2(16z-1)} M'(z) + \frac{12}{z'(16z-1)} M(z) = 0. \tag{5}
\]

\( D \)-finite equation theory [13, Sec. VII.9.1, p. 518] gives that the finite singularities of a solution \( f(z) \) of (5) are among the zeroes of the denominators of the coefficients: \( S = \{ 0, 1/16 \} \); and any solution of (5) is analytically continuable along any path avoiding \( S \). In particular, the solution \( M(z) = \sum_{n \geq 0} \text{Cat}_n \text{Cat}_{n+1} z^n \), which is clearly analytic at 0, is continuable to the whole complex plane slit by the half-line \( z \geq 1/16 \).

Moreover, 1/16 is a so-called regular singularity; and, using the \texttt{DEtools} package of the \texttt{Maple} computer algebra software, one can compute singular expansions for a basis of solutions of (5). The singular expansion of \( M(z) \) is then a linear combination of the basis’ singular expansions, which gives:

\[
M(z) = \sum_{k=0}^{\infty} a_k Z^k - \ln(Z) \sum_{k=2}^{\infty} b_k Z^k, \quad \text{with} \quad Z = 1 - 16z,
\]

holding in a slit neighborhood of 1/16. From the explicit expression \( [z^n] M(z) = \text{Cat}_n \text{Cat}_{n+1} \) it follows that \( a_0 = M(1/16) = 8 - \frac{64}{3\pi} \) and \( a_1 = M'(1/16)/(-16) = -8 \left( \frac{16}{3\pi} - 1 \right) \). By Pringsheim’s theorem, \( M(z) \) is singular at its radius of convergence 1/16 so there exists a smallest integer \( k \geq 2 \) such that \( b_k \neq 0 \). By applying transfer theorems [13, Chap. VI], one has

\[
[z^n] M(z) \sim (-1)^k \frac{b_k k!}{n^{k+1}} 16^n.
\]

Since \( \text{Cat}_n \text{Cat}_{n+1} \sim \frac{4}{\pi n} 16^n \), one must have \( k = 2 \) and \( b_2 = \frac{2}{\pi} \), which concludes the proof.

Proposition 4. The radius of convergence of \( B(y) \) is

\[
\rho_B := \rho_M M^2(\rho_M) = \frac{4(3\pi - 8)^2}{9\pi^2} \approx 0.091,
\]

and, when \( y \to \rho_B \) in a \( \Delta \)-neighbourhood of \( \rho_B \), one has, with \( Y = 1 - y/\rho_B \),

\[
B(y) = 8 - \frac{64}{3\pi} - \frac{2\pi(10 - 3\pi)}{(3\pi - 8)(4 - \pi)} Y - \frac{2(3\pi - 8)^3}{27\pi(4 - \pi)^3} \ln(Y) Y^2 + O(Y^2). \tag{7}
\]

Moreover, \( \rho_B \) is the unique dominant singularity of \( B(y) \).

Remark 5. The generating series \( B(y) \) is not \( D \)-finite (having a transcendental radius of convergence), but from Equations (2) and (5) it is \( D \)-algebraic.

Proof of Proposition 4. Let \( H(z) = zM(z)^2 \), so that one has \( M(z) = B(y) \), where \( y = H(z) \). Note that \( H(z) \) has radius of convergence 1/16, and it inherits from \( M(z) \) a singular expansion of the form (with \( Z = 1 - 16z \)):

\[
H(z) = \tau - \kappa Z + \xi \ln(Z) Z^2 + O(Z^2)
\]

for \( \tau, \kappa, \xi \) explicit (e.g. \( \tau = (8 - \frac{64}{3\pi})^2/16 \)).
The function $H$ is analytic on $D(0, 1/16)$ and since $H'(z) > 0$ for any $z \in [0, 1/16)$, one can apply the analytic local inversion theorem at any such value of $z$. Moreover, $H$ maps the interval $[0, 1/16)$ to the interval $[0, \tau)$, so one can define a functional inverse $g$ of $H$ on a neighborhood of $[0, \tau)$, which is analytic on this domain. Furthermore, $H'$ is continuous in a $\Delta$-neighbourhood of $1/16$, with positive value at $1/16$, hence $H(z)$ is injective on a $\Delta$-neighbourhood $U$ of $1/16$, and maps $U$ to an open region containing a $\Delta$-neighbourhood $V$ of $\tau$.

Using bootstrapping, the singular expansion of $g(y)$ at $\tau$ (valid in $V$) is easily obtained from the singular expansion of $H(z)$. With $Y = 1 - y/\tau$, one gets

$$z = g(y) = \frac{1}{16} - \frac{\tau}{16\kappa} Y - \frac{\tau^2}{16\kappa^3} \ln(Y)Y^2 + O(Y^2).$$

With $Z = 1 - 16z$, this gives

$$Z = \frac{\tau}{\kappa} Y + \frac{\tau^2}{\kappa^3} \ln(Y)Y^2 + O(Y^2).$$

Then, $B(y) = M(g(y))$ is analytic at every point in $[0, \tau)$, and the claimed singular expansion of $B(y)$ at $\rho_B := \tau$ is obtained by composing the singular expansion of $M(z)$ with the singular expansion of $g(y)$, i.e., injecting the above expansion of $Z$ into the expansion in Lemma 3. By Pringsheim’s theorem, $\rho_B$ is the radius of convergence of $B(y)$.

It remains to prove that $\rho_B$ is the unique dominant singularity of $B(y)$. To do so, we use the trick of writing $B(y)$ as a supercritical composition scheme (in the sense of [15]), which we achieve thanks to a decomposition into series-parallel components. Doing so, we prove in Lemma 6 that $B(y)$ can be written as

$$B(y) = 1 + 2y + 2yA(y) + yA'(y)Q(A(y)), \quad (8)$$

for some generating functions $A(y)$ and $Q(w)$ with nonnegative coefficients, such that $A(y)$ is non-periodic and has radius of convergence larger than $\rho_B$. This implies that the radius of convergence of $Q(w)$ is $A(\rho_B)$. Moreover, by the Daffodil Lemma, see [13, Lem. IV.1, p. 266], for any $y \neq \rho_B$ such that $|y| = \rho_B$, we have that $|A(y)| < A(\rho_B)$. Hence, $A(y)$ belongs to the disk of convergence of $Q$ and $y$ cannot be a singularity, which concludes the proof. ▲

Let $Q(w)$ be the generating function of 2-connected tree-rooted maps with no face of degree 2 nor vertex of degree 2, with $w$ counting the number of non-root edges. A 2-connected map with at least 2 edges is called series-parallel if it has no $K_4$ minor. Let $A(y)$ (resp. $A(y)$) be the generating function of 2-connected tree-rooted series-parallel maps such that the root-edge is not (resp. is) in the spanning tree, the variable $y$ counting the number of non-root edges.

▲ Lemma 6. The generating series $B(y)$, $A(y)$ and $Q(w)$ satisfy the identity (8).

Moreover, the radius $\rho_A$ of convergence of $A$ satisfies $\rho_A = 2 - 3 \cdot 2^{-2/3} \approx 0.11 > \rho_B$.

Proof. A series-parallel network $N$ is obtained by deleting the root-edge $e$ of a series-parallel map, the two extremities of $e$ being called the poles of $N$ (which are distinguished as the source, the origin of $e$, and the sink, the end of $e$). Note that $A(y)$ is also the generating function of series-parallel networks endowed with a spanning tree, while $A(y)$ is the generating function of series-parallel networks endowed with a spanning forest made of two trees containing each of the two poles. These two cases are respectively called crossing and non-crossing.
The core $c$ of a 2-connected tree-rooted map $b$ of size $|b| \geq 2$ is obtained by repeatedly collapsing faces of degree 2 and erasing vertices of degree 2 (turning the two incident edges into a single edge). This process is actually well-behaved only if $b$ is not series-parallel (otherwise it ends at a loop-edge with no vertex). Conversely, a 2-connected map $b$ is obtained from its core $c$ where every edge is replaced by a series-parallel network. By convention, the root-edge of $c$ is chosen as the one bearing the series-parallel network containing the root-edge of $b$. If $b$ is endowed with a spanning tree $\tau := \tau(b)$, then for each edge $e$ of $c$, letting $N_e$ be the associated series-parallel network, on $N_e$ the tree $\tau$ induces either a spanning tree, or a spanning forest with two trees containing each of the two poles. In the first case, $e$ is declared a tree-edge of $c$, and thus $\tau$ induces a spanning tree on $c$. In terms of generating functions, $Q(w)$ is the counting series for the core, each non-root edge of the core then contributing either $A(y)$ if a tree-edge (crossing case) or contributing $A(y)$ otherwise (non-crossing case).

Now, to get the statement about $\rho_A$, it is well-known that a series-parallel network is either reduced to a single edge, or made of at least two series-parallel networks connected in series, or made of at least two series-parallel networks connected in parallel. The series-parallel decomposition then yields the following equation-system:

\[
\begin{align*}
A(y) &= y + S(y) + P(y), \\
S(y) &= \frac{(y + P(y))^2}{1 - y - P(y)}, \\
P(y) &= (y + S(y)) \left( \frac{1}{1 - y - S(y)} - 1 \right).
\end{align*}
\]

By symmetry, one has $S(y) = P(y)$ and $P(y) = S(y)$, which yields $A(y) = A(y)$ (this is also clear by duality). Hence, the function $A(y)$ is algebraic and satisfies\(^1\)

\[
A(y)^3 + (y + 1) A(y)^2 + (2y - 1) A(y) + y = 0
\]

and its radius of convergence is the smallest positive root of $4y^3 - 24y^2 + 48y - 5$ which gives $\rho_A = 2 - 3 \cdot 2^{-2/3} \approx 0.11$ and is larger than $\rho_B$. \(\blacklozenge\)

From Proposition 4, by applying transfer theorems [13, Chap.VI] one directly obtains:

\[ b_n \sim \frac{4 (3\pi - 8)^3}{27\pi (4 - \pi)^3} \cdot \rho_B^n \cdot n^{-3}. \tag{9} \]

### 3.2 Enumerative phase transition for block-weighted tree-rooted maps

In this section, we investigate the singular expansion of $z \mapsto M(z, u)$ around its radius of convergence. We prove that this expansion exhibits three possible behaviours depending on the value of $u$.

--

\(^1\) The series $A(y)$ is represented in Sloane’s OEIS by the sequence A121873, which enumerates non-crossing plants in the $(n+1)$-sided regular polygon [8].
Proposition 8 (Definitions of \(u_C\) and of \(y(u)\)). Recall that \(\rho_B\) is the radius of convergence of \(B(y)\). For \(u \geq 0\), the equation

\[
\frac{2yuB'(y)}{uB(y) + 1 - u} = 1
\]

has a unique solution in \([0, \rho_B]\), denoted by \(y(u)\), if and only if \(u \geq u_C\), where

\[
u_C := \frac{9\pi (4 - \pi)}{420\pi - 81\pi^2 - 512} \simeq 3.02.
\]

Moreover, we set \(y(u) := \rho_B\) for \(u \leq u_C\).

Remark 9. The function \(u \mapsto y(u)\) is non-increasing. It is plotted in Figure 2.

The value of \(u_C\) defined above is the critical point of the model, and permits to identify three regimes for which the singular behavior of \(M(z,u)\) differs:

Proposition 10. For \(u > 0\), let \(\rho(u)\) be the radius of convergence of \(z \mapsto M(z,u)\). Then, one has

\[
\rho(u) = \frac{y(u)}{(uB(y(u)) + 1 - u)^2},
\]

and the following singular expansions hold in a \(\Delta\)-neighbourhood of \(\rho(u)\), with \(Z = 1 - z/\rho(u)\).

- When \(u < u_C\) (subcritical case),
  \[
  M(z,u) = q(u) - r(u) Z - s(u) \ln(Z) Z^2 + O(Z^2),
  \]

where

\[
q(u) = 1 + u \left(7 - \frac{64}{3\pi}\right), \quad r(u) = \frac{8u (3\pi - 8)(10 - 3\pi)(21\pi u + 3\pi - 64u)}{(243u - 27) \pi^3 - (1260u - 108) \pi^2 + 1536\pi u},
\]

\[
s(u) = \frac{2u(21\pi u + 3\pi - 64u)^3 (3\pi - 8)^3}{\pi (81\pi^2 u + 512u + 36\pi - 420\pi u - 9\pi^2)^2}.
\]
When \( u = u_c \) (critical case),
\[
M(z, u) = q_C + s_C \ln(Z)^{-1/2} z^{1/2} + O(Z),
\]
where
\[
q_C = q(u_C) = \frac{864 \pi - 144 \pi^2 - 1280}{240 \pi - 81 \pi^2 - 512}, \quad s_C = \frac{16 \sqrt{6} (10 - 3 \pi)^2 (4 - \pi)}{240 \pi - 81 \pi^2 - 512}.
\]

When \( u > u_C \) (supercritical case),
\[
M(z, u) = q(u) - s(u) Z^{1/2} + O(Z),
\]
where
\[
q(u) = u B(y(u)) + 1 - u, \quad s(u) = \frac{u B(y(u)) + 1 - u}{\sqrt{1 + 2 y(u) B'(y(u))}}.
\]

Moreover, \( \rho(u) \) is the unique dominant singularity of \( z \mapsto M(z, u) \) for every \( u > 0 \).

**Proof.** Let \( H^{(u)}(z) := z M(z, u)^2 \), and \( B^{(u)}(y) := u B(y) + 1 - u \). Squaring the equation \( M(z, u) = B^{(u)}(H^{(u)}(z)) \) and multiplying both sides by \( z \), one gets the functional equation
\[
H^{(u)}(z) = z B^{(u)}(H^{(u)}(z))^2,
\]
which is of Lagrangean type. The functional inverse of \( H^{(u)}(z) \) is thus \( \Psi^{(u)}(y) := y / B^{(u)}(y)^2 \), and the singular expansion of \( H^{(u)}(z) \) (and hence of \( M(z, u) \)) depends on whether \( \frac{d}{dy} \Psi^{(u)}(y) = 0 \) which is equivalent to (10) – admits a solution in \( (0, \rho_B) \).

More precisely, for \( u > u_c \), \( H^{(u)}(z) \) has a dominant singularity of square-root type at \( \rho(u) = \Psi^{(u)}(y(u)) \) (see [13, Thm V6.1, p. 404-405]), and the same holds for \( M(z, u) = (H^{(u)}(z)/z)^{1/2} \), with the constants in (15).

In the limit case \( u = u_c \), one has \( \frac{d}{dy} \Psi^{(u)}(y) = 0 \) at \( y = \rho_B \), where one gets (with \( Y = 1 - y/\rho_B \)) the expansion \( z = \Psi^{(u)}(y) = \rho(u_C) + \xi Y^2 \ln(Y) + O(Y^2) \) for some explicit \( \xi > 0 \). By inversion and bootstrapping, one gets \( y = H^{(u)}(z) = \rho_B - \rho_B \sqrt{2 \rho(u_C)/\xi} \sqrt{Z} \ln(Z) + O(Z) \), and a similar expansion holds for \( M(z, u) = (H^{(u)}(z)/z)^{1/2} \), with the explicit constants in (14).

For \( u < u_C \), one has \( \frac{2 \rho_B u B'(\rho_B)}{u B(\rho_B) + 1 - u} < 1 \), and there is no solution to \( \frac{d}{dy} \Psi^{(u)}(y) = 0 \) on \([0, \rho_B] \). At \( \rho_B \), one gets the expansion \( z = \Psi^{(u)}(y) = \rho(u) - \kappa Y + \xi Y^2 \ln(Y) + O(Y^2) \) for some explicit \( \kappa, \xi > 0 \), and writing \( Y = 1 - y/\rho_B \). By inversion and bootstrapping, one gets \( y = H^{(u)}(z) = \rho_B - \frac{\rho_B u B'(\rho_B)}{u B(\rho_B) + 1 - u} Z - \frac{\rho_B u B'(\rho_B)}{u B(\rho_B) + 1 - u} \mathcal{Z} \ln(Z) + O(Z^2) \), and a similar expansion holds for \( M(z, u) = (H^{(u)}(z)/z)^{1/2} \), with the explicit constants in (13).

Finally, for every fixed \( u > 0 \), the equation for \( H^{(u)}(z) \) is of (non-periodic) Lagrangean type, hence \( \rho(u) \) is the unique dominant singularity of \( H^{(u)}(z) \), and the same holds for \( z \mapsto M(z, u) = B^{(u)}(H^{(u)}(z)) \).

Applying transfer theorems to the expansions in Proposition 10 then gives:

**Corollary 11.** Let \( u > 0 \). Then, with the notation of Proposition 10, one has the following asymptotic estimates as \( n \to \infty \).

When \( u < u_C \),
\[
[z^n] M(z, u) \sim 2 s(u) \rho(u)^{-n} n^{-3}.
\]

\[\text{(16)}\]
When \( u = u_C \),

\[
[z^n]M(z, u_C) \sim \frac{s_{u_C}}{2\sqrt{\pi}} \rho(u)^{-n} n^{-3/2} \ln(n)^{-1/2}.
\]  

(17)

When \( u > u_C \),

\[
[z^n]M(z, u) \sim \frac{s(u)}{2\sqrt{\pi}} \rho(u)^{-n} n^{-3/2}.
\]  

(18)

\textbf{Remark 12.} Instead of analytic combinatorics methods, one can also obtain these results using probabilistic methods. In the subcritical case, they require having an estimate of the size of the largest block, which is provided in Section 4.2.

4 Probabilistic study of tree-rooted maps

The purpose of this section is to study the phase transition undergone by a random tree-rooted maps weighted by their number of 2-connected blocks. Following [1, 14], this study is based on an interpretation of the block tree as a Bienaymé–Galton–Watson process (Section 4.1), to obtain asymptotic estimates on the size of the largest blocks (Section 4.2), and scaling limit results in the critical and supercritical cases (Section 4.3).

4.1 Definition of the probabilistic model and Bienaymé–Galton–Watson trees

We consider the following probability distribution on the class \( \mathcal{M} \) of tree-rooted maps, indexed by a parameter \( u > 0 \): for any integer \( n \geq 0 \), we define

\[
P^{(u)}_n(m) = \frac{u^{b(m)}}{[z^n]M(z, u)} \text{ for any } m \in \mathcal{M}_n.
\]  

(19)

We denote by \( M^{(u)}_n \) a tree-rooted map sampled from \( P^{(u)}_n \), by \( T^{(u)}_n \) the block tree associated to it, and by \( (B_v, v \in T^{(u)}_n) \) its corresponding decorations.

For \( u > 0 \) and \( y \in [0, \rho_B] \), let \( \mu^{y,u} \) be the probability distribution on \( \mathbb{Z}_{\geq 0} \) defined by setting, for \( j \geq 0 \),

\[
\mu^{y,u}(2j) := \frac{b_j y^{u^{1+2j}}}{u B(y) + 1 - u}, \quad \text{so that} \quad \mathbb{E}[\mu^{y,u}] = \frac{2uy B'(y)}{u B(y) + 1 - u}.
\]  

(20)

Moreover, we set \( \mu^u := \mu^{y(u),u} \), where \( y(u) \) is defined in Proposition 8. Then, the following proposition is the tree-rooted analogue of [14, Proposition 3.1] (itself an extension of [1, Proposition 3.1]).

\textbf{Proposition 13.} For every \( u > 0 \) and any \( n \geq 0 \), under \( P^{(u)}_n \), the law of the tree of blocks \( (T^{(u)}_n, (B_v, v \in T^{(u)}_n)) \) can be described as follows.

- \( T^{(u)}_n \) follows the law \( GW(\mu^u, 2n) \);
- Conditionally given \( T^{(u)}_n = t \), the blocks \( (B_v, v \in t) \) are independent random variables, and, for \( v \in t \), \( B_v \) follows a uniform distribution on the set of blocks of size \( k_v(t)/2 \), where \( k_v(t) \) is the number of children of \( v \) in \( t \).
Therefore the behavior of $T_n^{(u)}$ will be driven by the properties of $\mu^u$. It follows from Corollary 7 and Proposition 8 that $\mu^u$ exhibits the following phase transition:

**Lemma 14.** For any $u > 0$, define

$$c(u) = \frac{4(3\pi - 8)^3}{9(4 - \pi)^3} \frac{u}{(21\pi - 64)u + 3\pi}.$$  \hfill (21)

Then, one has:

- **Subcritical case.** For $u < u_C$,
  $$E(\mu) := E[\mu^u] = \frac{16(3\pi - 8)(10 - 3\pi)}{3(4 - \pi)} \frac{u}{(21\pi - 64)u + 3\pi} < 1 \quad \text{and} \quad \mu^u(\{2j\}) \sim c(u)j^{-3};$$

- **Critical case.** For $u = u_C$,
  $$\mathbb{E}[\mu^u] = 1 \quad \text{and} \quad \mu^u(\{2j\}) \sim c(u)j^{-3} = \frac{(3\pi - 8)^2}{12(10 - 3\pi)(4 - \pi)}j^{-3} \simeq 0.4j^{-3};$$

- **Supercritical case.** For $u > u_C$,
  $$\mathbb{E}[\mu^u] = 1 \quad \text{and} \quad \mu^u(\{2j\}) \sim c(u)\left(\frac{y(u)}{\rho_B}\right)^j j^{-3},$$

where $y(u) < \rho_B$ so $\mu^u$ has exponential moments.

### 4.2 Phase transition for the sizes of the largest blocks

This section puts into light a phase transition for the block sizes of random tree-rooted maps drawn according to $P_n^{(u)}$. We use probabilistic techniques to obtain the results, but an analysis using a saddle-point method could also be carried out.

For $m$ a tree-rooted map, denote by $LB_1(m) \geq \cdots \geq LB_{|m|}(m)$ the sizes of its blocks in decreasing order. By convention, we set $LB_k(m) = 0$ if $k > |m|$. For a random variable $X_n$ and a positive sequence $a_n$, recall that $X_n = O_P(a_n)$ (resp. $X_n = \Theta_P(a_n)$) means that $(P(X_n \leq a_n u_n))_{n \geq 0}$ (resp. $(P(a_n / u_n \leq X_n \leq a_n u_n))_{n \geq 0}$) tends to 1 for any positive $u_n$ tending to $+\infty$.

**Theorem 15.** The random tree-rooted map $M_n^{(u)}$, drawn according to $P_n^{(u)}$, exhibits the following behaviours when $n$ tends to infinity.

- **Subcritical case.** For $u < u_c$, the largest bloc is macroscopic, and more precisely one has:
  $$\frac{LB_1(M_n^{(u)}) - (1 - E(u))n}{\sqrt{c(u)n\ln(n)}} \xrightarrow{(d)} N(0, 1).$$

Furthermore, for any fixed $j \geq 2$, it holds that $LB_j(M_n^{(u)}) = \Theta_P(n^{1/2})$ and for $x > 0$:

$$\mathbb{P}\left(\frac{LB_j(M_n^{(u)})}{\sqrt{n}} \leq x\right) \xrightarrow{n \to \infty} e^{-\lambda(x)} \sum_{p=0}^{j-2} \frac{\lambda(x)^p}{p!}, \quad \text{where} \quad \lambda(x) := \frac{c(u)}{2x^2}. \hfill (24)$$

- **Critical case.** For $u = u_C$, for any fixed $j \geq 1$, it holds that $LB_j(M_n^{(u)}) = \Theta_P(n^{1/2})$. More precisely, up to a shift of indices, the sizes of the blocks exhibit a similar behavior as the sizes of non-macroscopic blocks in the subcritical regime, namely, for $x > 0$:

$$\mathbb{P}\left(\frac{LB_j(M_n^{(u)})}{\sqrt{n}} \leq x\right) \xrightarrow{n \to \infty} e^{-\lambda(x)} \sum_{p=0}^{j-1} \frac{\lambda(x)^p}{p!}, \quad \text{where} \quad \lambda(x) := \frac{c(u_C)}{2x^2}. \hfill (25)$$
**Supercritical case.** For \( u > u_C \), for all fixed \( j \geq 1 \), it holds as \( n \to \infty \) that

\[
\text{LB}_j(M_n^{(u)}) = \frac{\ln(n)}{\ln \left( \frac{\rho_n}{\sqrt{c}} \right)} - \frac{3\ln(\ln(n))}{\ln \left( \frac{\rho_n}{\sqrt{c}} \right)} + O_p(1).
\]

**Proof.** In all three cases, we make extensive use of Janson’s survey [19]. In the supercritical case, one can proceed as in the non–tree-rooted case [14] and use the survey’s Theorem 19.16. In the critical case, its Example 19.29 can be applied. The subcritical case is a bit more involved, Janson’s Theorem 19.34 can be applied for the size of the \( j \)-th largest block for \( j \geq 2 \). Results from Kortchemski [20, Theorem 1] allow to conclude for the largest block. ▶

**Remark 16.** One can get a local limit theorem for \( \text{LB}_1(M_n^{(u)}) \) in the subcritical case as in [24] (up to the technicality that nodes of the block tree have only even numbers of children). Furthermore, one can state a joint limit law for the sizes \( \text{LB}_j(M_n^{(u)}) \). For any fixed \( r \geq 1 \),

\[
\left( \frac{c(u)}{2} \left( \frac{\text{LB}_1(M_n^{(u)})}{\sqrt{n}} \right) \right)^{-2}, \; 2 \leq j \leq r + 1 \right) \xrightarrow{(d)} \left( A_1, \ldots, A_r \right),
\]

where the \( A_i \) are the decreasingly ordered atoms of a Poisson Point Process of rate 1 on \( \mathbb{R}_+ \). The same joint limit law holds at \( u_C \) (with \( j \) from 1 to \( r \)).

**Remark 17.** In contrast to the case of non–tree-rooted maps [14], here in the subcritical case \( u < u_C \) the size of the second block is negligible compared to the order of fluctuation of the size of largest block. Moreover, for \( u < u_C \) and fixed \( j \geq 1 \), the \( j \)-th largest critical block has the same limit law (up to constant rescaling) as the \( j + 1 \)-th largest block in the subcritical regime, which did not hold in the non–tree-rooted case. Informally, the conditioning that a random walk (subcritical case) is an excursion (critical case) has negligible effect on the law of the largest steps, so subcritical blocks (for \( j \geq 2 \)) behave like critical blocks.

### 4.3 Scaling limit in the critical and supercritical cases

In the critical and the supercritical cases, we can establish the following convergence result:

**Theorem 18.** For any fixed \( u \geq u_c \), there exist some constants \( \alpha_u, \beta_u \) and \( \gamma_u \) such that:

- If \( u > u_c \), it holds that:

\[
\frac{\gamma_u}{\sqrt{n}} \cdot \left( M_n^{(u)}, \tau(M_n^{(u)}), T_n^{(u)} \right) \xrightarrow{(d)} \left( \alpha_u \cdot T_e, \beta_u \cdot T_e \right);
\]

- If \( u = u_c \), it holds that:

\[
\frac{\gamma_{uc} \sqrt{\log(n)}}{\sqrt{n}} \left( M_n^{(uc)}, \tau(M_n^{(uc)}), T_n^{(uc)} \right) \xrightarrow{(d)} \left( \alpha_{uc} \cdot T_e, \beta_{uc} \cdot T_e \right);
\]

where, in both cases, each \( T_e \) is a copy of the same realization of the Brownian Continuum Random Tree (CRT), and the convergence holds in the Gromov-Hausdorff-Prokhorov sense.

Convergence towards the CRT in the supercritical case was previously obtained by Stufler [23, Theorem 6.63], who considers a framework where a block-weighted map is sampled, and afterwards one of its spanning trees is uniformly sampled. Block-weighted models of random tree-rooted maps fall in this model upon tweaking the weights [23, Remark 6.65]. Our contribution lies in showing scaling limit in the critical case (and having a unified proof for both the supercritical and critical cases), and finding the value of \( u_C \).
Proof of Theorem 18. The convergence of the sequence of tree of blocks \((T_n^{(u)})\) follows from classical results about the scaling limit of Bienaymé–Galton–Watson trees towards the CRT [21, 10], with an offspring distribution with a finite second moment in the \(u > u_c\) case or with finite moments of order \(2 + \varepsilon\) in the critical case. The values of the constant \(\gamma_u\) follows from general results. In the case \(u > u_c\), \(\gamma_u = \sigma_u / 2\), where \(\sigma_u\) is the standard deviation of \(\mu^u\), given explicitly by
\[
\sigma_u^2 = 1 + 2y(u) \frac{B''(y(u))}{B'(y(u))}.
\]

For \(u = uc\), the variance of \(\mu^{uc}\) is infinite, and we get \(\gamma_{uc} = \sqrt{2e(uc)}\) (see e.g. [18, Ex. 7.10]).

To establish the scaling limit of \(M_n^{(u)}\) and of \(\tau(M_n^{(u)})\), we proceed as in [23, 14] and prove that the distances in the map and in the spanning tree are – up to a linear factor – equivalent in the limit to the distances in the block tree. The proof extends effortlessly, and only requires (for the critical case) to have a control on the diameter of the 2-connected blocks and of their spanning trees, that we state in Lemma 19. The Prokhorov part of the convergence can be established along the same lines as [14, Lemma 5.13].

A sequence \((p_n)_{n \geq 0}\) of nonnegative real numbers is called stretched-exponential if there is \(\gamma > 0\) such that \(p_n \leq \exp(-n^\gamma)\) for \(n\) large enough.

Lemma 19 (Bound on the diameter of random 2-connected tree-rooted maps). Let \(B_n\) be a uniformly random 2-connected tree-rooted map of size \(n\), and recall that \(\tau(B_n)\) denotes its distinguished spanning tree. Then, for any \(\varepsilon > 0\), the sequences \((\mathbb{P}(\text{Diam}(B_n) \geq n^{1/2+\varepsilon}))_{n \geq 0}\) and \((\mathbb{P}(\text{Diam}(\tau(B_n)) \geq n^{1/2+\varepsilon}))_{n \geq 0}\) are stretched-exponential.

Proof. Note first that it is enough to establish the result for \(\text{Diam}(\tau(B_n))\) since \(\text{Diam}(B_n) \leq \text{Diam}(\tau(B_n))\) deterministically.

By Mullin’s bijection [22], for \(M_n\) a uniform element of \(\mathcal{M}_n\), the height of \(\tau(M_n)\) is distributed as the maximal abscissa \(X_n\) in a random walk (with steps in \(\{W, E, S, N\}\)) of length \(2n\), ending at the origin and staying in the right-hand upper quadrant. It is easy to establish, e.g. using Chernoff’s bound and a union bound, that the maximal abscissa \(\tilde{X}_n\) in a random walk of length \(2n\) in \(\mathbb{Z}^2\) is such that, for any \(\varepsilon > 0\), the sequence \(\left(\mathbb{P}(\tilde{X}_n \geq n^{1/2+\varepsilon})\right)_{n \geq 0}\) is stretched-exponential.

Since the random walk has probability \(\Theta(n^{-3})\) to end at the origin and to stay in the quadrant, the sequence \(\left(\mathbb{P}(X_n \geq n^{1/2+\varepsilon})\right)_{n \geq 0}\) is also stretched-exponential. And so is the sequence \(\left(\mathbb{P}(\text{Diam}(\tau(M_n)) \geq n^{1/2+\varepsilon})\right)_{n \geq 0}\) since the diameter of a tree is at most twice its height. Let \(\alpha = 1 - E(1)\). By the results of the previous section, one gets
\[
\mathbb{P}(\text{LB}_1(M_{[n/\alpha]}) = n) = \Theta(1/\sqrt{n \ln(n)}),
\]
and in that case a block of maximal size is distributed as \(B_n\). Hence, the sequence \(\left(\mathbb{P}(\text{Diam}(\tau(B_n)) \geq n^{1/2+\varepsilon})\right)_{n \geq 0}\) is also stretched-exponential.

\footnote{To prove Theorem 18, it is actually enough to have the result for an exponent strictly smaller than 1.}
5 Perspectives

It has been recently shown [9, 16, 17] that for $M_n$, a random tree-rooted map of size $n$, the volume-growth exponent (whose inverse should give the exponent for the order of magnitude of the diameter) is with high probability in the interval $[3.550408, 3.63299]$. It would be interesting to verify whether these bounds also hold for the random 2-connected tree-rooted map $B_n$, and more generally for the random tree-rooted map $M_n^{(u)}$ in the subcritical regime.

Regarding extensions of the model, one could consider maps endowed with a spanning forest, with weight $v$ per tree in the forest, which were studied by Bousquet-Mélou and Courtiel [7], and one could additionally have a weight $u > 0$ per 2-connected block. They showed that, for $v > 0$, one gets the asymptotic behaviour $n^{-5/2}$ as in pure maps [7]. The phase transition should thus be of the same nature than for the non–tree-rooted case [14], and we expect the scaling limit to be a stable tree of parameter $3/2$ at the critical weight $u_C(v)$. The case $v = 0$ corresponds to tree-rooted maps as studied here. Interestingly, their model still has a combinatorial interpretation for $v \in [-1, 0)$, with asymptotic behaviour $n^{-3} \ln(n)^{-2}$ [7]. From this behaviour it can be expected that, at the critical weight $u_C(v)$, the asymptotic enumeration has a correcting term $n^{-3/2}$ and the scaling limit is the CRT with distances rescaled by $n^{1/2}$ (same order of magnitude as in the supercritical case). To have a continuous range of asymptotic exponents, one could more generally consider random maps weighted by a Potts model, and additionally weighted at blocks (a method to derive the singular exponents of general maps weighted by a Potts model has been developed in [6]; see also [11, 4]).

Finally, one could also consider other kinds of block-decompositions in the context of decorated maps, such as 3-oriented triangulations or 2-oriented quadrangulations decomposed into irreducible components, having a weight $u$ per such component. The asymptotic exponents at $u = 1$ are $n^{-5}$ and $n^{-4}$ [12], respectively. This suggests that, as in the above mentioned model, at the critical weight $u_C$, the model exhibits a tree-behaviour: the asymptotic enumeration has polynomial correction $n^{-3/2}$ and rescaling the distances by $n^{1/2}$ gives convergence towards the CRT.
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7:2 Composition Schemes: \( q \)-Enumerations and Phase Transitions in Gibbs Models

1 Introduction

1.1 \( q \)-enumeration and Gibbs distributions

Let \( \mathcal{T} \) be a family of combinatorial objects, let \( | \cdot | \) denote the size of objects, and let \( \mathcal{X}: \mathcal{T} \rightarrow \mathbb{N} \) be a statistic defined on \( \mathcal{T} \). The statistic \( \mathcal{X} \) on objects of \( \mathcal{T} \) of size \( n \) can be encoded by the sum

\[
 f_n(q) = \sum_{T \in \mathcal{T}, |T| = n} q^{\mathcal{X}(T)}. \tag{1}
\]

This sum reduces for \( q = 1 \) to the total number \( f_n(1) = f_n \) of objects of size \( n \). In combinatorics, for any given \( q \in \mathbb{R} \), it is called the \( q \)-enumeration of \( \mathcal{T} \) of size \( n \) with respect to \( \mathcal{X} \) (see, e.g., [1,31]). In the language of statistical mechanics, \( f_n(q) \) is a partition function with Boltzmann weight \( q \). The bivariate generating function \( F(z,q) \) is then defined as

\[
 F(z,q) = \sum_{T \in \mathcal{T}} z^{|T|} q^{\mathcal{X}(T)} = \sum_{n \geq 0} f_n(q) z^n = \sum_{n \geq 0} \sum_{k \geq 0} f_{n,k} z^n q^k. \tag{2}
\]

Here \( f_{n,k} \) denotes the number of objects of \( \mathcal{T} \) of size \( n \) for which \( \mathcal{X} \) equals \( k \). It is usual to associate with the statistic \( \mathcal{X} \) the random variables \( X_n, n \geq 1 \), defined as

\[
 \mathbb{P}(X_n = k) = \frac{f_{n,k}}{f_n}, \quad k \geq 0,
\]

such that each object from \( \mathcal{T} \) of size \( n \) is equally likely. The associated probability generating function is given by \( \mathbb{E}(q^{X_n}) = \frac{[z^n]F(z,q)}{[z^n]F(z,1)} \). In Equation (3), the reader is probably used to consider \( q \) as a formal variable, but in this work, like in statistical mechanics, we shall consider \( q \) as an adjustable parameter (weight \( \in \mathbb{R}_+ \)) of the underlying combinatorial and physical structures. This is also the spirit of the Boltzmann sampling method [18], where \( q \) is tuned to minimize the number of rejection steps in the sampling algorithm.

More precisely, in this article, we put a Gibbs measure on the statistic \( \mathcal{X} \); that is, one has the following probabilistic model.

\[ \text{Definition 1 (Gibbs distribution).} \quad \text{Let a family} \quad \mathcal{T} \quad \text{of combinatorial objects and a statistic} \quad \mathcal{X}: \mathcal{T} \rightarrow \mathbb{N} \quad \text{be given. For real} \quad q > 0, \quad \text{the Gibbs distribution of this statistic is the law of the random variable} \quad X_n(q) \quad \text{with probability mass function} \]

\[
 \mathbb{P}(X_n(q) = k) = \frac{f_{n,k} q^k}{f_n(q)}, \quad k \geq 0.
\]

In terms of the probability generating function \( p(v) = \mathbb{E}(v^{X_n(1)}) \), we have \( \mathbb{E}(v^{X_n(q)}) = \frac{p(\frac{v}{q})}{p(q)} \).

A well-known example in probability theory is the Mallows distribution [36] on permutations with respect to the inversion statistic.

In many applications, one is interested in the limit distribution of \( X_n(q) \), which depends on the value of \( q > 0 \); see, e.g., [9,11,12,14,33,34,37,40]. Let us pinpoint the result of Krattenthaler [33], who uncovered a phase transition in the normalized mean number of wall contacts at \( q = 2 \) in watermelons. Using methods from analytic combinatorics, we will show that similar phase transitions naturally occur in a great many instances, not only with respect to the expectation but also for the limit laws. We will use the framework of composition schemes, which often provide a direct and unifying way to explain why phase transitions occur [5,6,25]. In Section 2, we establish in which way the phase transitions in the Gibbs model depend on the value of \( q \). Particular instances of similar phenomena have been observed in [13,43]. We give further examples in Sections 3 and 4.
1.2 Composition schemes and Gibbs distributions

Functional composition schemes such as \( F(z) = G(uH(z)) \) are of great importance in combinatorics \([5,6,25]\) and probability theory \([39]\). The main focus is to analyse probabilistic properties of compositions like

\[
F(z, u) = G(uH(z))
\]  

as a multitude of parameters \( X \) can be modelled in this way. Here \( u \) marks the so-called size of the core, i.e., the involved \( G \)-component; see \([5,6,25]\). The distribution of the corresponding random variable \( X_n \) is then readily defined by

\[
\mathbb{P}(X_n = k) = \frac{[z^nu^k]F(z, u)}{[z^n]F(z, 1)}
\]

Structurally, such schemes are at the heart of many fascinating phase transition phenomena (analytically corresponding, e.g., to coalescing saddle points or to confluence of singularities), related to the Gibbs measure in statistical physics and probability theory \([39]\).

First, we relate composition schemes to \( q \)-enumeration.

**Lemma 2** (Composition schemes and Gibbs distributions). Let a combinatorial statistic \( X \) with bivariate generating function \( F(z, u) \) be given. Then, for real \( q > 0 \) the Gibbs distribution of \( X \) has a probability mass function given in terms of \( F \) by

\[
\mathbb{P}(X_n(q) = k) = \frac{[z^nu^k]F(z, qu)}{[z^n]F(z, q)}.
\]

**Figure 1** Under the Gibbs model, we get different limit distributions for the random variable \( X_n(q) \) associated with statistics counted by a composition scheme: from left to right, Boltzmann (e.g., the negative binomial), Mittag-Leffler (e.g., Rayleigh), chi (e.g., half-normal), Gaussian. We establish their universality in the next sections.

In many (combinatorial) applications of composition schemes, the following assumptions hold \([6]\): all involved generating functions \( G(z), H(z), \) and \( F(z) \) have nonnegative coefficients and aperiodic support, are analytic in a \( \Delta \)-domain with a finite radius of convergence \( \rho_F \) and possess singular expansions of the form

\[
F(z) = P \left( 1 - \frac{z}{\rho_F} \right) + c_F \cdot \left( 1 - \frac{z}{\rho_F} \right)^{\lambda_F} (1 + o(1)),
\]  

where \( \lambda_F \in \mathbb{R} \setminus \{0, 1, 2, \ldots\} \) is called the singular exponent (at \( z = \rho_F \)), and where \( P(x) \in \mathbb{C}[x] \) is a polynomial (of degree \( \geq 1 \) for \( \lambda_F > 1 \), of degree 0 for \( 0 < \lambda_F < 1 \), and \( P = 0 \) for \( \lambda_F < 0 \)). Then, singularity analysis \([25]\) can often be used to compute the asymptotics of the coefficients. Note that the sign of the constant \( c_F \) depends on the Puiseux exponent \( \lambda_F \); see \([6, \text{Equation (8)}]\).
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For the reader’s convenience, we recall the classical terminology for composition schemes in the following definition.

\[ \text{Definition 3 (Classification of composition schemes).} \]

Let \( \tau_H = H(\rho_H) \). A composition scheme \( F(z) = G(H(z)) \) is called subcritical if it satisfies \( \tau_H < \rho_G \), critical if it satisfies \( \tau_H = \rho_G \), and supercritical if it satisfies \( \tau_H > \rho_G \).

We note that each individual class of critical schemes leads to very diverse combinatorial and probabilistic phenomena \([3,5,6,25,39]\).

One typical example of a combinatorial construction of shape \( F(z,u) = G(uH(z)) \) is given by the sequence construction.

\[ \text{Example 4 (Sequence of objects).} \]

Given a combinatorial structure \( \mathcal{H} \), let \( \mathcal{F} = \text{Seq}(\mathcal{H}) \). Using the variable \( u \) to encode the core size (i.e., the number of \( \mathcal{H} \) components), one has \( F(z,u) = 1/(1-uH(z)) \). This is a composition scheme with \( G(z) = 1/(1-z) \), with \( \rho_G = 1 \) and \( \lambda_G = -1 \).

We observe that the parameter \( q \) can thus directly influence the nature of the underlying singular structure when the total mass (obtained by \( u = 1 \)) changes from \([z^n]F(z,1)\) to \([z^n]F(z,q)\). Let us make this more precise for the following class of functions that includes singular structure when the total mass (obtained by \( u = 1 \)) changes from \([z^n]F(z,1)\) to \([z^n]F(z,q)\). Let us make this more precise for the following class of functions that includes singular structure when the total mass (obtained by \( u = 1 \)) changes from \([z^n]F(z,1)\) to \([z^n]F(z,q)\). Let us make this more precise for the following class of functions that includes singular structure when the total mass (obtained by \( u = 1 \)) changes from \([z^n]F(z,1)\) to \([z^n]F(z,q)\).

\[ \text{Lemma 5 (Nature and asymptotics of \( q \)-enumerated composition schemes).} \]

Let a composition scheme \( F(z,u) = G(uH(z)) \) with singular exponents \( \lambda_G < 0 \) and \( 0 < \lambda_H < 1 \) be given. Let \( q_c := \frac{\rho_G}{\tau_H} = \frac{\rho_G}{\tau_G(q_H)} > 0 \). The nature of the scheme then splits into three different regimes:

- for \( 0 < q < q_c \), the scheme is subcritical;
- for \( q = q_c \), the scheme is critical;
- for \( q > q_c \), the scheme is supercritical.

Accordingly, if one imposes a Gibbs measure on the number of \( \mathcal{H} \)-components, this impacts the asymptotics of their \( q \)-enumeration \( f_n(q) \) as follows:

\[
\begin{align*}
    f_n(q) &\sim \begin{cases} 
        \frac{c_G q_G^G(q_H u)}{\Gamma(-\lambda_H)} \rho_H^{-n} n^{-\lambda_H - 1}, & \text{for } 0 < q < q_c, \\
        c_G \left( \frac{q}{u} \right)^{\lambda_H} \frac{1}{\Gamma(-\lambda_H n - \lambda_G)} \rho_H^{-n} n^{-\lambda_H - \lambda_G - 1}, & \text{for } q = q_c, \\
        c_G \left( \frac{q_H u}{\rho_G} \right)^{\lambda_G} \frac{1}{\Gamma(-\lambda_G)} \rho^{-n} n^{-\lambda_G - 1}, & \text{for } q > q_c,
    \end{cases}
\end{align*}
\]

where, in the last case, \( \rho \) is the unique solution of \( q_H(\rho) = \rho_G \) in the interval \((0,\rho_H)\).

**Proof of Lemma 5.** First, we turn to the nature of the scheme \( F_q(z) = G(qH(z)) \). Since \( F_q(z) \) has nonnegative coefficients, Pringsheim’s Theorem \([25]\) implies that there is a singularity on the real axis. Further, \( H(z) \) is monotonically increasing on the real axis from \( 0 \) to \( \rho_H \), where it attains the value \( \tau_H = H(\rho_H) < \infty \). Thus, the nature of \( F_q(z) \) depends on the relation between the singularity \( \rho_G \) of \( G(z) \) and \( q_H \) as claimed. Next, we look at the singular expansions. We start with those of \( G(z) \) and \( H(z) \). By the assumptions on \( \lambda_G \) and \( \lambda_H \) we have

\[
G(z) \sim c_G \left( 1 - \frac{z}{\rho_G} \right)^{\lambda_G} \quad \text{and} \quad H(z) \sim \tau_H + c_H \left( 1 - \frac{z}{\rho_H} \right)^{\lambda_H}.
\]
In the subcritical regime \( 0 < q < \frac{\rho_H}{\tau_H} \), the outer function \( G(z) \) is analytic at \( q \tau_H \) and we combine its expansion with the singular expansion of \( H(z) \) around \( z = \rho_H \) to obtain

\[
F_q(z) = G(q\tau_H) + G'(q\tau_H)(qH(z) - q\tau_H)(1 + o(1)) \\
\sim G(q\tau_H) + c_H qG'(q\tau_H)(1 - \frac{z}{\rho_H})^{\lambda_H}.
\]

Basic singularity analysis [25] provides the stated expansion.

For the critical regime \( q = \frac{\rho_H}{\tau_H} \) we obtain

\[
F_q(z) \sim c_G \left( 1 - q \frac{\tau_H}{\rho_H} - q \frac{c_H}{\rho_G} \left( 1 - \frac{z}{\rho_H} \right)^{\lambda_G} \right)^{\lambda_G} \left( 1 - \frac{z}{\rho_H} \right)^{\lambda_H \lambda_G},
\]

which leads to the desired result.

Finally, in the supercritical regime \( q > \frac{\rho_H}{\tau_H} \), there exists a unique \( 0 < \rho < \rho_H \) such that \( qH(\rho) = \rho_G \). As \( \rho < \rho_H \), we may expand \( H(z) \) around \( \rho \). This leads to

\[
qH(z) = qH(\rho) + qH'(\rho)(z - \rho) + O \left((z - \rho)^2\right).
\]

Note that by the positivity of the coefficients of \( H \) one has \( H'(\rho) \neq 0 \). Thus, we have

\[
F_q(z) \sim c_G \left( \frac{q\rho H'(\rho)}{\rho_G} \right)^{\lambda_G} \left( 1 - \frac{z}{\rho} \right)^{\lambda_G},
\]

and the asymptotic formula for \( f_n(q) \) follows by singularity analysis.

\[\Box\]

## 2 Main theorem: Gibbs models and phase transitions with respect to \( q \)

The following result is our main theorem. It describes the dependency of the limit law on the parameter \( q \). In this extended abstract, we present only the case of sequence-like schemes.

**Theorem 6 (Gibbs distribution and phase transitions of sequence-like schemes).** Let a composition scheme \( F(z,u) = G(uH(z)) \), with singular exponents \( \lambda_G < 0 \) and \( 0 < \lambda_H < 1 \), be given. Then, the Gibbs distribution of \( X_n - X_n(q) \) associated with \( F(z,qv) \) has the following limit laws and phase transition diagram that depend on \( q_c = \frac{\rho_H}{\tau_H} \):

<table>
<thead>
<tr>
<th>Parameter ( q )</th>
<th>( 0 &lt; q &lt; q_c )</th>
<th>( q = q_c )</th>
<th>( q &gt; q_c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regime</td>
<td>subcritical</td>
<td>critical</td>
<td>supercritical</td>
</tr>
</tbody>
</table>
| Singularity      | \( \rho_H \)    | \( \rho_H \)    | \( 
\rho < \rho_H \) |
| Singular exponent| \( Z^{\lambda_H} \) | \( Z^{\lambda_G \lambda_H} \) | \( Z^{\lambda_G} \) |
| Limit law        | discrete        | continuous      | continuous      |
|                  | (Boltzmann)     | (Mittag-Leffler) | (Gaussian)      |

In the subcritical regime \( 0 < q < q_c \), the random variable \( X_n - 1 \) converges to a discrete distribution, a Boltzmann distribution \( B_G(q\tau_H) \) with explicit probability generating function given by:

\[
\mathbb{P}(X_n - 1 = k) \to [v^k] \frac{G'(vq\tau_H)}{G'(q\tau_H)}.
\]

In particular, if \( G(z) = \frac{1}{1 - z} \), the limit law of \( X_n - 1 \) is a negative binomial distribution \( \text{NegBin}(m + 1, 1 - q\tau_H) \), where \( X \sim \text{NegBin}(r, p) \) is defined by \( \mathbb{P}(X = k) = \binom{k + r - 1}{k} p^r (1 - p)^k \) for \( k \geq 0 \).
In the critical regime \( q = q_c \), the random variable \( X_n/n^{\lambda_H} \) converges in distribution:

\[
-\frac{c_H X_n}{n^{\lambda_H}} \xrightarrow{\mathcal{D}} X,
\]

where the random variable \( X \) follows the two-parameter Mittag-Leffler distribution 
\( \text{ML}(\alpha, \beta) \) (with \( \alpha := \lambda_H \) and \( \beta := -\lambda_G \lambda_H \)) that is associated with the density 
\( f_X(x) = \frac{1}{\alpha!} \sum_{n=1}^{\infty} (-1)^n \frac{x^n}{n!} x^n \alpha + \beta (n-1) \) determined by its moments 
\( \mathbb{E}(X^n) = \frac{\Gamma(\alpha + n \beta)}{\Gamma(\alpha + 1) \Gamma(\alpha + n \beta)} \).

In particular, for \( \lambda_G = -1 \) and \( \lambda_H = \frac{1}{2} \), \( X \) follows the Rayleigh distribution \( \mathcal{R}(\sqrt{2}) \),
where \( X \sim \mathcal{R}(\sigma) \) is defined by the density 
\( \frac{2}{\pi \sigma^2} e^{-x^2/(2\sigma^2)} \) for \( x \geq 0 \).

In the supercritical regime \( q > q_c \), the centred and normalized random variable 
\( (X_n - \mu_n)/\sigma_n \) converges in distribution to a standard normal distribution 
\( \mathcal{N}(0, 1) \), where mean \( \mu_n \) and variance \( \sigma_n^2 \) are both of order \( n \): we have, with \( \rho = \rho(q) \) given by \( q H(\rho) = \rho_G \),

\[
\mu_n \sim \frac{\rho_G}{q \rho H'(\rho)} \cdot n, \quad \sigma_n^2 \sim \left( \frac{\rho_G^2}{q^2 \rho^2 H'(\rho)^2} - \frac{\rho_G}{q \rho H'(\rho)} + \frac{\rho_G^2 H''(\rho)}{q^2 \rho H'(\rho)^3} \right) \cdot n.
\]

In particular, the expected value of \( X_n \) is for \( n \to \infty \) asymptotically equivalent to 

\[
\mathbb{E}(X_n) \sim \begin{cases} 
1 + \frac{\sigma_H G''(q \tau_H)}{G'(q \tau_H)} \cdot n, & \text{for } 0 < q < q_c, \\
\frac{\lambda_G \tau_H G'(1 - \lambda_G \lambda_H)}{c_G H'(1 - \lambda_G \lambda_H)} \cdot n^{\lambda_H}, & \text{for } q = q_c, \\
\frac{\rho_G}{q \rho H'(\rho)} \cdot n, & \text{for } q > q_c.
\end{cases}
\]

Proof of Theorem 6 (Sketch). For \( q < q_c \), we are in the subcritical regime and follow the proof of Lemma 5. We build on the results of \( [6, 25] \). We expand \( F(z, q v) \) for \( 0 < v < 1 \) to obtain 
\( F(z, q v) \sim G(q v \tau_H) + c_H q v G'(q v \tau_H) \left( 1 - \frac{z}{c_H} \right)^{\lambda_H} \). This implies that the probability generating function satisfies 

\[
\lim_{n \to \infty} \mathbb{E}(v^{X_n}(q)) = \lim_{n \to \infty} \frac{[z^n] F(z, q v)}{f_n(q)} = \frac{v G'(q v \tau_H)}{G'(q \tau_H)},
\]

leading to a Boltzmann distribution \( \mathcal{B}_G(q \tau_H) \). In particular, for \( G(z) = 1/(1 - z) \) we have 
\( G'(z) = 1/(1 - z)^2 \), leading to a negative binomial distribution.

For \( q = q_c \) we are at the critical value and we thus apply \( [6, \text{Theorem 4.1}] \) with \( \lambda_G < 0 \) and \( 0 < \lambda_H < 1 \). This yields the stated limit law, as discussed in \( [6, \text{Remark 4.2}] \).

In the supercritical regime for \( q > q_c \), our claim results from the approach of Bender \( [25, \text{Propositions IX.6 and IX.7}] \). The singularity \( \rho = \rho(qv) \) becomes an analytic function of \( v \) while the nature of the singularity remains unchanged for \( v \) in a sufficiently small neighbourhood of 1. In particular, the expected value, the variance, and the normal limit law follow by an application of Hwang’s quasi-power theorem \( [25, 32] \).

It is worth pointing out that the constant in the asymptotics of \( \sigma_n^2 \) in the supercritical case is always strictly positive. Thus degenerate limit laws are not possible. This is shown in the following. The proof follows the lines of \( [35, \text{Proposition 23}] \).

Proposition 7 (Positivity of the variance constant). In the supercritical regime \( q > q_c \) of Theorem 6, we have 

\[
\frac{\rho_G^2}{q^2 \rho^2 H'(\rho)^2} - \frac{\rho_G}{q \rho H'(\rho)} + \frac{\rho_G^2 H''(\rho)}{q^2 \rho H'(\rho)^3} > 0,
\]

thus \( \frac{\sigma_n^2}{n} \) converges to a constant that is strictly positive.
Figure 2 The distribution (with the histogram interpolated to a curve) of returns to 0 in Motzkin excursions (as analysed in Section 3), for walks of length \( n = 100 \), under the Gibbs measure of weight \( q \). While the distribution for a finite \( n \) evolves continuously when one increases \( q \), it exhibits a phase transition when one increases \( n \) (at \( q_c = 3/2 \) for this example). As stated in Theorem 6, it converges to a negative binomial distribution for \( q < q_c \), to a Rayleigh distribution for \( q = q_c \), and to a Gaussian distribution for \( q > q_c \).

Proof. For \( v \) in a suitably small neighbourhood of 1, the singularity \( \rho = \rho(qv) \) of \( F(z, qv) \) becomes an analytic function of \( v \) as mentioned in the proof of Theorem 6. It is implicitly determined by \( qvH(\rho(qv)) = \rho_G \). Singularity analysis gives us the asymptotic formula

\[
\begin{align*}
  f_n(qv) &= [z^n]F(z, qv) \\ &\sim c_G \left(\frac{qv(\rho(qv)H'(\rho(qv)))}{\rho_G}\right)^{\lambda_G} \frac{1}{\Gamma(-\lambda_G)}\rho(qv)^{-n}n^{-\lambda_G-1},
\end{align*}
\]

see Lemma 5. For the moment generating function of the variable \( X_n(q) \), this means that

\[
\mathbb{E}(e^{tX_n(q)}) = \frac{f_n(qe^t)}{f_n(q)} \sim \exp \left( a(t)n + b(t) \right),
\]

uniformly for \( t \) in a suitable neighbourhood of 0, where

\[
\begin{align*}
  a(t) &= \log \rho(q) - \log \rho(qe^{t}) \\
  b(t) &= \lambda_G \left( t + \log \frac{\rho(qe^{t})H'(\rho(qe^{t}))}{\rho(q)H'(\rho(q))} \right).
\end{align*}
\]

Note that \( a(0) = b(0) = 0 \) and \( a'(0) = -\frac{q\rho'(q)}{\rho(q)^2} = \frac{\rho_G}{q\rho(q)H'(\rho(q))} \) (the latter identity follows by implicit differentiation from \( qH(\rho(q)) = \rho_G \)). Now let \( k \) be the smallest positive integer greater than or equal to 2 such that \( a^{(k)}(0) \neq 0 \), provided that such an integer exists. Substitute \( t = sn^{-1/k} \) in (7) and apply the Taylor expansion of \( a(t) \) and \( b(t) \) around 0 to obtain

\[
\mathbb{E}\left( \exp \left( \frac{s(X_n(q) - a'(0)n)}{n^{1/k}} \right) \right) = \exp \left( \frac{a^{(k)}(0)}{k!} s^k + o(1) \right).
\]

By Lévy’s continuity theorem, this would mean that \( \frac{X_n(q) - a'(0)n}{n^{1/k}} \) converges in distribution to a random variable \( X \) with moment generating function

\[
M(s) = \mathbb{E}(e^{sX}) = \exp \left( \frac{a^{(k)}(0)}{k!} s^k \right).
\]

However, such a random variable can only exist for \( k = 2 \); otherwise, it would have second moment 0, thus be almost surely equal to 0 and have moment generating function \( M(s) = 1 \).
Composition Schemes: \( q \)-Enumerations and Phase Transitions in Gibbs Models

If \( k = 2 \), then

\[
0 \neq a''(0) = -q^2 \rho''(q) + q^2 \rho'(q)^2 - \frac{qq'}{\rho(q)} + \frac{\rho G}{q^2 \rho(q)^2 H'(\rho(q))^2} - \frac{q}{q^2 \rho(q) H'(\rho(q))} + \frac{\rho G H''(\rho(q))}{q^2 \rho(q) H'(\rho(q))^3},
\]

and we are done (here, implicit differentiation of \( qH(\rho(q)) = \rho_G \) is used again in the second step). It only remains to exclude the possibility that there is no \( k \geq 2 \) such that \( a^{(k)}(0) \neq 0 \). Then \( a(t) \) must be a linear function: \( a(t) = \kappa t \) for some constant \( \kappa \), thus \( \rho(q e^t) = \rho(q) e^{-\kappa t} \). This would have to hold for \( t \) in a neighbourhood of 0. But in view of the implicit equation \( q e^t H(\rho(q e^t)) = \rho_G \), this would imply that the function \( H \) is given by \( H(z) = \frac{\rho G}{q} (z/\rho(q))^{1/k} \), contradicting our assumptions.

3 Applications: phase transitions from negative binomial to Rayleigh to Gaussian

We start our list of applications with the case of fixed-point-biased permutations avoiding a pattern of length three, whose asymptotic behaviour was recently considered in [13]. Then we consider several instructive examples from the theory of lattice paths, namely the returns to zero in Dyck bridges and Dyck excursions, as well as in Motzkin bridges and Motzkin excursions. Thereby, we add to the existing classical results (that is, for the uniform distribution) the phase transitions stemming from \( q \)-enumeration (that is, for the Gibbs distribution on the parameter). We also consider the number of boundary interactions in some quarter-plane walk models, and the number of contacts between two paths in some watermelon models.

3.1 Fixed-point-biased permutations avoiding a pattern of length three

Let \( S_n(p) \) be the set of permutations of 1, 2, \ldots, \( n \) that avoid a given pattern \( p \) (where, as usual, the elements of the pattern \( p \) need not be contiguous in the permutation; see Figure 3). The generating function counting the statistic \( \text{fp}(\sigma) \) (number of fixed points) of such permutations for the pattern 321 was obtained by Vella [41, Theorem 2.13] and for the other two patterns 132 and 213 by Elizalde [19, Theorem 3.5]. It is in all three cases equal to

\[
F(z, u) = 1 + \sum_{n=1}^{\infty} \sum_{\sigma \in S_n(p)} u^{\text{fp}(\sigma)} z^n = \frac{2}{1 + 2(1 - u)z + z \sqrt{1 - 4z}}.
\]

![Figure 3](image-url) An example of a 321-avoiding permutation of length 12 with 3 fixed points marked by red dots. (A permutation \( \pi = (\pi_1, \ldots, \pi_n) \) avoids the pattern \( p = 321 \) if there is no triplet \( 1 \leq i < j < k \leq n \) such that \( \pi_k < \pi_j < \pi_i \).)
Later, Chekhlov and Panzo [13] used this generating function to establish a phase transition which we rederive now.

**Theorem 8** (Phase transition for fixed-point-biased permutations). The limit Gibbs distribution of the fixed-point statistic in permutations avoiding any given pattern \( p \in \{132, 321, 213\} \) has a phase transition with critical value \( q_c = 3 \):

<table>
<thead>
<tr>
<th>Parameter ( q )</th>
<th>Limit law of ( X_n(q) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 &lt; q &lt; 3 )</td>
<td>Negative binomial ( \text{NegBin}(2, 1 - q/3) )</td>
</tr>
<tr>
<td>( q = 3 )</td>
<td>( \mathcal{R}(\sqrt{2}) )</td>
</tr>
<tr>
<td>( q &gt; 3 )</td>
<td>( \mathcal{N}(0, 1) )</td>
</tr>
</tbody>
</table>

**Proof.** In order to deduce the phase transitions from Theorem 6, we write \( F(z, u) \) as a sequence of components \( H(z) \) marked with \( u \)

\[
F(z, u) = \frac{H(z)}{z}, \quad \frac{1}{1 - uH(z)} = \frac{1}{uz} \quad \frac{1}{1 - uH(z)} - \frac{1}{uz}, \quad \text{where} \quad H(z) = \frac{2z}{1 + 2z + \sqrt{1 - 4z}}.
\]

Here, \( F(z, u) \) is not in the shape of the composition scheme (4), but very close. For the limit law, these perturbing factors are irrelevant, since by Lemma 2 one has for \( n, k \geq 0 \)

\[
\mathbb{P}(X_n(q) = k) = \frac{[z^n]F(z, qu)}{[z^n]F(z, qu)} = \frac{[z^{n+1}]G(uqH(z))}{[z^{n+1}]G(uqH(z))}, \quad \text{where} \quad G(z) = \frac{1}{1 - z}.
\]

Thus, one has \( \rho_G = 1, \rho_H = \frac{1}{2} \) and \( \tau_H = H(\rho_H) = \frac{1}{2} \). Theorem 6 then implies the phase transition at \( q_c = \rho_G/\tau_H = 3 \) with a Boltzmann distribution (simplifying here to a NegBin), a Mittag-Leffler distribution (simplifying here to a Rayleigh distribution since \( \lambda_H = \frac{1}{2} \)), and a Gaussian distribution.

### 3.2 Returns to zero in Dyck and Motzkin paths

We consider two classical directed models: Dyck and Motzkin paths. Dyck paths consist of the steps up \((1, 1)\) and down \((1, -1)\), while Motzkin paths allow additionally some horizontal steps \((0, 0)\). They are called bridges if they start at \((0, 0)\) and end at \((2n, 0)\), and excursions if it is additionally required that they never cross the \(x\)-axis.

The random variable \( X_n \), counting the number of returns to the \(x\)-axis in a random excursion and bridge of size \(2n\), is a well-studied object [4, 25], leading for excursions to a negative binomial limit law for \( X_n \) and leading for bridges to a Rayleigh limit law for \( X_{n/\sqrt{2}} \).

Note that the root degree in plane trees behaves the same due to a classical bijection between plane trees and Dyck excursions.

**Theorem 9** (\(q\)-enumerations: limit laws for returns to zero). The Gibbs distribution of the number \( X_n = X_n(q) \) of returns to zero in Dyck excursions and bridges of length \(2n\) as well as Motzkin excursions and bridges of length \(n\), has a phase transition at \( q_c \) and follows, after suitable rescaling for \( n \to +\infty \), either a negative binomial, Rayleigh, or Gaussian distribution.

<table>
<thead>
<tr>
<th>Parameter ( q )</th>
<th>Limit law</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 &lt; q &lt; q_c )</td>
<td>( X_n - \frac{\xi}{\tau_H} \overset{\mathcal{L}}{\rightarrow} \text{NegBin}(2, 1 - q\tau_H) )</td>
</tr>
<tr>
<td>( q = q_c )</td>
<td>( \frac{\xi}{\sqrt{\tau_H}} \overset{\mathcal{L}}{\rightarrow} \mathcal{R}(\sqrt{2}) )</td>
</tr>
<tr>
<td>( q &gt; q_c )</td>
<td>( \frac{\xi}{c_H \sqrt{\tau_H}} \overset{\mathcal{L}}{\rightarrow} \mathcal{N}(0, 1) )</td>
</tr>
</tbody>
</table>

\( q_c = \begin{cases} 2 & \text{for Dyck excursions,} \\ 1 & \text{for Dyck bridges,} \\ \frac{3}{2} & \text{for Motzkin excursions,} \\ 1 & \text{for Motzkin bridges.} \end{cases} \)

Here, \( \tau_H \) is \( \frac{1}{2}, 1, \frac{3}{2}, 1 \), and \( c_H \) is \( -\frac{1}{\sqrt{2}}, -1, -\frac{1}{\sqrt{3}}, -\frac{c_H}{\sqrt{3}} \) for Dyck excursions, Dyck bridges, Motzkin excursions and Motzkin bridges, respectively.
Proof. Cutting each time the path returns to the $x$-axis [25, p. 636], one directly sees that the generating functions $D(z)$ and $B_D(z)$ of Dyck excursions and bridges, respectively, satisfy the relations

$$D(z) = \frac{1}{1 - z^2 D(z)} = \frac{1 - \sqrt{1 - 4z^2}}{2z^2} \quad \text{and} \quad B_D(z) = \frac{1}{1 - 2z^2 D(z)} = \frac{1}{\sqrt{1 - 4z^2}}.$$  

The generating functions $D(z, u)$ and $B_D(z, u)$ of Dyck excursions and bridges marking the number of returns are

$$D(z, u) = \frac{1}{1 - z^2 u D(z)} \quad \text{and} \quad B_D(z, u) = \frac{1}{1 - 2z^2 u D(z)}.$$ \hspace{1cm} (8)

In both cases we recognize a composition scheme (4) with $G_p(z) = \frac{1}{1 - z^2}$ and $H_p(z) = z^2 D(z)$ for excursions and $H(z) = 2z^2 D(z)$ for bridges. Therefore, we can readily apply Theorem 6.

Motzkin excursions have the generating function

$$M(z) = \frac{1 - z - \sqrt{(1 + z)(1 - 3z)}}{2z^2},$$

with dominant singularity $\rho = \frac{1}{3}$ [25]. With the same ideas as for Dyck paths, we directly get the bivariate generating functions $M(z, u)$ and $B_M(z, u)$ of excursions and bridges, respectively, as

$$M(z, u) = \frac{1}{1 - z u (1 + z M(z))} \quad \text{and} \quad B_M(z, u) = \frac{1}{1 - z u (1 + 2z M(z))}.$$ \hspace{1cm} (9)

Again, we recognize the composition scheme (4) with $G(z) = \frac{1}{1 - z^2}$ and $H(z) = z(1 + z M(z))$ for excursions and $H(z) = z(1 + 2z M(z))$ for bridges. This leads again to similar phase transitions. ▶

Remark 10 (Weighted paths). Let $p_1, p_0, p_1 \geq 0$ be the weights of the steps $(1, -1), (1, 0), (1, 1)$, respectively. The weight of a path is the product of its weights. Weighted Dyck excursions and bridges behave exactly as unweighted ones, as each path of length $2n$ has a weight $(p_1 p_1)^n$. However, weighted Motzkin excursions and bridges behave differently. With the same techniques it is easy to show that for weighted Motzkin excursions, the phase transition occurs at

$$q_c = \frac{p_0 + 2\sqrt{p_1 p_1}}{p_0 + \sqrt{p_1 p_1}} = 1 + \frac{1}{1 + \frac{p_0}{\sqrt{p_1 p_1}}} \in (1, 2].$$

Finally, for weighted Motzkin bridges the phase transition again always occurs at $q_c = 1$, because $\tau_H = 1$ is independent of the weights.

3.3 Boundary contacts for quarter-plane walks

A direct byproduct of our results are phase transitions for Hadamard models of quarter-plane walks. Beaton, Owczarek, and Rechnitzer [7] initiated the study of quarter-plane walks with wall interactions. We are interested in walks restricted to the quarter plane, starting and ending at the origin, and their interaction with the walls (that is, their number of contacts with $x$- or $y$-axis).
It turns out that in many models the generating functions are rather complicated [7], but for three families of walks called Hadamard models, the analysis of contacts can be done in a fairly simple way. Such models are enumerated by a Hadamard product of generating functions

\[ A(z) \odot B(z) := \sum_{n \geq 0} a_n b_n z^n, \quad \text{where } A(z) = \sum_{n \geq 0} a_n z^n \quad \text{and} \quad B(z) = \sum_{n \geq 0} b_n z^n. \]

They correspond to the diagonal, diabolo, and king walk models with stepsets \( \bullet \bullet \), \( \bullet \; \bullet \), \( \bullet \), respectively (for the last two models, one has in fact a slight variant of the usual diabolo or king models: here we allow additionally the step \( p, 0 \), \( 0, q \), as indicated by the centre dot in the stepset representation). Walks of length \( 2n \) in the quarter plane that start and end at \( (0,0) \) decompose into two independent directed excursions of length \( n \). Therefore, these models are in bijection with pairs of Dyck and Motzkin excursions. This is summarized in the following table, where \( D(z, u) \) and \( M(z, u) \) are the generating functions from (8) and (9), respectively.

<table>
<thead>
<tr>
<th>Model</th>
<th>Steps</th>
<th>Generating function ( Q(z, u_1, u_2) )</th>
<th>Sequence ( Q_{2n} )</th>
<th>OEIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal</td>
<td>( \bullet \bullet )</td>
<td>( D(z, u_1) \odot D(z, u_2) )</td>
<td>( C_n \cdot C_n )</td>
<td>A001246</td>
</tr>
<tr>
<td>Diabolo</td>
<td>( \bullet ; \bullet )</td>
<td>( D(z, u_1) \odot M(z, u_2) )</td>
<td>( C_n \cdot M_n )</td>
<td>A151362</td>
</tr>
<tr>
<td>King</td>
<td>( \bullet )</td>
<td>( M(z, u_1) \odot M(z, u_2) )</td>
<td>( M_n \cdot M_n )</td>
<td>A133053</td>
</tr>
</tbody>
</table>

The limit laws for the number of wall interactions with the \( x \)-axis or \( y \)-axis depend on the particular values of the \( q \)-enumerations; compare with the results in Theorem 9. More precisely, we get the following proposition. By symmetry it also translates to \( y \)-axis contacts in the missing cases.

**Theorem 11** (Boundary interactions for some quarter-plane walks). The number of \( x \)-axis contacts of diagonal walks and the number of \( y \)-axis contacts of diabolo walks follows the law of the \( q \)-enumeration of Dyck returns to 0. The number of \( x \)-axis contacts of diagonal, diabolo, and king walks follows the law of the \( q \)-enumeration of Motzkin returns to 0. Accordingly, the phase transitions are the same as in Theorem 9.

**Proof (sketch).** In the diagonal model, the generating function of the \( x \)-axis contacts is equal to \( D(z, qu) \odot D(z) \). Therefore, by Lemma 2 we have

\[ P(X_n(q) = k) = \frac{[z^n u^k]D(z, qu) \odot D(z)}{[z^n]D(z, q) \odot D(z)} = \frac{[z^n u^k]D(z, qu)}{[z^n]D(z, q)}. \]

Thus, the result follows directly from Theorem 9. The other models follow in the same fashion.

**Remark 12** (\( x \)-axis plus \( y \)-axis contacts). The law of the number of \( x \)-axis plus \( y \)-axis contacts is more involved, as it requires the study of the analytic behaviour of Hadamard products of the shape \( (1 - z)^a \odot (1 - z)^b \). These products were studied by Fill, Flajolet, and Kapur, who gave the corresponding Puiseux expansions; see [23, Proposition 8]. Note that, as pinpointed in [23], the case \( a + b \) integer requires the use of additional hypergeometric identities.
3.4 Friendly two-watermelons without wall: contacts and returns

We consider a pair of directed walkers with Dyck steps \((1, -1)\) and \((1, 1)\). The walkers start and end at the same point, may meet and share edges but not cross. Such walker configurations \(W\) are also called friendly two-watermelons (see the related work of Roitner [38] and Krattenthaler, Guttmann, and Viennot [34]). We are interested in walks of length \(n\) and the number of contacts \(C\) of the two walkers. A contact in a two-watermelon is a point (not counting the starting point) where both paths occupy the same lattice point. (See Figure 4.)

- **Theorem 13** (Phase transition for contacts in friendly two-watermelons). *With the renormalizations of Theorem 6, the limit Gibbs distribution of the number of contacts in friendly two-watermelons has a phase transition with critical value \(q_c = 4/3\):*

<table>
<thead>
<tr>
<th>Parameter (q)</th>
<th>(0 &lt; q &lt; \frac{4}{3})</th>
<th>(q = \frac{4}{3})</th>
<th>(q &gt; \frac{4}{3})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limit law of (X_n(q))</td>
<td>Negative binomial</td>
<td>Rayleigh</td>
<td>Gaussian</td>
</tr>
<tr>
<td></td>
<td>(\text{NegBin}(2, 1 - \frac{3}{4}q))</td>
<td>(\mathcal{R}(\sqrt{2}))</td>
<td>(\mathcal{N}(0, 1))</td>
</tr>
</tbody>
</table>

**Proof.** Let \(F(z, u)\) denote the bivariate generating function of friendly two-watermelons with respect to the number of contacts:

\[
F(z, u) = \sum_{w \in W} z^{|w|} u^{|C(w)|}.
\]

This generating function was determined by Roitner [38], using a reduction to weighted Motzkin paths. It is given by

\[
F(z, u) = \frac{1}{1 - u(z^2W(z) + 2z)}, \quad W(z) = \frac{1 - 2z - \sqrt{1 - 4z}}{2z^2}, \quad (10)
\]

Under the uniform distribution model, Roitner also obtained a discrete limit law for the parameter (number of contacts). We note in passing that closely related problems in families of osculating walkers have been considered before by Bousquet-Mélou [10]. Under the Gibbs distribution model, we recognize a composition scheme with \(G(z) = 1/(1 - z), \rho_G = 1\), and \(H(z) = z(W(z) + 2)\) so that \(\tau_H = \frac{3}{4}\). Therefore, Theorem 6 applies: we get the 3 phases, with the critical value \(q_c = \frac{\rho_G}{\tau_H} = \frac{4}{3}\). ▶

**Figure 4** An example of a friendly two-watermelon without wall of length 24 with 8 contacts marked by red dots. Under the Gibbs model where such an object is given the weight \(q^8\), the distribution of the number of contacts then depends on the value of \(q\), according to the phase transition given in Theorem 13.
4 Extensions to other constructions: new phase transitions from negative binomial to chi to Gaussian

It is appealing to extend Theorem 6 to even more general composition schemes such as

$$F(z,u) = M(z) \cdot G(uH(z)),$$  \hfill (11)

where an additional factor $M(z)$ appears. This extended scheme is of interest as it captures many classical combinatorial structures: some families of trees or lattice paths (meanders), Pólya urns, and other probabilistic processes like the Chinese restaurant model. In its critical phase, this scheme was recently analysed in [6] under the uniform distribution model for the associated combinatorial structures. This extends the work of pioneers like Bender, Flajolet, Soria, Drmota, Hwang, Gourdon [8,16,17,26,28,32], later synthesized in [25].

In the long version of this article, we analyse this extended scheme under the Gibbs measure model, and we show that the phase transition for Gibbs distributions leads, in some cases, to the 3-parameter Mittag-Leffler distribution introduced in [6]. Further examples of combinatorial problems involving an extended scheme are the root degree in two-connected outerplanar graphs (see Drmota, Giménez, and Noy [15, Theorem 3.2]), the returns to zero in coloured walks, and the number of wall interactions in watermelons. We now analyse the phase transitions for these last two models.

4.1 Number of wall contacts in watermelons

An $m$-watermelon of length $2n$ consists of $m$ walkers moving from $(0,2i-2)$ to $(2n,2i-2)$, $1 \leq i \leq m$, where every walker may either take an up step $(1,1)$ or a down step $(1,-1)$, but walkers are not allowed to occupy the same position (they are thus called vicious). One says that the watermelon has a wall if the $x$-axis serves as a barrier which the lowest walker may touch but not cross. (See Figure 5.) Watermelons were introduced by Fisher [24] for modelling wetting and melting. We refer the reader to the work of Krattenthaler, Guttmann, and Viennot [33,34] or Feierl [20–22] for more results on watermelons and related problems.

We are interested in the number of $x$-axis contacts of the lowest walker. For $m = 1$ this reduces to Theorem 9 on Dyck excursions. For $m \geq 1$, we get the following theorem.

▶ Theorem 14 (Phase transition for wall contacts). The limit Gibbs distribution of the number of $x$-axis contacts in $m$-watermelons with a wall has a phase transition at $q_c = 2$:

<table>
<thead>
<tr>
<th>Parameter $q$</th>
<th>$0 &lt; q &lt; 2$</th>
<th>$q = 2$</th>
<th>$q &gt; 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Limit law of $X_n(q)$</td>
<td>Negative binomial</td>
<td>Chi distribution</td>
<td>Gaussian</td>
</tr>
<tr>
<td>$\text{NegBin}(2m, 1 - \frac{q}{2})$</td>
<td>$\chi \left( \frac{X_n}{\sqrt{m}} \right) \xrightarrow{\text{L}} \chi(2m)$</td>
<td>$\mathcal{N}(0,1)$</td>
<td></td>
</tr>
</tbody>
</table>
Proof (sketch). The \( q \)-enumeration of the number of contacts in \( m \)-watermelons of length \( 2n \ (n > 0) \) with a wall was given by Krattenthaler [33, Theorem 4]:

\[
f_n(q) = \frac{(n-1)! \prod_{i=0}^{n-1} (2i+1)! \prod_{i=0}^{n-2} (2n+2i)!}{\prod_{i=0}^{2n-2} (n+i)!} \sum_{\ell=2}^{n+1} \binom{2n-\ell}{n-1} \binom{\ell + 2m - 3}{\ell - 2} q^\ell.
\] (12)

In the following, we denote by \( X_n \) the random variable counting the number of wall contacts, where we drop the dependence on \( m \). Its probability generating function \( \mathbb{E}(q^{X_n}) \) satisfies

\[
\mathbb{E}(q^{X_n}) = \frac{f_n(q)}{f_n(1)}.
\] (13)

Let \( F(z, q) \) denote the generating function of the numerator of the reduced fraction (13), i.e.,

\[
F(z, q) = \sum_{n \geq 0} z^n \sum_{\ell=2}^{n+1} \binom{2n-\ell}{n-1} \binom{\ell + 2m - 3}{\ell - 2} q^\ell.
\] (14)

We change the order of summation and shift the index to get

\[
F(z, q) = \sum_{\ell \geq 2} \binom{\ell + 2m - 3}{\ell - 2} q^\ell \sum_{n \geq \ell-1} \binom{2n-\ell}{n-1} z^n = q^2 z \sum_{\ell \geq 0} \binom{\ell + 2m - 1}{\ell} q^\ell z^\ell \sum_{n \geq 0} \binom{2n+\ell}{n} z^n.
\]

Introducing the Catalan generating function \( C(z) = \frac{1 - \sqrt{1-4z}}{2z} \), one has

\[
\sum_{n \geq 0} \binom{2n+\ell}{n} z^n = \frac{C(z)^{\ell}}{\sqrt{1-4z}}.
\]

While such a formula can be proven by convolution identities [29, Eq. (5.72)], it is pleasant to give a bijective proof; we invite the reader to pause here and find it before reading on.

The bijection consists in taking a walk of length \( 2n + \ell \) ending at altitude \( \ell \), cutting it at the initial longest bridge, and after this, at the last passage at each altitude. This gives

\[
\sum_{n \geq 0} \binom{2n+\ell}{n} z^{2n+\ell} = \frac{1}{\sqrt{1-4z}} (zC(z^2))^{\ell}.
\]

Going back to the quest for simplifying \( F(z, q) \), we thus obtain

\[
F(z, q) = \frac{q^2 z}{\sqrt{1-4z}} \cdot \frac{1}{(1-qzC(z))^{2m}}.
\] (15)

where in the last step we used the generating function identity \( G(z) = \frac{1}{(1-z)^{2m}} = \sum_{\ell \geq 0} (\ell + 2m - 1) z^\ell \). Note that Eq. (15) suggests that there may be a bijective proof of Formula (12) using links with bridges and arches (instead of Krattenthaler’s tour de force relying on determinants and jeu de taquin).

Now, in order to get the limit laws, our key observation is that Eq. (15) is a composition scheme of shape \( F(z, q) = M(z)G(qH(z)) \), where \( H(z) = zC(z) \), and the probability generating function (under the Gibbs measure) of the number of contacts is given by

\[
\mathbb{E}(v^{X_n(q)}) = \frac{[z^{n-1}]F(z, qv)}{[z^{n-1}]F(z, q)}.
\]

Next, we just apply singularity analysis with values \( \lambda_G = -2m \), \( \rho_G = 1 \), \( \lambda_H = \frac{1}{2} \). The scheme is critical for \( q_c = 2 \), where one gets the Mittag-Leffler distribution \( \frac{1}{2} \) \( ML(\frac{1}{2}, 2m - \frac{1}{2}) \), which can be seen (from its moments) to be the same as the \( \chi \) distribution \( \chi(2m) \). This gives the theorem. \( \square \)
4.2 Returns to zero in coloured walks

Let \( m > 0 \) be an integer. An \( m \)-coloured bridge is an \( m \)-tuple \((B_1, \ldots, B_m)\) of (possibly empty) bridges \( B_i \). As a visual representation, we think of them appended one after the other, \( B_i \) is coloured in colour \( i \). Note that not all colours need to be present. Let an \( m \)-coloured walk be an \( m \)-coloured bridge to which a final walk is appended that never returns to the \( x \)-axis. See Andrews [2] and [27,30] for some combinatorial properties of these walks, and links with multicompositions.

We now prove that their number of returns to zero follows a \( \chi(m) \) distribution. In particular, this gives the half-normal distribution for \( m = 1 \) (which extends Theorem 9 to unconstrained walks, see [42]), the Rayleigh distribution for \( m = 2 \), and the Maxwell distribution for \( m = 3 \).

![Figure 6 A 3-coloured walk (only 2 of the available 3 colours are present) with 7 returns to zero (red dots).](image)

\[ \begin{array}{c|ccc}
\text{Parameter } q & 0 < q < 1 & q = 1 & q > 1 \\
\hline
\text{Limit law of } X_n(q) & \text{Negative binomial} & \text{Chi distribution} & \chi(m) \\
\text{NegBin}(m, 1-q) & \chi(m) & \mathcal{N}(0,1) \\
\end{array} \]

**Proof (Sketch).** We start by showing that returns to zero in \( m \)-coloured walks satisfy the composition scheme \( F(z, q) = M(z)G(qA(z)) \). First, let \( B(z) \) be the generating function of bridges. Each bridge can be decomposed into a sequence of minimal bridges (or generalized arches), which have no return to zero between their extremities (yet jumps might cross the \( x \)-axis). Hence, \( A(z) = 1 - \frac{1}{1-z} \). Second, the \( m \)-tuple corresponding to an \( m \)-coloured bridge has the generating function \( G(A(z)) \), with \( G(z) = \frac{1}{1-z} \). Third, the final part of the walk (that never returns to the \( x \)-axis) corresponds to \( M(z) = W(z)/B(z) \), since each walk can be factored into an initial bridge and this final part.

Then, as before, the probability generating function (under the Gibbs measure) is

\[ \mathbb{E}(v^{X_n(q)}) = \frac{[z^n v^q] F(z, q)^v}{[z^n] F(z, q)} . \]

We get the values \( \lambda_G = -m \), \( \rho_G = 1 \), and \( \lambda_M = -1/2 \). Furthermore, for any directed walk model [4], \( B(z) \) has a critical exponent \( \lambda_B = -1/2 \), and therefore \( \lambda_A = 1/2 \). This also means that \( B(z) \) diverges at the singularity, and thus \( A(z) \) is equal to 1. Hence, the scheme is universally critical at \( q_c = 1 \), where we get \( \frac{1}{m^2} \mathcal{ML}(\frac{1}{2}, \frac{m-1}{2}) \), which can be seen (from its moments) to be the same as the chi distribution \( \chi(m) \). Other cases follow by singularity analysis.
We unified the recent results of [6] with the classical results of [8,25] to obtain phase transitions for Gibbs models under the umbrella of composition schemes. This allows us to obtain a variety of limit laws, leading to new results, as well as summarizing and generalizing classical results in analytic combinatorics. It also explains the universality hidden behind some phase transitions up to now sporadically observed in the literature. In the full version of this article, we give several extensions of Theorem 6, thus treating many other examples of more general combinatorial constructions.

It is interesting to have an informal physicist look at our results: in statistical mechanics, the Gibbs measure can be seen as $q^k = \exp(-k/T)$, where $T$ is the temperature of the model. Accordingly, $T \to 0$ (i.e., $q$ is very small) gives a frozen “solid” phase (typically leading to a discrete distribution), while $T \to +\infty$ gives a “gaseous” phase (typically leading to a Gaussian distribution), and, around (or at) a critical temperature $T_c$, this gives a “liquid” phase (where the wild things are: one often observes at this location an unexpected fancy distribution). Our article is one more illustration of this informal paradigm.
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1 Introduction

Phylogenetic networks are used to visualize, model, and analyze the ancestor relationship of taxa in reticulate evolution. To make them more relevant for biological applications as well as devise algorithms for them, many subclasses of the class of phylogenetic networks have been proposed; see the comprehensive survey [14]. A lot of recent research work was concerned with fundamental questions such as counting them and understanding the shape of a network drawn uniformly at random from a given class; see, e.g., [2, 3, 4, 8, 9, 11, 12, 10, 13, 15, 16]. Despite this, even counting results are still missing for most of the major classes of phylogenetic networks. Two notable exceptions are tree-child networks and galled networks for which such results have been proved in [11, 12]. In this work, we consider the intersection of these two network classes. We start with some basic definitions and then explain why we find this class interesting.

First, a phylogenetic network is defined as follows.
Definition 1 (Phylogenetic Network). A (rooted) phylogenetic network of size $n$ is a rooted, simple, directed, acyclic graph whose nodes fall into the following three (disjoint) categories:

- (a) A unique root which has indegree 0 and outdegree 1;
- (b) Leaves which have indegree 1 and outdegree 0 and are bijectively labeled with labels from the set $\{1, \ldots, n\}$;
- (c) Internal nodes which have indegree and outdegree at least 1 and total degree at least 3. Moreover, a phylogenetic network is called binary if all internal nodes have either indegree 1 and outdegree 2 (tree nodes) or indegree 2 and outdegree 1 (reticulation nodes).

Remark 2.

(i) Phylogenetic networks with all internal nodes having indegree equal to 1 are called phylogenetic trees. They have been used as visualization tool in evolutionary biology at least since Darwin.

(ii) If not explicitly mentioned, phylogenetic networks are always binary in the sequel.

We next define galled networks and tree-child networks which are two of the major classes of phylogenetic networks. (The former has been introduced for computational reasons, the latter because of its biological relevance; see [14].) For the definition, we need the notion of a tree cycle which is a pair of edge-disjoint paths in a phylogenetic network that start at a common tree node and end at a common reticulation node with all other nodes being tree nodes.

Definition 3.

- (a) A phylogenetic network is called a tree-child network if every non-leaf node has at least one child which is either a tree node or a leaf.
- (b) A phylogenetic network is called a galled network if every reticulation node is in a (necessarily unique) tree cycle.

Remark 4. Note that neither the class of tree-child networks is contained in the class of galled networks nor vice versa; see Figure 1.

Let $TC_{n,k}$ and $GN_{n,k}$ denote the number of tree-child networks and galled networks of size $n$ with $k$ reticulation nodes, respectively. It is not hard to see that $k \leq n - 1$ for tree-child networks and $k \leq 2n - 2$ for galled networks where both bounds are sharp; see, e.g., [11, 12]. Thus, the total numbers are given by:

\[
TC_n := \sum_{k=0}^{n-1} TC_{n,k} \quad \text{and} \quad GN_n := \sum_{k=0}^{2n-2} GN_{n,k}.
\]
The asymptotic growth of both of these sequences is known. First, in [11], it was proved that for the number of tree-child networks, as \( n \to \infty \),
\[
\text{TC}_n = \Theta \left( n^{-2/3} e^{a_1 (3n)^{1/3}} \left( \frac{12}{e^2} \right)^n n^{2n} \right),
\]
where \( a_1 \) is the largest root of the Airy function of the first kind. The surprise here was the presence of a stretched exponential in the asymptotic growth term. On the other hand, no stretched exponential is contained in the asymptotics of the number of galled networks. More precisely, it was proved in [12] that, as \( n \to \infty \),
\[
\text{GN}_n \sim \frac{\sqrt{2r \sqrt{e}}}{4} n^{-1} \left( \frac{8}{e^2} \right)^n n^{2n}.
\]

The tools used to establish (2) and (3) were very different: for (2), a bijection to a class of words was proved and a recurrence for these words was found which could be (asymptotically) analyzed with the approach from [6]; for (3), the component graph method introduced in [13] together with the Laplace method and a result from [1] was used.

Another difference was the location in (1) of the terms which dominate the two sums. For tree-child networks, the main contribution comes from networks with \( k \) close to \( n - 1 \) (the maximally reticulated networks), whereas for galled networks, the main contributions come from networks with \( k \approx n \). In fact, the limit law of the number of reticulation nodes, say \( R_n \), was derived in [5, 12] for both network classes if a network of size \( n \) is sampled uniformly at random. More precisely, for tree-child networks, it was shown in [5] that, as \( n \to \infty \),
\[
n - 1 - R_n \xrightarrow{d} \text{Poisson}(1/2),
\]
where \( \xrightarrow{d} \) denotes convergence in distribution and \( \text{Poisson}(\lambda) \) is a Poisson law with parameter \( \lambda \). A similar discrete limit law was proved in [12] for galled networks. More precisely, it was shown that, as \( n \to \infty \),
\[
\mathbb{E}(R_n) = n - \frac{3}{8} + o(1)
\]
and that the limit law of \( n - R_n \) is not Poisson but a mixture of Poisson laws; see Theorem 2 in [12] for more details.

Due to the above results and differences, one wonders how the intersection of the class of tree-child networks and galled networks behaves?

\begin{definition}[Galled Tree-Child Network] A galled tree-child network is a network which is both a galled network and a tree-child network.
\end{definition}

Let \( \text{GTC}_{n,k} \) denote the number of galled tree-child networks of size \( n \) with \( k \) reticulation nodes. We show below that again \( k \) has the sharp upper bound \( n - 1 \). (See Lemma 19 in Section 3.) Set:
\[
\text{GTC}_n := \sum_{k=0}^{n-1} \text{GTC}_{n,k}.
\]
Then, this sequence has the following first-order asymptotics.

\begin{theorem}
For the number of galled tree-child networks, we have, as \( n \to \infty \),
\[
\text{GTC}_n \sim \frac{1}{2 \sqrt{e}} n^{-5/4} e^{2 \sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n}.
\]
\end{theorem}
Remark 7. Note that the asymptotic expansion contains a stretched exponential as does the expansion (2) for tree-child networks, however, the proof will use the tools which were developed in [12] to derive (3) for galled networks.

We next consider the number of reticulation nodes \( R_n \) of a random galled tree-child network which is a galled tree-child network of size \( n \) that is sampled uniformly at random from the set of all galled tree-child networks of size \( n \). In contrast to tree-child networks and galled networks, the limit law of \( R_n \) (suitably scaled) is continuous.

Theorem 8. The number of reticulation nodes \( R_n \) of a random galled tree-child networks satisfies, as \( n \to \infty \),

\[
R_n - \frac{\mathbb{E}(R_n)}{\sqrt{\text{Var}(R_n)}} \xrightarrow{d} N(0, 1),
\]

where \( N(0, 1) \) denotes the standard normal distribution. Moreover, as \( n \to \infty \),

\[
\mathbb{E}(R_n) = n - \sqrt{n} + o(\sqrt{n}) \quad \text{and} \quad \text{Var}(R_n) \sim \frac{n}{2}.
\]

The above results show that galled tree-child networks behave quite different from both tree-child networks and galled networks. That is one reason why we find them interesting.

Another reason stems from a recent result which was proved in [4]. In the latter paper, the asymptotics of \( GN_{n,k} \) for fixed \( k \) was derived. Let \( PN_{n,k} \) denote the number of phylogenetic networks of size \( n \) and \( k \) reticulation nodes. (Note that this number is finite, whereas it becomes infinite when summing over \( k \).) Then, one of the main results from [4] implies that for fixed \( k \), as \( n \to \infty \),

\[
PN_{n,k} \sim TC_{n,k} \sim GN_{n,k} \sim 2^{k-1}\sqrt{\frac{2}{k!}} \left( \frac{2}{e} \right)^n n^{2k-1}.
\]

(The first two asymptotic equivalences were proved in [10, 15].) That \( TC_{n,k} \) and \( GN_{n,k} \) have the same first-order asymptotics for fixed \( k \) was a surprise since the classes of tree-child networks and galled networks are quite different, e.g., neither contains the other; see Remark 4. However, the above result can be explained via the class of galled tree-child networks as will be seen in Section 3 below.

We conclude the introduction with a short sketch of the paper. The proofs of Theorem 6 and Theorem 8 follow with a similar approach as used for galled networks in [11]. This approach is based on the component graph method from [13] which we recall in the next section. Then, in Section 3, we consider \( GTC_{n,k} \) for small and large values of \( k \). Finally, Section 4 contains the proofs of our main results (Theorem 6 and Theorem 8). We conclude the paper with some final remarks in Section 5.

2 The Component Graph Method

The component graph method for galled networks was introduced in [13] and used in [4, 12] to prove asymptotic results. It is explained in detail in all these papers. However, to make the current paper more self-contained, we briefly recall it.

Let \( N \) be a galled network. Then, by removing all the edges leading to reticulation vertices (these are the so-called reticulation edges), we obtain a forest whose trees are called the tree-components of \( N \).

The component graph of \( N \), denoted by \( C(N) \), is now a directed, acyclic graph which has a vertex for every tree-component. Moreover, the vertices are connected by the removed reticulation edges in the same way as the tree-components have been connected by them.
Finally, we attach the leaves in the tree-components to the corresponding vertices in $C(N)$ unless a vertex $v$ of $C(N)$ is a terminal vertex and its corresponding tree-component has exactly one leaf, in which case we use the label of that leaf to label $v$. Note that $C(N)$ may contain double edges. We replace such a double edge by a single edge and indicate that it was a double edge by placing an arrow on it; see Figure 2 for a galled network together with its component graph. Also, denote by $\tilde{C}(N)$ the component graph of $C(N)$ with all arrows on edges removed. Then, the authors of [13] made the following important observation.

\begin{itemize}
  \item Proposition 9 ([13]).\textit{ } $N$ is a galled network if and only if $\tilde{C}(N)$ is a (not necessarily binary) phylogenetic tree.
  
  \item Remark 10. By this result, for a galled network $N$, $C(N)$ must have arrows on all internal edges (i.e., all edges whose two endpoints are both internal nodes).
  
  The component graph can be seen as a kind of compression of $N$ that retains some but not all structural properties of $N$. Indeed, different networks $N$ might share the same component graph. However, we can generate all galled networks of size $n$ from a list of all component graphs (i.e., phylogenetic trees) with $n$ labeled leaves by a decompression procedure which is explained below.

  First, we need the notion of \textit{one-component networks}.

  \item Definition 11 (One-component Network). A phylogenetic network is called a one-component network if every reticulation node has a leaf as its child.

  \item Remark 12. The name comes from the fact that one-component networks only have one non-trivial tree-component.

  Now, let a component graph $C$ of a galled tree-child network be given. We do a breadth-first traversal of the internal vertices of $C$ and replace these vertices $v$ by a one-component galled network $O_v$ whose leaves below reticulation vertices are labeled with the first $k$ labels, where $k$ is the number of outgoing edges of $v$ in $C$ that have an arrow on them, and whose size is equal to the outdegree $c(v)$ of $v$. (In order to avoid confusion, the labels of $O_v$ are

\begin{figure}[h]
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\caption{A galled network $N$ and its component graph $C(N)$ which is a phylogenetic tree.}
\end{figure}
subsequently assumed to be from the set \( \{1, \ldots, c(v)\} \). Then, attach the subtrees rooted at the children of \( v \) which are connected to \( v \) by edges with arrows on them to the leaves of \( O_v \), where the subtree with the smallest label is attached to \( \mathcal{T} \), the subtree with the second smallest label is attached to \( \mathcal{F} \), etc. Moreover, relabel the remaining leaves of \( O_v \), namely the ones with the labels \( \{k+1, \ldots, c(v)\} \), by the remaining labels of the subtrees of \( v \) (which are all of size 1, i.e., they are leaves in \( C \)) in an order-consistent way. By using all possible one-component galled networks in every step, this gives all possible galled networks with \( C \) as component graph. Moreover, if we start from \( \tilde{C} \), then we first have to place arrows on all edges whose heads are internal nodes of \( \tilde{C} \) (see Remark 10) and for all remaining edges, we can freely decide if we want to place an arrow on them or not. Overall, this gives the following result which was one of the main results in [13].

\[\text{Proposition 13 ([13]). We have,}\]

\[\mathit{GN}_n = \sum_T \prod_v \left( \frac{c_l(v)}{c_l(v)} \right) \sum_j \left( \begin{array}{c} c_l(v) \vspace{0.5em} \\
-j
\end{array} \right) M_{c_l(v),c_l(v)-c_l(v)+j},\]

where the first sum runs over all (not necessarily binary) phylogenetic trees \( T \) of size \( n \), the product runs over all internal nodes of \( T \), \( c_l(v) \) is the outdegree of \( v \), \( c_l(v) \) is the number of children of \( v \) which are leaves, and \( M_{n,k} \) denotes the number of one-component galled networks of size \( n \) with \( k \) reticulation vertices, where the leaves below the reticulation vertices are labeled with labels from the set \( \{1, \ldots, k\} \).

For galled tree-child networks, it is now clear that the same formula holds with the only difference that \( M_{n,k} \) has to be replaced by the corresponding number of one-component galled tree-child networks. However, this number is the same as the number of one-component tree-child networks.

\[\text{Lemma 14. Every one-component tree-child network is a one-component galled tree-child network.}\]

\[\text{Proof. Let } v \text{ be a reticulation vertex and consider a pair of edge-disjoint paths from a common tree vertex to } v. \text{ (Note that such a pair trivially exists.) Then, no internal vertex can be a reticulation vertex because such a reticulation vertex would not be followed by a leaf. Thus, } v \text{ is in a tree cycle which shows that the network is indeed galled.}\]

Denote by \( B_{n,k} \) the number of one-component tree-child networks of size \( n \) and \( k \) reticulation vertices, where the labels of the leaves below the reticulation vertices are \( \{1, \ldots, k\} \). Then, we have the following analogous result to Proposition 13.

\[\text{Proposition 15. We have,}\]

\[\mathit{GTC}_n = \sum_T \prod_v \sum_j \left( \begin{array}{c} c_l(v) \vspace{0.5em} \\
-j
\end{array} \right) B_{c_l(v),c_l(v)-c_l(v)+j},\]  

\[\text{where notation is as in Proposition 13 and } B_{n,k} \text{ was defined above.}\]

\[\text{Remark 16. Using this result, by systematically generating all (not necessarily binary) phylogenetic trees of size } n \text{ and computing } B_{n,k} \text{ with the closed-form expression below, we obtain the following table for small values of } n:\]
Table 1 The values of $GTC_n$ for $1 \leq n \leq 10$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$GTC_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>48</td>
</tr>
<tr>
<td>4</td>
<td>1,611</td>
</tr>
<tr>
<td>5</td>
<td>87,660</td>
</tr>
<tr>
<td>6</td>
<td>6,891,615</td>
</tr>
<tr>
<td>7</td>
<td>734,112,540</td>
</tr>
<tr>
<td>8</td>
<td>101,717,195,895</td>
</tr>
<tr>
<td>9</td>
<td>17,813,516,259,420</td>
</tr>
<tr>
<td>10</td>
<td>3,857,230,509,496,875</td>
</tr>
</tbody>
</table>

We will deduce all our results from (5). In addition, we make use of the following results for $B_{n,k}$ which were proved in [3] and [11]. To state them, denote by $OTC_{n,k}$ the number of one-component tree-child networks of size $n$ with $k$ reticulation vertices and by $OTC_n$ the (total) number of one-component tree-child networks of size $n$. Then,

$$OTC_{n,k} = \binom{n}{k} B_{n,k}$$  \hspace{1cm} (6)

and

$$OTC_n = \sum_{k=0}^{n-1} OTC_{n,k}.$$  

(Note that the tree-child property implies the $k \leq n - 1$ and this bound is sharp.)

Proposition 17 ([3, 11]).

(i) We have,

$$OTC_{n,k} = \binom{n}{k} \frac{(2n-2)!}{2^{n-1}(n-k-1)!}.$$  

(ii) As $n \to \infty$,

$$OTC_{n,k} = \frac{1}{2\sqrt{e\pi}} n^{-3/2} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n} e^{-x^2/\sqrt{n}} \left( 1 + O\left( \frac{1 + |x|^3}{n} + \frac{|x|}{\sqrt{n}} \right) \right),$$

where $k = n - \sqrt{n} + x$ and $x = o(n^{1/3}).$

The second result above gives a local limit theorem (see, e.g., Section IX.9 in [7]) for the (random) number of reticulation vertices of a one-component tree-child network of size $n$ which is picked uniformly at random from all one-component tree-child networks of size $n$. It implies the following (asymptotic) counting result for $OTC_n$.

Corollary 18 ([11]). As $n \to \infty$,

$$OTC_n \sim \frac{1}{2\sqrt{e}} n^{-5/4} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n}.$$
3 Networks with Few and Many Reticulation Nodes

In this section, we consider $\text{GTC}_{n,k}$ for small and large $k$. We start with large $k$.

As mentioned in the last section, for tree-child networks, we have that $k \leq n - 1$ and this bound is sharp. Clearly, this implies that $k \leq n - 1$ also holds for galled tree-child networks. Again this bound is sharp. We summarize this in the following lemma.

Lemma 19. The number of reticulation vertices of a galled tree-child network of size $n$ is at most $n - 1$ where this bound is sharp.

Proof. Let $\tilde{C}$ be the component graph of a galled tree-child network of size $n$ which by Proposition 9 is a phylogenetic tree. The maximal number of reticulation vertices of a network decompressed from $\tilde{C}$ is achieved by placing the maximal number of arrows at all outgoing edges of internal vertices $v$ of $\tilde{C}$. Note that this number is $c(v) - 1$, where $c(v)$ denotes the degree of $v$, since placing arrows on all outgoing edges is not possible because $B_{c(v), c(v)} = 0$ (as $B_{n,k}$ denotes the number of certain one-component tree-child networks and $k \leq n - 1$). Thus, the maximal number of reticulation vertices equals

$$\sum_v (c(v) - 1) = \sum_v c(v) - (\# \text{ internal nodes of } \tilde{C}),$$

where the sums run over all internal vertices of $\tilde{C}$. By the handshake lemma,

$$\sum_v c(v) = (\# \text{ internal nodes of } \tilde{C}) + n$$

which, by plugging into (7), gives the claimed result. □

The proof of the last lemma also reveals the structure of maximally reticulated galled tree-child networks of size $n$: They are obtained by decompressing component graphs $\tilde{C}$ that are phylogenetic trees of size $n$ with at least one leaf $\ell$ attached to every internal vertex $v$ by placing arrows on all outgoing edges of $v$ except the one leading to $\ell$. This can be translated into generating functions. Set:

$$M(z) := \sum_{n \geq 1} \text{GTC}_{n,n-1} \frac{z^n}{n!}, \quad B(z) := \sum_{n \geq 1} B_{n,n-1} \frac{z^n}{n!} = \sum_{n \geq 1} \frac{(2n - 2)!}{2n-1n!} z^n,$$

where the last line follows from (6) and Proposition 17-(i). Then, we have the following result.

Lemma 20. We have,

$$M(z) = z + zB'(M(z)).$$

Proof. According to the explanation in the paragraph preceding the lemma, a maximally reticulated galled tree-child network is either a leaf or obtained from a maximally reticulated one-component tree-child network with the leaves below the reticulation vertices replaced by maximally reticulated galled tree-child networks. This translates into

$$M(z) = z + \sum_{n \geq 1} B_{n,n-1} \frac{z M(z)^{n-1}}{(n - 1)!},$$

where the $z$ inside the sum counts the leaf which is not below the reticulation vertex and the factor $1/(n - 1)!$ discards the order of the maximally reticulated galled tree-child networks (counted by $M(z)^{n-1}$) which are attached to the children below the reticulation vertices. The claimed result follows from this. □
Note that (8) is of Lagrangian type. Thus, we can obtain the asymptotics of \( \text{GTC}_{n,n-1} \) by applying Lagrange’s inversion formula and the following result from [1].

\[ (9) \]

\( \text{Theorem 21} \) ([1]). Let \( S(z) \) be a formal power series with \( s_0 = 0, s_1 \neq 0 \) and \( ns_{n-1} \sim \gamma s_n \).

Then, for \( \alpha \neq 0 \) and \( \beta \) real numbers,

\[ \left[ z^n \right] (1 + S(z))^{\alpha n + \beta} \sim \alpha e^{\alpha s_1} \gamma s_n. \]

\( \text{Theorem 22.} \) The number of maximally reticulated galled tree-child networks \( \text{GTC}_{n,n-1} \) satisfies, as \( n \to \infty \),

\[ \text{GTC}_{n,n-1} \sim e^{\frac{1}{2}} \left( \frac{2}{e^2} \right)^n n^{2n}. \]

\( \text{Remark 23.} \) For tree-child networks, it was proved in [11] that \( \text{TC}_n = \Theta(\text{TC}_{n,n-1}). \) (This was a main step in the proof of (2).) The above result together with Theorem 6 shows that the same is not true for galled tree-child networks.

\( \text{Proof.} \) Applying the Lagrange inversion formula to (8) gives

\[ \text{GTC}_{n,n-1} = n! \left[ z^n \right] M(z) = (n-1)! [w^{n-1}] (1 + B'(\omega))^n. \]

Next, by Stirling’s formula, as \( n \to \infty \),

\[ \left[ z^n \right] B'(z) = \frac{B_{n+1,n}}{n!} = \frac{2^n}{2^n n!} \sim \sqrt{2} \left( \frac{2}{e} \right)^n n^n. \]

Thus, we can apply Theorem 21 to (9) with \( \gamma = 1/2 \) and obtain that, as \( n \to \infty \),

\[ \text{GTC}_{n,n-1} \sim e^{\frac{1}{2}} n B_{n,n-1} = e^{\frac{1}{2}} \left( \frac{2n}{2n-2} \right) ! \sim e^{\frac{1}{2}} n^{-1/2} \left( \frac{2}{e^2} \right)^n n^{2n}. \]

This is the claimed result.

We next consider \( \text{GTC}_{n,k} \) with \( k \) small, i.e., the other extreme case of the number of reticulation vertices. Here, we have the following result which shows that the distribution of a uniformly chosen phylogenetic network with \( n \) leaves and \( k \) reticulation nodes concentrates on the set of galled tree-child networks. This explains why the asymptotic expansions of \( \text{TC}_{n,k} \) and \( \text{GN}_{n,k} \) in (4) are the same. (It would be interesting to know whether or not this distribution concentrates on an even smaller set.)

\( \text{Theorem 24.} \) For fixed \( k \), as \( n \to \infty \),

\[ \text{GTC}_{n,k} \sim \frac{2^{k-1} \sqrt{2}}{k!} \left( \frac{2}{e} \right)^n n^{n+2k-1}. \]

The proof of this result uses ideas from [10].

\( \text{Proof.} \) First consider galled tree-child networks of size \( n \) which are obtained by decompressing phylogenetic trees of size \( n \) which have all \( k \) arrows on the edges from the root, i.e., the root has at least one leaf and all other children are either internal nodes or leaves (with at most \( k \) internal nodes) and all internal nodes have just leaves as children. By Proposition 8 in [10], the number of these galled tree-child network has the same asymptotics as the one on the right-hand side of (10). Moreover, these networks also dominate the asymptotics in the case of tree-child networks. Thus, the remaining galled tree-child networks are asymptotically negligible as their number is bounded above by the number of the remaining tree-child networks.
 Remark 25. Note that this re-proves the (surprising) asymptotic result for $G_{n,k}$ in (4) from [4]. On the other hand, the above asymptotic result could be also deduced from (4). In order to explain this, denote by $P_{n,k}$ (resp. $T_{n,k}$/$G_{n,k}$/$G_{TC_{n,k}}$) the set of all phylogenetic networks (resp. tree-child networks/galled networks/galled tree-child networks) with $n$ leaves and $k$ reticulation nodes. Then,

$$|T_{n,k} \cup G_{n,k}| = |T_{n,k}| + |G_{n,k}| - |T_{n,k} \cap G_{n,k}|$$

and $|T_{n,k} \cup G_{n,k}| \leq P_{n,k}$. From this the asymptotic result for $G_{TC_{n,k}}$ follows from those of (4). (We are thankful to one of the reviewers for this remark.)

4 Proof of the Main Results

In this section, we first prove Theorem 6 and then state a result which implies Theorem 8.

For the proof of Theorem 6, we closely follow the method of proof of (3) from [12]. The main idea is to use (5) to find asymptotic matching upper and lower bounds for $G_{TC_{n}}$.

First, for an upper bound, we pick a (not necessarily binary) phylogenetic tree $T$ of size $n$ (which is considered to be a component graph of a galled tree-child network of size $n$) and decompress it by picking for internal vertices $v$ of $T$ any one-component tree-child network of size $c(v)$ (where the notation is as in Proposition 13). Since, as explained in Section 2, actually only certain one-component tree-child networks are permissible, this modified decompression procedure overcounts the number of galled tree-child networks of size $n$. More precisely, we consider

$$U_{n} := \sum_{T} \prod_{v} OTC_{c(v)},$$

where the first sum runs over all phylogenetic trees $T$ of size $n$ and the product runs over internal vertices of $T$. Then, we have $G_{TC_{n}} \leq U_{n}$. Next, set

$$U(z) := \sum_{n \geq 1} U_{n} \frac{z^{n}}{n!}, \quad A(z) := \sum_{n \geq 1} OTC_{n+1} \frac{z^{n}}{(n+1)!}.$$ 

Then, the definition of $U_{n}$ implies the following result.

Lemma 26. We have,

$$U(z) = z + U(z)A(U(z)).$$

Proof. The networks counted by $U_{n}$ are either a leaf or a one-component tree-child network with $n$ leaves which are replaced by an unordered sequence of networks of the same type. This gives

$$U(z) = z + \sum_{n \geq 2} OTC_{n} \frac{U(z)^{n}}{n!}$$

from which the claimed result follows. ▶
Proposition 27. As $n \to \infty$,

$$U_n \sim \frac{1}{2\sqrt{e}} n^{-5/4} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n}.$$  

Proof. From Lemma 26 and the Lagrange inversion formula,

$$U_n = n! [z^n] U(z) = (n-1)! [\omega^{n-1}] (1 - A(\omega))^{-n}.$$  

The result follows from this by applying Theorem 21 and Corollary 18. ▶

Next, we need a matching lower bound. Therefore, we consider (5) with the first sum restricted to phylogenetic trees of the shape (where we have removed the leaf labels):

We denote the resulting term by $L_n$. The decompression procedure from Section 2 then gives the following result.

Lemma 28. We have,

$$L_n = \sum_{j=0}^{\lfloor n/2 \rfloor} \binom{n}{2j} \frac{(2j)!}{j!2^j} \sum_{\ell=0}^{n-2j} \binom{n-2j}{\ell} L_{n-j,j+\ell}$$

$$= \sum_{j=0}^{\lfloor n/2 \rfloor} \binom{n}{2j} \frac{(2j)!}{j!2^j} \sum_{\ell=0}^{n-2j} \binom{n-2j}{\ell} \frac{(2n-2j-2)!}{2^{n-j-1}(n-2j-\ell-1)!}.$$  

(11)

Proof. The first equality is explained as in the proof of Lemma 9 in [12] and the second equality follows from (6) and Proposition 17-(i). ▶

From this result, we can deduce (matching) first-order asymptotics for $L_n$ which then together with the asymptotics of the upper bound (Proposition 27) concludes the proof of Theorem 6.

Proposition 29. As $n \to \infty$,

$$L_n \sim \frac{1}{2\sqrt{e}} n^{-5/4} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n}.$$  

Sketch of the proof. From Stirling’s formula (similar to the proof of Proposition 17-(ii)),

$$\binom{n}{\ell} \frac{(2n-2j-2)!}{2^{n-j-1}(n-2j-\ell-1)!} \sim \frac{1}{2^{j+1} \sqrt{e\pi}} n^{-3/2} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^j n^{2n-2j} e^{-x^2/\sqrt{n}},$$

where $k = n - \sqrt{n} + x$ and this holds uniformly for $|x| \leq n^{1/2+\epsilon}$ and $j \leq n^\epsilon$ with $\epsilon > 0$ arbitrarily small. Using the Laplace method then gives,

$$\sum_{\ell=0}^{n-2j} \binom{n-2j}{\ell} \frac{(2n-2j-2)!}{2^{n-j-1}(n-2j-\ell-1)!} \sim \frac{1}{2^{j+1} \sqrt{e\pi}} n^{-5/4} e^{2\sqrt{n}} \left( \frac{2}{e^2} \right)^n n^{2n-2j}.$$
uniformly for \( j \leq n^\epsilon \) for arbitrarily small \( \epsilon > 0 \). Finally, by plugging the last relation into (11),

\[
L_n \sim \frac{1}{2\sqrt{\pi}} \left( \sum_{j \geq 0} \frac{1}{j^{3/4}} \right)^{n^{-5/4}} e^{2\sqrt{n}} \left( \frac{2}{\epsilon^2} \right)^n n^{2n}
\]

which gives the claimed result.

\[\blacktriangleright\]

Remark 30. Note that this proposition shows that a “typical” galled tree-child network of size \( n \) is obtained by decompressing component graphs of the form given before Lemma 28. This implies, e.g., that the Sackin index defined in [17] of a galled tree-child network has the unusual expected order \( n^{7/4} \).

Finally, by refining the above method (see Section 6 of [12] where the same was done for galled networks), we obtain the following result which implies our second main result (Theorem 8).

\[\blacktriangleright\]

Theorem 31. Let \( I_n \) be the number of reticulation vertices of a random galled tree-child network of size \( n \) which are not followed by a leaf and \( R_n \) be the total number of reticulation vertices. Then, as \( n \to \infty \),

\[
\left( I_n, \frac{R_n - n + \sqrt{n}}{\sqrt{n/4}} \right) \xrightarrow{d} (I, R),
\]

where \( I \) and \( R \) are independent with \( I \overset{d}{=} \text{Poisson}(1/4) \) and \( R \overset{d}{=} N(0, 1) \).

5 Conclusion

In this paper, we introduced the class of \emph{galled tree-child networks} which is obtained as intersection of the classes of galled networks and tree-child networks. Our reason for doing so was two-fold: (i) Different tools have been used to prove results for galled networks and tree-child networks [11, 12]; consequently, we were curious about which tools apply to the combination of these classes? (ii) It was recently proved that the number of galled networks and tree-child networks have the same first-order asymptotics when the number of reticulation vertices is fixed [4, 10]. Why is that the case?

As for (i), we showed that an asymptotic counting result for galled tree-child networks (Theorem 6) can be obtained with the methods for galled networks, however, the result contains a stretched exponential as does the asymptotic result for tree-child networks. In addition, we showed that the number of reticulation vertices for a random galled tree-child networks is asymptotically normal (Theorem 8), whereas the limit laws of the same quantities for galled networks and tree-child networks were discrete. As for (ii), we showed that the number of galled tree-child networks also satisfies the same first order asymptotics when the number of reticulation vertices is fixed. This explains the previous results from [4, 10].

Overall, the class of galled tree-child networks is interesting and thus merits further examination. In particular, due to Remark 30, studying the shape of random galled tree-child networks seems to be more feasible than studying the shape of random networks from other network classes because such a study boils down to the easier task of studying the shape of one-component tree-child networks which have a straightforward recursive decomposition that, e.g., resulted in a closed-form expression for their numbers; see [17]. The latter paper, where one-component tree-child networks are called \emph{simplex networks}, e.g., asks for properties of the height and such results would immediately entail corresponding results for random galled tree-child networks. (Studying the height is an open problem for most classes of phylogenetic networks.) We may come back to this question in future work.
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Abstract
The FIND algorithm (also called Quickselect) is a fundamental algorithm to select ranks or quantiles within a set of data. It was shown by Grübel and Rösler that the number of key comparisons required by FIND as a process of the quantiles \( \alpha \in [0,1] \) in a natural probabilistic model converges after normalization in distribution within the càdlàg space \( D[0,1] \) endowed with the Skorokhod metric.

We show that the process of the residuals in the latter convergence after normalization converges in distribution to a mixture of Gaussian processes in \( D[0,1] \) and identify the limit’s conditional covariance functions. A similar result holds for the related algorithm QuickVal. Our method extends to other cost measures such as the number of swaps (key exchanges) required by FIND or cost measures which are based on key comparisons but take into account that the cost of a comparison between two keys may depend on their values, an example being the number of bit comparisons needed to compare keys given by their bit expansions.
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Introduction

In 1961, Hoare [11] introduced the algorithm FIND, also called Quickselect, to select a key (an element) of a given rank from a linearly ordered finite set of data. We assume that the data are distinct real numbers. To be definite a simple version of the FIND algorithm is given as follows:

\[
\text{FIND}(S, k) \text{ has as input a set } S = \{s_1, \ldots, s_n\} \text{ of distinct real numbers of size } n \text{ and an integer } 1 \leq k \leq n. \text{ The algorithm FIND operates recursively as follows: If } n = 1 \text{ we have } k = 1 \text{ and FIND returns the single element of } S. \text{ If } n \geq 2 \text{ and } S = \{s_1, \ldots, s_n\} \text{ the algorithm first chooses an element from } S, \text{ say } s_j, \text{ called pivot, and generates the sets }
\]

\[
S_\prec := \{s_i \mid s_i < s_j, i \in \{1, \ldots, n\} \setminus \{j\}\}, \quad S_\succ := \{s_i \mid s_i \geq s_j, i \in \{1, \ldots, n\} \setminus \{j\}\}.
\]

If \( k = |S_\prec| + 1 \), the algorithm returns \( s_j \). If \( k \leq |S_\prec| \), recursively FIND\((S_\prec, k)\) is applied. If \( k \geq |S_\prec| + 2 \), recursively FIND\((S_\succ, k - |S_\prec| - 1)\) is applied. Note that FIND\((S, k)\) returns the element of rank \( k \) from \( S \). There are various variants of the algorithm, in particular regarding how the pivot element is chosen and how \( S \) is partitioned into the subsets \( S_\prec \) and \( S_\succ \).

In a standard probabilistic model one assumes that the data are ordered, i.e. given as a vector \((s_1, \ldots, s_n)\), and are randomly permuted, all permutations being equally likely. This can be achieved assuming that the data are given as \((U_1, \ldots, U_n)\) where \((U_j)_{j \in \mathbb{N}}\) is a sequence
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of i.i.d. random variables with distribution $\text{unif}[0,1]$, the uniform distribution over the unit interval $[0,1]$. This is the probabilistic model considered below. Note that the randomness is within the data, while the algorithm is deterministic.

Various cost measures have been considered for FIND, mainly the number of key comparisons required which we analyze in detail below. At the end of this extended abstract we state related results for the number of swaps (key exchanges) required and for cost measures which are based on key comparisons, where the cost of a comparison may depend on the values of the keys $s_i$, $s_j$, the number of bit comparisons required to decide whether $s_i < s_j$ or not being a prominent example.

For analysis purposes a related process, called QuickVal, has been considered, see [19, 8]. Informally, QuickVal for an $\alpha \in [0,1]$ mimics FIND to select (or to try to select) the value $\alpha$ from the set of data, which, in our probabilistic model for large $n$, comes close to FIND selecting rank $\lfloor \alpha n \rfloor$. To be definite, QuickVal($(U_1, \ldots, U_n), \alpha$) compares the $U_i$ with $U_1$ to generate sublists

$$S_\leq := (U_{j_1}, \ldots, U_{j_{m-1}}), \quad S_\geq := (U_{j_{m+1}}, \ldots, U_{j_n}),$$

with $U_{j_i} < U_1$ for $i = 1, \ldots, m-1$ and $2 \leq j_1 < \cdots < j_{m-1}$ and $U_{j_i} \geq U_1$ for $i = m+1, \ldots, n$ and $2 \leq j_{m+1} < \cdots < j_n$. Hence, $m-1 \in \{0, \ldots, n-1\}$ is the number of the $U_i$, $2 \leq i \leq n$, being smaller than $U_1$. The algorithm recursively calls QuickVal($S_\leq, \alpha$) if $\alpha < U_1$ and $|S_\leq| > 0$. If $\alpha \geq U_1$ and $|S_\geq| > 0$ recursively QuickVal($S_\geq, \alpha - U_1$) is called. The number of key comparisons required by QuickVal($(U_1, \ldots, U_n), \alpha$) is denoted by $\tau_{\alpha,n}$.

To describe the processes $(S_{\alpha,n})_{\alpha \in [0,1]}$ and their limit (after scaling) conveniently we also consider the binary search tree constructed from the the data $(U_i)_{i \in \mathbb{N}}$. Part of the following definitions are depicted in Figure 1. The data are inserted into the rooted infinite binary tree, where we denote its nodes by the elements of $\{0,1\}^* := \bigcup_{n=0}^{\infty} \{0,1\}^n$ as follows. Its root is denoted by the empty word $\epsilon$ and for each node $\phi \in \{0,1\}^*$ we denote by $\phi 0$ and $\phi 1$ (the word $\phi$ appended with a 0 resp. 1) its left and right child respectively. Moreover $|\phi|$ denotes the length of the word $\phi$, which is the depth of the corresponding node in the tree. To construct the binary search tree for $(U_1, \ldots, U_n)$ the first key $U_1$ is inserted into the root and occupies the root. Then, successively the following keys are inserted, where each key traverses the already occupied nodes starting at the root as follows: Whenever the key traversing is less than the occupying key at a node it moves on to the left child of that node, otherwise to its right child. The first empty node found is occupied by the key.

To describe the costs of the algorithms we organize, using notation of Fill and Nakama [8], the sub-intervals $([L_{\phi}, R_{\phi}])_{\phi \in \{0,1\}^*}$, implicitly generated starting with $[0,1) =: [L_\epsilon, R_\epsilon)$ and recursively setting

$$\tau_{\phi} := \inf \{ i \in \mathbb{N} \mid L_{\phi} < U_i < R_{\phi} \},$$

$$L_{\phi 0} := L_{\phi}, \quad R_{\phi 0} := R_{\phi}, \quad L_{\phi 1} := R_{\phi 0}, \quad R_{\phi 1} := L_{\phi} - L_{\phi} - R_{\phi}.$$

(1)

Now, if a sublist starting with pivot $U_{\tau_{\phi}}$ has to be split by QuickVal, the keys which are inserted in the subtree rooted at $U_{\tau_{\phi}}$ need to be compared with $U_{\tau_{\phi}}$. Hence, we get a contribution of key comparisons of

$$S_{\phi,n} = \sum_{\tau_{\phi} < k \leq n} 1_{[L_{\phi}, R_{\phi})}(U_k).$$

(2)
Now, for $\alpha \in [0,1]$, QuickVal($\{U_1, \ldots, U_n\}, \alpha$) generates and splits sublists encoded by $\phi(\alpha, k)$ for $k = 0, 1, \ldots$ for which we obtain by $\phi(\alpha, 0) = \epsilon$ and

$$
\phi(\alpha, k + 1) = \begin{cases} 
\phi(\alpha, k)0, & \text{if } \alpha < U_{\tau_{\phi(\alpha, k)}}, \\
\phi(\alpha, k)1, & \text{if } \alpha \geq U_{\tau_{\phi(\alpha, k)}}.
\end{cases}
$$

When using the variables defined in (1) or (2), we abbreviate the notation $\phi(\alpha, k)$ by $\alpha, k$, such as writing $I_{\alpha, k} := I_{\phi(\alpha, k)}$ or $S_{\alpha, k, n} := S_{\phi(\alpha, k), n}$.

The number of key comparisons required by QuickVal($\{U_1, \ldots, U_n\}, \alpha$) is then given by the (finite) sum

$$
S_{\alpha, n} = \sum_{k=1}^{\infty} S_{\alpha, k, n}.
$$

Fill and Nakama [8, Theorem 3.2] showed (considering more general complexity measures) that for each $\alpha \in [0,1]$ almost surely

$$
\frac{1}{n} S_{\alpha, n} \rightarrow S_{\alpha} := \sum_{k=0}^{\infty} I_{\alpha, k}, \quad (n \rightarrow \infty).
$$

The latter convergence also holds in $L_p$, see Fill and Matterer [7, Proposition 6.1].

We take the point of view that such an almost sure asymptotic result may be considered a strong law of large numbers (SLLN). The subject of the present extended abstract is to study the fluctuations in such SLLN, sometimes called a central limit analogue. We study these fluctuations as processes in the metric space $(D[0,1], d_{SK})$ of càdlàg functions endowed with the Skorokhod metric; see Section 3 for the definitions and Billingsley [2] for background on weak convergence of probability measures on metric spaces in general and on $(D[0,1], d_{SK})$ in particular. Note that, by definition, $(S_{\alpha, n})_{\alpha \in [0,1]}$ and $(S_{\alpha})_{\alpha \in [0,1]}$ have càdlàg paths almost surely. As the normalized process of fluctuations we define

$$
G_{\alpha} := (G_{\alpha, n})_{\alpha \in [0,1]} := \left( \frac{S_{\alpha, n} - nS_{\alpha}}{\sqrt{n}} \right)_{\alpha \in [0,1]}.
$$

Then we have the following result:

![Figure 1](image-url) Part of the binary search tree. The pivots of sublists split by QuickVal($\{U_1, \ldots, U_n\}, \alpha$) for some $\alpha \in [0,1]$ are on the path indicated. Note that we have $\tau_\epsilon = \tau_{\phi(\alpha, 0)} = \tau_{\alpha, 0} = 1$ and in this example $\alpha \geq U_1$ and $\alpha < U_{\tau_{\alpha, 1}}$ so that $\phi(\alpha, 2) = 10 \in \{0, 1\}^2$. 


Theorem 1. Let \( S_{\alpha,n} \) be the number of key comparisons required by QuickVal\((U_1, \ldots, U_n), \alpha \) and \((S_\alpha)_{\alpha \in [0,1]} \) as in (4). Then for the fluctuation process \( G_n \) defined in (5) we have

\[
G_n \xrightarrow{d} G_\infty \quad \text{in } (D[0,1], d_{SK}) \quad (n \to \infty),
\]

where \( G_\infty \) is a mixture of centered Gaussian processes with random covariance function given by

\[
\Sigma_{\infty,\alpha,\beta} = \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} I_{\alpha,j} I_{\beta,k} + 1_{\{\alpha \neq \beta\}}(J+1) \sum_{j=J+1}^{\infty} (I_{\beta,j}) - S_\alpha S_\beta, \quad \alpha, \beta \in [0,1],
\]

where \( J = J(\alpha, \beta) := \max\{k \in \mathbb{N}_0 | \tau_{\alpha,k} = \tau_{\beta,k} \} \in \mathbb{N}_0 \cup \{ \infty \} \).

Remark 2. Note that a strength of a functional limit theorem such as Theorem 1 is its versatility implied by the (continuous) mapping theorem [2, Theorem 2.7]: For any metric space \((M, d)\) and any continuous function \( h : D[0,1] \to M \) we obtain the convergence \( h(G_n) \to h(G_\infty) \) in distribution. This even holds for discontinuous (measurable) functions \( h \) if the set \( D_h \) of discontinuities of \( h \) satisfies \( \mathbb{P}(G_\infty \in D_h) = 0 \). Examples include the maximum (or minimum) of the process, i.e., we have for the worst case fluctuation \( \max \alpha G_{\alpha,n} \to \max \alpha G_{\alpha,\infty} \) in distribution. Also projections to one (or multiple) points, i.e., \( G_{\alpha,n} \to G_{\alpha,\infty} \) for \( \alpha \in [0,1] \), cf. also Lemma 13. Furthermore, for a random index \( V \) with arbitrary probability distribution on \([0,1]\) we obtain \( G_{V,n} \to G_{V,\infty} \) in distribution.


Remark 4. An alternative representation of the random covariance function in (6) is as follows: With an independent random variable \( V \) uniformly distributed over \([0,1] \), we have

\[
\Sigma_{\infty,\alpha,\beta} = \text{Cov} \left( J(V, \alpha), J(V, \beta) \mid \mathcal{F}_\infty \right),
\]

with the \( \sigma \)-algebra

\[
\mathcal{F}_\infty := \sigma \{ I_\phi \mid \phi \in \{0,1\}^* \}.
\]

Remark 5. A related functional limit law for the complexity of Radix Selection, an algorithm to select ranks based on the bit expansions of the data, with a limiting Gaussian process with a covariance function related to (7) can be found in [13, Theorem 1.2]. See [18, Theorem 1.1] for another related functional limit law.

The analysis of QuickVal is usually considered an intermediate step to analyze the original FIND algorithm. Grübel and Rösler [9] already pointed out that a version of FIND such as stated above with \( C_n^*(k) \) denoting the number of key comparisons for finding rank \( k \) within \((U_1, \ldots, U_n)\) does not lead to convergence within \((D[0,1], d_{SK})\) after the normalization \( \alpha \mapsto \frac{1}{n} C_n^*((\lfloor \alpha n \rfloor + 1) \), where here and below the convention \( n \in \mathbb{N} \) and \( C_n^*(n+1) := C_n^*(n) \) is used. To overcome this problem they propose a version that does not stop in case a pivot turns out to be the rank to be selected by including the pivot in the list \( S_\prec \) and proceeding until a list of size 1 is generated. Moreover, their pivots are chosen uniformly at random. The number of key comparisons \( C_n^*(k) \) for Grübel and Rösler’s FIND-version has the property that

\[
\left( \frac{1}{n} C_n^*((\lfloor \alpha n \rfloor + 1) \right)_{\alpha \in [0,1]} \xrightarrow{d} (S_\alpha)_{\alpha \in [0,1]} \quad \text{in } (D[0,1], d_{SK}),
\]
see [9, Theorem 4]. Without using random pivots we may also obtain right-continuous limits by just recursively calling FIND$(S_{\geq},0)$ in case the pivot turns out to be the rank sought. We denote the number of key comparisons for this version by $C_n(k)$, which is close to Grübel and Rösler’s FIND-version and also satisfies (9).

The convergence in (9) could only be stated weakly (not almost surely) since Grübel und Rösler’s FIND-version due to randomization within the algorithm does not have a natural embedding on a probability space. Note that the formulation of the QuickVal complexity does have such an embedding which, e.g., makes the almost sure convergence in (4) possible. However, it is easy to see that we have the distributional equality

$$\left( C_n(\{ U_i : 1 \leq i \leq n \}) \right)_{\alpha \in [0,1]} \overset{\text{d}}{=} (S_{\alpha,n})_{\alpha \in [0,1]}.$$  \hspace{1cm} (10)

This allows to naturally couple the complexities on one probability space, which we call its natural coupling. See [7, page 807] for a related discussion of natural couplings.

To transfer Theorem 1 to FIND we need to align jumps to come up with a suitable fluctuation process. The conventions $C_n(0) := C_n(1)$ and $C_n(n+1) := C_n(n)$ are used.

**Corollary 6.** Let $C_n(k)$ be the number of key comparisons required to select rank $1 \leq k \leq n$ within a set of $n$ data by FIND with the natural coupling (10). Let $\Lambda_n : [0,1] \to [0,1], n \in \mathbb{N}$, be any (random) monotone increasing bijective function such that $\Lambda_n(\frac{k}{n+1})$ is equal to the element of rank $k$ within $\{U_1, \ldots, U_n\}$. Then we have

$$\left( C_n(|I(n+1)|) - nS_{\Lambda_n(1)} \right)_{t \in [0,1]} \overset{\text{d}}{\to} G_{\infty} \quad \text{in} \quad (D[0,1],d_{SK}),$$

where $G_{\infty}$ is the process defined in Theorem 1.

The extended abstract is organized as follows: In Section 2 we introduce a novel perturbation argument which is the basis of our analysis. Section 3 contains a criterion for weak convergence of probability measures on $(D[0,1],d_{SK})$, which is applied in Section 4 to prove Theorem 1 and Corollary 6. In Section 5 further functional fluctuation results are stated for the number of swaps (key exchanges) required by QuickVal (depending on the specific algorithm used to partition $S$ into the sublists $S_{<}$ and $S_{\geq}$) as well as functional fluctuation results for cost measures which are based on key comparisons, where the cost of a comparison may depend on the values of the keys.

For proofs omitted in the present extended abstract see the full paper version in preparation, which will be available as a future version of [12].

2 Perturbation of the data

QuickVal splits an interval $[L_\phi, R_\phi]$ by the first value falling into $[L_\phi, R_\phi]$ denoted by $U_{\tau_\phi}$. Obviously, this implies dependencies between the data $U_i$ and the lengths $I_\phi$ of the intervals $[L_\phi, R_\phi)$. In the present section we construct a perturbed sequence $(\hat{U}_i)_{i \in \mathbb{N}}$ to the data $(U_i)_{i \in \mathbb{N}}$ such that we gain independence of $(\hat{U}_i)_{i \in \mathbb{N}}$ from the $\sigma$-algebra $F_{\infty}$ generated by the interval lengths defined in (8). In particular, we aim that conditional on $F_{\infty}$ the number of data $(\hat{U}_1, \ldots, \hat{U}_n)$ falling into an interval $[L_\phi, R_\phi)$ is binomial $B(n, I_\phi)$ distributed, see Lemma 8 below.

Every value $U_i$, $i \in \mathbb{N}$, falls successively into subintervals generated by QuickVal until becoming a pivot element. These subintervals correspond to the path between the root of the corresponding binary search tree and the node where $U_i$ is inserted. Let $\phi_i \in \{0,1\}^*$ denote the node where $U_i$ is inserted. Hence, we have $\tau_{\phi_i} = i$ and $U_i = L_{\phi_i} + I_{\phi_i,0}$. 


Let \((V_i)_{i \in \mathbb{N}}\) be a sequence of i.i.d. \(\text{unif}[0, 1]\) random variables being independent of \((U_i)_{i \in \mathbb{N}}\). We define
\[
\tilde{U}_i := L_{\varphi_i} + I_{\varphi_i}V_i.
\]

\(\blacktriangleright\) **Lemma 7.** The sequence \((\tilde{U}_i)_{i \in \mathbb{N}}\) defined in (11) consists of i.i.d. \(\text{unif}[0, 1]\) distributed random variables and is independent of \(F_\infty\).

**Proof.** It suffices to show that \(\tilde{U}_i\) conditional on \(F_\infty\) and \(\tilde{U}_1, \ldots, \tilde{U}_{i-1}\) is uniformly distributed on \([0, 1]\) for all \(i \in \mathbb{N}\). We use infinitesimal notation to denote this claim by
\[
\mathbb{P}\left(\tilde{U}_i \in du \mid F_\infty, \tilde{U}_1, \ldots, \tilde{U}_{i-1}\right) = 1_{[0,1]}(u)du, \quad i \in \mathbb{N}.
\]

For each \(i \in \mathbb{N}\) the random variables \(\tilde{U}_i\) and \(U_i\) fall into the same interval \([L_{\varphi_i}, R_{\varphi_i})\), hence \(\phi_1, \ldots, \phi_{i-1}\) are determined by \(\tilde{U}_1, \ldots, \tilde{U}_{i-1}\). Let us additionally condition on \(\phi_i\), then, by definition,
\[
\mathbb{P}\left(\tilde{U}_i \in du \mid F_\infty, \tilde{U}_1, \ldots, \tilde{U}_{i-1}, \phi_i\right) = \frac{1}{I_{\phi_i}}1_{[L_{\phi_i}, R_{\phi_i})}(u)du.
\]

Note that \(\phi_i\) denotes one of the \(i\) external nodes of the binary search tree with internal nodes denoted by \(\phi_1, \ldots, \phi_{i-1}\). We denote by \(\text{Ext}_{i-1}\) the set of the labels of these external nodes. Hence, conditional on \(F_\infty, \phi_1, \ldots, \phi_{i-1}\) the label \(\phi_i\) is chosen from \(\text{Ext}_{i-1}\) with probability given by the length of the corresponding interval, i.e., \(\mathbb{P}(\phi_i = \phi \mid F_\infty, \phi_1, \ldots, \phi_{i-1}) = I_{\phi}\) for all \(\phi \in \text{Ext}_{i-1}\). Thus, by the law of total probability we obtain
\[
\mathbb{P}\left(\tilde{U}_i \in du \mid F_\infty, \tilde{U}_1, \ldots, \tilde{U}_{i-1}\right) = \sum_{\phi \in \text{Ext}_{i-1}} I_{\phi} \frac{1}{I_{\phi}}1_{[L_{\phi}, R_{\phi})}(u)du = 1_{[0,1]}(u)du.
\]

This implies the assertion. \(\blacktriangleright\)

The \(\tilde{U}_i\) are now coupled with the \(U_i\) but independent of the \(I_{\phi}\). To compare with the number of key comparisons required by QuickVal((\(U_1, \ldots, U_n\), \(\alpha\)) we define
\[
\tilde{S}_{\alpha,k,n} := \sum_{i=1}^{n} 1_{[L_{\alpha,k}, R_{\alpha,k})}(\tilde{U}_i).
\]

\(\blacktriangleright\) **Lemma 8.** Conditional on \(I_{\alpha,k}\) we have that \(\tilde{S}_{\alpha,k,n}\) has the binomial \(B(n, I_{\alpha,k})\) distribution. Moreover, for all \(\alpha \in [0, 1]\), \(n \in \mathbb{N}\) and \(0 \leq k \leq n\) we have
\[
S_{\alpha,k,n} \leq (\tilde{S}_{\alpha,k,n} - 1)^+ \leq S_{\alpha,k,n} + k - 1.
\]

**Proof.** The conditional distribution of \(\tilde{S}_{\alpha,k,n}\) follows from Lemma 7. Recall that \(S_{\alpha,k,n}\) is defined as \(\sum_{i=1}^{n} 1_{\{L_{\alpha,k-1} \leq U_i < R_{\alpha,k-1}\}}\). By definition, \(U_i\) and \(\tilde{U}_i\) are in the interval \([L_{\phi_i}, R_{\phi_i})\) for all \(i \in \mathbb{N}\). If \(U_i \in (L_{\alpha,k}, R_{\alpha,k})\), then \(U_i\) appears as a pivot after the \(k\)-th pivot. Hence, its interval \([L_{\varphi_i}, R_{\varphi_i})\) and thus also \(\tilde{U}_i\) are contained in \((L_{\alpha,k}, R_{\alpha,k})\). The \(k\)-th pivot \(U_{\tau_{\alpha,k}}\) itself does not contribute to \(S_{\alpha,k,n}\), which implies the left inequality stated in the present lemma.

For the right inequality, assume for some \(i \in \mathbb{N}\) that the perturbed value \(\tilde{U}_i\) is in \((L_{\alpha,k}, R_{\alpha,k})\), but \(U_i\) is not. Then the corresponding interval \((L_{\varphi_i}, R_{\varphi_i})\) must contain \((L_{\alpha,k}, R_{\alpha,k})\), thus making \(U_i\) a pivot that appears before the \(k\)-th pivot. Since there are only \(k\) such pivots, the right inequality follows. \(\blacktriangleright\)
3 On Weak Convergence in $D[0, 1]$

The space $D[0, 1]$ consists of all functions $f : [0, 1] \to \mathbb{R}$ having left limits and being right-continuous, i.e., with

$$\lim_{s \uparrow t} f(s) \text{ exists for all } t \in [0, 1) \quad \text{and} \quad \lim_{s \downarrow t} f(s) = f(t) \text{ for all } t \in (0, 1].$$

These two properties are abbreviated as càdlàg (continue à droite, limites à gauche). Càdlàg functions are continuous almost everywhere, but may have right-continuous jumps. Measuring closeness of functions $f, g \in D[0, 1]$ in the Skorokhod metric is more flexible than just considering the supremum norm $\|f - g\|_\infty$: The Skorokhod metric allows aligning jumps before comparing them in the supremum norm by setting

$$d_{SK}(f, g) := \inf_{\lambda} \max \left\{ \|f \circ \lambda - g\|_\infty, \|\lambda - \text{id}\|_\infty \right\},$$

where the infimum is taken over all increasing bijections $\lambda : [0, 1] \to [0, 1]$ and $\text{id}$ denotes identity.

To prove the convergence in distribution in Theorem 1 within the metric space $(D[0, 1], d_{SK})$, we use the following Proposition 9. It can be proved by classical tools of weak convergence theory based on a study of the modulus of continuity and the Arzelà–Ascoli identity.

**Proposition 9.** Let $X_1, X_2, \ldots$ be a sequence of random variables in $(D[0, 1], d_{SK})$. Suppose that for every $K \in \mathbb{N}$, there exist random càdlàg step functions $X^K_1, X^K_2, \ldots$ with all jumps contained in $\{U_0 \mid \phi \in \{0, 1\}^*, |\phi| < K\}$. If

(i) for all $r \in \mathbb{N}$ and $\alpha_1, \ldots, \alpha_r \in [0, 1]$, the marginals $L(X_n(\alpha_1), \ldots, X_n(\alpha_r))$ converge weakly to some distribution $\mu_{\alpha_1, \ldots, \alpha_r}$,

(ii) for all $\varepsilon > 0$,

$$\lim_{K \to \infty} \limsup_{n \to \infty} \mathbb{P}\left( \|X_n - X^K_n\|_\infty > \varepsilon \right) \to 0,$$

then $(X_n)_{n \in \mathbb{N}}$ converges in distribution to a random variable $X$ on $(D[0, 1], d_{SK})$, and for all $r \in \mathbb{N}$ and $\alpha_1, \ldots, \alpha_r \in [0, 1]$ we have

$$L(X(\alpha_1), \ldots, X(\alpha_r)) = \mu_{\alpha_1, \ldots, \alpha_r}.$$

4 Proof of Theorem 1

To split the contributions to the process $G_n$ into costs resulting from above and below a level $K \in \mathbb{N}$ we define

$$G_{\alpha, k, n} := \frac{S_{\alpha, k, n} - nI_{\alpha, k}}{\sqrt{n}}$$

as the normalized fluctuations of the contribution at level $k$, and set

$$G^{\leq K}_{\alpha, n} := \sum_{k=0}^{K} G_{\alpha, k, n}, \quad G^{\leq K}_{\alpha, n} := \left(G^{\leq K}_{\alpha, n}\right)_{\alpha \in [0, 1]}^*, \quad G^{> K}_{\alpha, n} := \sum_{k=K+1}^{\infty} G_{\alpha, k, n}.$$

Hence, $G_{\alpha, n} = G^{\leq K}_{\alpha, n} + G^{> K}_{\alpha, n}$. Analogously, for the perturbed values $\tilde{S}_{k, n}$ we define

$$W_{\alpha, k, n} := \frac{\tilde{S}_{\alpha, k, n} - nI_{\alpha, k}}{\sqrt{n}}, \quad W^{\leq K}_{\alpha, n} := \sum_{k=0}^{K} W_{\alpha, k, n}, \quad W^{K}_{\alpha, n} := \left(W^{K}_{\alpha, n}\right)_{\alpha \in [0, 1]}.$$
Lemma 10. For all $K \in \mathbb{N}$ we have convergence in distribution of $(G_{\alpha}^{<K})_{n \in \mathbb{N}}$ towards a mixture $G_{\infty}^{<K} = (G_{\alpha}^{<K})_{\alpha \in [0,1]}$ of centered Gaussian processes within $\| \cdot \|$. Conditional on $\mathcal{F}_\infty$, the limit $G_{\infty}^{<K}$ is a centered Gaussian process with covariance function given, for $\alpha, \beta \in [0,1]$ by

$$\text{Cov}(G_{\alpha}^{<K}, G_{\beta}^{<K} \mid \mathcal{F}_\infty) = \sum_{k=0}^{K} \sum_{j=0}^{K} I_{\alpha,j \land k} + (1 + (K \land J)) \sum_{j=J+1}^{K} I_{\beta,j} - S_{\alpha}^{<K} S_{\beta}^{<K}, \quad (19)$$

where $J = J(\alpha, \beta)$ is as in Theorem 1 and $S_{\alpha}^{<K} := \sum_{k=0}^{K} I_{\alpha,k}$. The stated convergence in distribution also holds conditionally in $\mathcal{F}_\infty$, i.e., we have almost surely that $\mathcal{L}(G_{\alpha}^{<K} \mid \mathcal{F}_\infty)$ converges weakly towards $G_{\infty}^{<K}$.

Proof. First note that by Lemma 8 we have $\|G_{\alpha}^{<K} - W_{\alpha}^{<K}\|_\infty < K^2/\sqrt{n}$, so it suffices to show the lemma for $W_{\alpha}^{<K}$. Conditional on $\mathcal{F}_\infty$, the value of $W_{\alpha}^{<K}$ is given by

$$W_{\alpha,n}^{<K} = \frac{1}{\sqrt{n}} \sum_{k=0}^{n} \sum_{j=0}^{K} I_{\alpha,k} \{L_{\alpha,k} \leq \bar{U}_1 \leq R_{\alpha,k} - (R_{\alpha,k} - L_{\alpha,k}), \quad (20)$$

thus the $2^k$ different values of the process $W_{\alpha,n}^{<K}$ can be expressed as the sum of $n$ centered, bounded i.i.d. random vectors, scaled by $1/\sqrt{n}$. By the multivariate central limit theorem, these converge towards a multivariate, centered normal variable. As the positions of the jumps,still conditional on $\mathcal{F}_\infty$, are fixed, we have convergence of $W_{\alpha,n}^{<K}$ towards a Gaussian process. Define $X_{\alpha,k} := 1\{L_{\alpha,k-1} \leq \bar{U}_1 < R_{\alpha,k-1}\}$. The covariance function then is given by

$$\text{Cov}(G_{\alpha}^{<K}, G_{\beta}^{<K} \mid \mathcal{F}_\infty) = \text{Cov}\left(\sum_{k=0}^{K} X_{\alpha,k} \sum_{j=0}^{K} X_{\beta,j} \mid \mathcal{F}_\infty\right)$$

$$= \sum_{k=0}^{K} \sum_{j=0}^{K} \mathbb{E}[X_{\alpha,k} X_{\beta,j} \mid \mathcal{F}_\infty] - S_{\alpha}^{<K} S_{\beta}^{<K}$$

$$= \sum_{k=0}^{K} \sum_{j=0}^{K} I_{\alpha,k \lor j} + (1 + (K \land J)) \sum_{j=J+1}^{K} I_{\beta,j} - S_{\alpha}^{<K} S_{\beta}^{<K}. \quad (21)$$

The assertion follows.

To see that the covariance functions in (21) converge towards the covariance function of $G_{\infty}$ stated in Theorem 1 we restate a Lemma of Grübel and Rösler [9, Lemma 1] that the maximal length of the intervals at a level is decreasing geometrically with increasing levels. It is obtained observing that $\mathbb{E}\left[\sum_{|\alpha|=k} I_{\alpha}^2\right] = \left(\frac{2}{3}\right)^k$ and states:

Lemma 11. There exists an a.s. finite random variable $K_1$ such that for all $k \geq K_1$:

$$\max_{\alpha \in [0,1]} I_{\alpha,k} \leq k \left(\frac{2}{3}\right)^{k/2}. \quad (22)$$

Lemma 11 implies that the covariance functions of $G_{\infty}^{<K}$ from (19) converge a.s. to the covariance function of $G_{\infty}$ from (6).

For the costs from levels $k > K$ we find:

Proposition 12. For all $\varepsilon, \eta > 0$ there are constants $K, N \in \mathbb{N}$ such that for all $n \geq N$

$$\mathbb{P}(\|G_{\alpha}^{<K}\|_\infty > \eta) < \varepsilon. \quad (23)$$
We postpone the proof of the latter proposition and first use Proposition 12 and Lemma 10 to show convergence of the finite-dimensional distributions, denoted fdd-convergence.

**Lemma 13.** We have fdd-convergence of $G_n$ towards $G_{\infty}$.

**Proof.** For any $K$, we can split $G_n = G_{\leq K} + G_{> K}$. By Lemma 10, we have

$$G_{\leq K} \xrightarrow{fdd} G_{\leq K} \quad (n \to \infty).$$

Furthermore, because the covariance functions of the $G_{\leq K}$ converge a.s., we obtain

$$G_{\leq K} \xrightarrow{fdd} G_{\leq K} \quad (K \to \infty)$$

by Lévy’s continuity theorem. Hence, for all $\alpha_1, \ldots, \alpha_\ell \in [0, 1]$ and all $t_1, \ldots, t_\ell \in \mathbb{R}$ we find a sequence $(K_n)_{n \in \mathbb{N}}$ in $\mathbb{N}$ such that

$$\mathbb{P}(G_{\leq K_n} < t_1, \ldots, G_{\leq K_n} < t_\ell) \to \mathbb{P}(G_{\alpha_1, \infty} < t_1, \ldots, G_{\alpha_\ell, \infty} < t_\ell) \quad (n \to \infty).$$

Now, since $\|G_{n,K_n}\|_\infty \to 0$ in probability by Proposition 12 the claim of Lemma 13 follows by Slutzky’s theorem.

To prepare for the proof of Proposition 12, we show that the fluctuations on each level are also at least geometrically decreasing. Recall $K_1$ from Lemma 11.

**Lemma 14.** There exists a constant $a > 1$ such that for all $k, n \in \mathbb{N}$

$$\mathbb{P}\left(\max_{\alpha \in [0,1]} |W_{\alpha,k,n}| > a^{-k}, K_1 \leq k\right) \leq b(k) + c(k, n)$$

with $b(k), c(k, n) \geq 0$ such that

$$\sum_{k=1}^{\infty} b(k) < \infty \quad \text{and} \quad \sum_{k=1}^{\lfloor (9/2) \log n \rfloor} c(k, n) \to 0 \quad (n \to \infty). \quad (24)$$

For the proof of Lemma 14 we require the following Chernoff bound:

**Lemma 15.** Let $S_n$ be binomial $B(n, \mu)$ distributed for some $\mu \in [0, 1]$ and $n \in \mathbb{N}$ and let $\mu := \mathbb{E}[S_n]$, $\varepsilon \geq 0$. Then

$$\mathbb{P}\left(S_n \notin ((1 - \varepsilon)\mu, (1 + \varepsilon)\mu)\right) \leq 2 \exp\left(\frac{-\varepsilon^2 \mu}{2 + \varepsilon}\right).$$

**Proof.** Combine upper and lower bound in McDiarmid [16, Theorem 2.3].

**Proof of Lemma 14.** Fix some $\alpha \in [0,1]$. Conditionally on $I_{k,o}$, the costs $S_{\alpha,k,n}$ are $B(n, I_{k,o})$-distributed by Lemma 7. The Chernoff bound in Lemma 15 implies

$$\mathbb{P}(|W_{\alpha,k,n}| > a^{-k} \mid I_{k,o}) = \mathbb{P}\left(|\tilde{S}_{\alpha,k,n} - nI_{\alpha,k}| > \sqrt{n}a^{-k} \mid I_{k,o}\right) \leq 2 \exp\left(-\frac{na^{-2k}}{2 + \sqrt{n}a^{-k}(nI_{\alpha,k})}\right) = 2 \exp\left(-\frac{nI_{\alpha,k} + a^k/\sqrt{n}}{2 + a^k/n}^{-1}\right). \quad (25)$$
For the two summands in the exponent in (25) we have the following behavior: Summand $2a^{2k}l_{\alpha,n}$ is falling geometrically with $k$ for sufficiently small $\alpha > 1$. Summand $a^k/\sqrt{n}$ is falling with $n$, but growing with $k$. To separate these two contributions, note that $\exp(x^{-1}) \geq \frac{1}{m}x^{-m}$ and thus $\exp(-x^{-1}) \leq m!x^m$ for all $m \in \mathbb{N}$ and $x \geq 0$. Choosing $m = 7$, we obtain
\[
P\left( |W_{\alpha,n}| > a^{-k} \mid I_{\alpha,n} \right) \leq 2 \cdot 7!(2a^{2k}l_{\alpha,n} + a^k/\sqrt{n})^7 \leq 2^{14}7!a^{14k}l_{\alpha,n}^7 + 7^7!a^{7k}n^{-7/2}
\]
by convexity of $x \mapsto x^7$. Note that the $2^k$ intervals at level $k$ have lengths $l_{\alpha,n}$ summing to 1. Hence,
\[
P\left( \max_{\alpha \in [0,1]} |W_{\alpha,n}| > a^{-k} \mid I_{\alpha,n} \right) \leq 2^{14}7!a^{14k} \max_{\alpha \in [0,1]} l_{\alpha,n}^7 + 7^7!(2a^7)^k n^{-7/2}.
\]
When furthermore $K_1 \leq k$, by Lemma 11 the length $l_{\alpha,n}$ is bounded by $k\left(\frac{2}{3}\right)^{k/2}$, hence
\[
P\left( \max_{\alpha \in [0,1]} |W_{\alpha,n}| > a^{-k}, K_1 \leq k \right) \leq 2^{14}7!ka^{14k} \left(\frac{2}{3}\right)^{3k} + 7^7!(2a^7)^k n^{-7/2}.
\]
Define the first summand on the right hand side of the latter inequality by $b(k)$ and the second summand by $c(k,n)$. For all $1 < a < (3/2)^{3/14}$ the $b(k)$ form a convergent series. To also show the second statement in (24) note that
\[
\sum_{k=1}^{\left\lfloor (9/2)\log n \right\rfloor} c(k,n) = O\left(2a^7\left(\frac{9}{2}\right)\log n n^{-7/2}\right) = O\left(n^{(9/2)\log 2 + (9/2)\gamma \log a - 7/2}\right).
\]
The latter O-term converges to 0 for $(63/2)\log a < 7/2 - (9/2)\log 2 \approx 0.381\ldots$, thus we may choose $a$ as required. □

We are now prepared for the proof of Proposition 12.

**Proof of Proposition 12.** Let $\varepsilon, \eta > 0$. To $K_1$ from Lemma 11 and $a$ and $b(k)$ from Lemma 14 we choose $K$ sufficiently large such that
\[
P(K_1 > K) \leq \frac{\varepsilon}{4}, \quad \sum_{k=K}^{\infty} a^{-k} \leq \frac{\eta}{4} \quad \text{and} \quad \sum_{k=K}^{\infty} b(k) \leq \frac{\varepsilon}{4}, \quad (26)
\]
Let $H_n$ be the maximum amount of steps needed by QuickVal($(U_1, \ldots, U_n), \alpha$) for any $\alpha$. Thus, $H_n$ is also the height of the binary search tree built from $U_1, \ldots, U_n$. Devroye [4] showed that the height has expectation $\mathbb{E}[H_n] = \gamma \log n + o(\log n)$ with $\gamma = 4.311\ldots$ Reed [17] further showed that $\text{Var}(H_n) = O(1)$. Hence, we can choose $N$ sufficiently large such that
\[
P(H_n > \left\lfloor (9/2)\log n \right\rfloor) < \frac{\varepsilon}{4}, \quad \sum_{k=1}^{\left\lfloor (9/2)\log n \right\rfloor} c(k,n) \leq \frac{\varepsilon}{4}, \quad \text{and} \quad \frac{\left(\frac{(9/2)\log n}{\sqrt{n}}\right)^2}{\sqrt{n}} \leq \frac{\eta}{4}, \quad (27)
\]
for all $n \geq N$. Subsequently we use the decomposition
\[
G_{\alpha,n}^{> K} = \sum_{k=K+1}^{\left\lfloor (9/2)\log n \right\rfloor} \frac{S_{\alpha,k,n} - nI_{\alpha,k}}{\sqrt{n}} + \sum_{\left\lfloor (9/2)\log n \right\rfloor + 1}^{\infty} \frac{S_{\alpha,k,n} - nI_{\alpha,k}}{\sqrt{n}} := \Gamma_n + G_{\alpha,n}^{\left\lfloor (9/2)\log n \right\rfloor}
\]
and consider the event
\[A_n := \{K_1 > K\} \cup \{H_n > \left\lfloor (9/2)\log n \right\rfloor\}.
We have \( \mathbb{P}(A_n) < \epsilon/2 \) for all \( n \geq N \). Note that on \( A_n^c \) we have \( S_{\alpha,k,n} = 0 \) for all \( k > \left(\lfloor (9/2) \log n \rfloor + 1 \right) \) and also the bound on \( I_{\alpha,k} \) from Lemma 11 applies, hence

\[
\left| G_{\alpha,n}^{\left(\lfloor (9/2) \log n \rfloor \right)} \right| \leq \sum_{k=\lfloor (9/2) \log n \rfloor + 1}^{\infty} \sqrt{n}I_{\alpha,k} \leq \sum_{k=\lfloor (9/2) \log n \rfloor + 1}^{\infty} \sqrt{n}k \left( \frac{2}{3} \right)^{k/2}
\]

\[
= O\left(n^{1/2-(9/4)\log(3/2) \log n} \right) = o(1)
\]

since \( (9/4)\log(3/2) = 0.912 \ldots \) Hence, we can enlarge \( N \) so that on \( A_n^c \) we have \( \left| G_{\alpha,n}^{\left(\lfloor (9/2) \log n \rfloor \right)} \right| < \eta/2 \) for all \( n \geq N \). This implies the bound

\[
\mathbb{P}(G_{\alpha,n}^{\left(\lfloor (9/2) \log n \rfloor \right)} \leq \eta) \leq \mathbb{P}(A_n) + \mathbb{P}\left(\left| G_{\alpha,n}^{\left(\lfloor (9/2) \log n \rfloor \right)} \right| > \eta/2 \right) \cap A_n^c.
\]

Note that the third summand in (28) is 0. Hence, it remains to bound the second summand in (28). To this end note that

\[
|\Gamma_n| \leq \sup_{\alpha \in [0,1]} \sum_{k=K+1}^{\lfloor (9/2) \log n \rfloor} \left( \frac{\tilde{S}_{\alpha,k,n} - nI_{\alpha,k}}{\sqrt{n}} \right) + \frac{|\tilde{S}_{\alpha,k,n} - \tilde{S}_{\alpha,k,n}^c|}{\sqrt{n}}
\]

\[
\leq \left( \sum_{k=K+1}^{\lfloor (9/2) \log n \rfloor} \max_{\alpha \in [0,1]} |W_{\alpha,k,n}| \right) + \frac{\lfloor (9/2) \log n \rfloor^2}{\sqrt{n}},
\]

(29)

where Lemma 8 is used. The third relation in (27) assures that the second term in (29) is smaller than \( \eta/4 \). In view of the second relation in (26) and (29), we have

\[
\left\{ |\Gamma_n| > \eta/2 \right\} \cap A_n^c \subset \bigcup_{k=K}^{\lfloor (9/2) \log n \rfloor} \left\{ \max_{\alpha \in [0,1]} |W_{\alpha,k,n}| > a^{-k}, K_1 \leq k \right\}.
\]

Thus, Lemma 14 together with (26) and (27) imply that the second summand in (28) is bounded by \( \epsilon/2 \). This implies the assertion. ▷

**Proof of Theorem 1.** We apply Proposition 9 to \( G_n \) and \( G_n^{\leq K} \). The first condition, fdd convergence, isLemma 13, the second condition is Proposition 12. ▷

We now transfer the fluctuation result for QuickVal in Theorem 1 to the original FIND process in Corollary 6.

**Proof of Corollary 6.** Let \( \tilde{F}_n \) be the inverse of \( \Lambda_n \) in the statement of Corollary 6. By definition of \( \Lambda_n \), the value of the element \( U_{(k)} \) of rank \( k \) within \( U_1, \ldots, U_n \) is given by \( \frac{k}{n+1} \), so

\[
|\{ (n+1)\tilde{F}_n(\alpha) \} = \{ |U_i \leq \alpha | 1 \leq i \leq n | \}
\]

(30)

for all \( \alpha \in [0,1] \). Thus, \( C_n(\{ (n+1)\tilde{F}_n(\alpha) \}) = S_{\alpha,n} \) a.s. for all \( \alpha \in [0,1] \), see (10). For \( \alpha = 1 \) note that \( \tilde{F}_n(\alpha) = 1 \) and \( C_n(n+1) = C_n(n) \) by definition. The Skorokhod distance \( d_{SK} \) is then bounded by

\[
d_{SK}\left( G_n, \left( C_n\left( \{ t(n+1) \} - nS_{\Lambda_n(t)} \} \right)/\sqrt{n} \right) \right) = d_{SK}\left( G_n, \left( S_{\Lambda_n(t),n} - nS_{\Lambda_n(t)}, \right)/\sqrt{n} \right) \right) \)

\[
= d_{SK}\left( G_n, (G_{\Lambda_n(t),n})_t \in [0,1] \right) \)

\[
\leq \| \tilde{F}_n - id \|_{\infty}.
\]
By (30), $\bar{F}_n$ is close to the empirical distribution function and thus converges a.s. uniformly to the identity $id$ by the Glivenko–Cantelli theorem. The statement of Corollary 6 then follows from Slutsky’s theorem.

## 5 Further cost measures

In this section we sketch results analogous to Theorem 1 for other cost measures than the number of key comparisons. We consider the number of swaps required by QuickVal, which however depends on the implementation of the procedure to partition the input $(U_1, \ldots, U_n)$ into the sublists $S_<$ and $S_>$. We consider two such procedures, the one originally proposed by Hoare [10] and one that is attributed to Lomuto, see [1, 3, 14]. Our results are stated in Subsection 5.1.

As a further cost measure, we consider the model where the costs to compare two keys may depend on their values, e.g. the number of bit comparisons required to compare them when they are given by their binary expansions. The total cost for all key comparisons required by QuickVal($((U_1, \ldots, U_n), \alpha)$ or FIND($((U_1, \ldots, U_n), k)$ is no longer determined by the fact that the ranks of $(U_1, \ldots, U_n)$ form an uniformly random permutation. Here, the distribution of the $U_i$ matters. We only consider the uniform distribution as in the previous sections and hope to report on other distributions in the full paper version of this extended abstract. Our results are stated in Subsection 5.2. A probabilistic analysis for the number of bit comparisons of the related Quicksort algorithms was given in [6, 5].

### 5.1 Number of swaps

Usually, QuickSelect is implemented in-place, meaning that it only requires the memory for the list $S$ of values and a bounded amount of additional memory. This is achieved by swapping values within $S$ so that the elements of $S_<$ and $S_>$ are contained in contiguous parts of the list. Such a procedure is called partition. There are various procedures of partition.

The original procedure by Hoare [10] searches the list $S$ from both ends at once: It repeatedly finds the index $i = \min\{2 \leq i \leq n \mid U_i > U_1\}$ of the leftmost element bigger than the pivot and the index $j := \max\{2 \leq j \leq n \mid U_j < U_1\}$ of the rightmost element smaller than the pivot. If $i < j$, it swaps $U_i$ and $U_j$. Else the algorithm terminates.

A simpler, but less efficient implementation is the so-called Lomuto partition scheme [1, 3, 14] that only searches from one end of $S$. It keeps track of the amount $i$ of elements at the start of the list it has already swapped. In every step, it finds the index $j := \max\{2 \leq j \leq n \mid U_j < U_1\}$ of the rightmost element smaller than the pivot. If $i + 1 < j$, it swaps $U_{i+1}$ and $U_j$ and increases $i$ by one. Otherwise the algorithm terminates.

Both partition schemes only compare elements to the pivot, so the model of randomness is preserved within the sublists $S_<$ and $S_>$. However, their original order is not preserved, so QuickSelect run on $U_1, \ldots, U_n$ will usually not select the same pivots as QuickSelect on $U_1, \ldots, U_{n+1}$. For convenience, we assume that the pivot to split a sublist $S'$ of $S$ is the element of $S'$ that came first in the original list $S$. We call this choice of the pivots a suitable embedding.
Then, as

We can directly apply Lemma 14 and our proof for the number of key comparisons can be

\[ I_0 := \sum_{k=0}^{\infty} \frac{I_{\alpha,k+1}(I_{\alpha} - I_{\alpha,k})}{I_{\alpha,k}}, \quad \alpha \in [0, 1]. \] (31)

It is now possible to study the fluctuations by their contributions from the individual levels and combine them as for the number of key comparisons above. Since we are still in the range of the central limit theorem we again obtain a mixture of centered Gaussian processes. To be explicit, first denote by \( Z_\phi \) the limit of the \( G_{\alpha,k,n} \) as \( n \to \infty \) where \( \phi = \phi(\alpha, k) \in \{0, 1\}^k \). Further, denote by \( \{Y_\phi \mid \phi \in \{0, 1\}^*\} \) a set of i.i.d. \( \mathcal{N}(0, 1) \) random variables being independent of \( \{Z_\phi \mid \phi \in \{0, 1\}^*\} \) and of \( \mathcal{F}_\infty \). Then the limiting process \( G_{\text{swap}} = (G_{\alpha}^{\text{swap}})_{\alpha \in [0, 1]} \) is given by

\[ G_{\alpha}^{\text{swap}} := \sum_{\phi \in \{0, 1\}^*} Y_\phi \frac{I_{\alpha,1}}{\sqrt{2}} + Z_\phi \frac{I_{\alpha,1}}{T_\phi} + Z_\phi \frac{I_{\alpha,0}}{T_\phi} - Z_\phi \frac{I_{\alpha,0}}{T_\phi}, \quad \alpha \in [0, 1]. \] (32)

The \( Y_\phi \) represent fluctuations caused by the hypergeometric distribution connected to partition, while the terms with \( Z \) represent fluctuations around the limit (31). Then we have the following result for key exchanges corresponding to Theorem 1:

\[ \textbf{Theorem 16.} \text{ Let } K_{\alpha,n} \text{ be the number of key exchanges required by QuickVal((}U_1, \ldots, U_n), \alpha) \text{ with Hoare’s partition algorithm in a suitable embedding. Then, as } n \to \infty, \text{ we have} \]

\[ \left( \frac{K_{\alpha,n} - n I_0}{\sqrt{n}} \right)_{\alpha \in [0, 1]} \overset{d}{\to} G_{\text{swap}} \text{ in } (D[0, 1], d_{\text{SK}}). \]

5.1.2 Lomuto’s partition

The Lomuto partition is simpler to implement and much easier to analyze. The Lomuto partition swaps every element smaller than the pivot, so the amount of swaps at some path \( \phi \in \{0, 1\}^* \) is given by \( S_\phi + 1 \). With the \( Z_\phi \) introduced in Subsection 5.1.1 we find that \( (Z_\phi)_{\phi \in \{0, 1\}^*} \) is a mixture of centered Gaussian processes with conditional covariance function given by

\[ \text{Cov}(Z_\phi, Z_\psi \mid \mathcal{F}_\infty) = I_{\phi \psi} - I_{\phi} I_{\psi}, \quad \phi, \psi \in \{0, 1\}^*, \]

where \( I_{\phi \psi} \) is the length of the interval \( [L_\phi, R_\phi) \cap [L_\psi, R_\psi] \), thus \( I_{\phi \psi} \) is only nonzero if one of \( \psi \) and \( \phi \) is a prefix of the other. Then the limiting process \( G_{\alpha}^{\text{Lo}} = (G_{\alpha}^{\text{Lo}, \alpha})_{\alpha \in [0, 1]} \) is given by

\[ G_{\alpha}^{\text{Lo}} = \sum_{k=0}^{\infty} Z_{\phi(\alpha,k)0}, \quad \alpha \in [0, 1]. \]

We can directly apply Lemma 14 and our proof for the number of key comparisons can be straightforwardly transferred.

\[ \textbf{Theorem 17.} \text{ Let } K_{\alpha,n}^{\text{Lo}} \text{ be the number of key exchanges required by QuickVal((}U_1, \ldots, U_n), \alpha) \text{ with Lomuto’s partition procedure in a suitable embedding. Then, as } n \to \infty, \text{ we have} \]

\[ \left( \frac{K_{\alpha,n}^{\text{Lo}} - n \sum_{k=0}^{\infty} I_{\phi(\alpha,k)0}}{\sqrt{n}} \right)_{\alpha \in [0, 1]} \overset{d}{\to} G_{\text{Lo}} \text{ in } (D[0, 1], d_{\text{SK}}). \]
5.2 Number of bit comparisons

We now consider the model where the cost to compare two keys depends on their values. These costs are described by a measurable cost function $\beta : [0, 1]^2 \to [0, \infty)$, and we require that they have a polynomial tail, that is: There are constants $c, \varepsilon > 0$ such that for all $u \in [0, 1], x \in \mathbb{N}$ and for $V$ being unif$[0, 1]$ distributed

$$\mathbb{P}(\beta(u, V) \geq x) \leq cx^{-1/\varepsilon}.$$ 

This condition is called $(c, \varepsilon)$-tameness, see Matterer [15], and $\beta$ is called to be $\varepsilon$-tame if it is $(c, \varepsilon)$-tame for some $c > 0$. Note that, e.g., $\beta$ counting the number of bit comparisons is $\varepsilon$-tame for all $\varepsilon > 0$. The costs of $\text{QuickVal}((U_1, \ldots, U_n), \alpha)$ in this model are given by

$$S^\beta_{\alpha,n} := \sum_{k=0}^{\infty} \sum_{\tau_{\alpha,k} < n} 1_{[L_{\alpha,k}, R_{\alpha,k})}(U_{\tau_{\alpha,k}}) \beta(U_{\tau_{\alpha,k}}, U_{\tau_{\alpha,k}})$$ 

and the limit is, with $V$ being unif$[0, 1]$ distributed and independent of the $U_1, \ldots, U_n$, given as

$$S^\beta_{\alpha,\infty} := \sum_{k=0}^{\infty} \mathbb{E} [1_{[L_{\alpha,k}, R_{\alpha,k})}(V) \beta(U_{\tau_{\alpha,k}}, V) \mid \mathcal{F}_\infty].$$ 

Matterer [15, Theorem 6.4 and Theorem 6.14] shows for $\varepsilon < \frac{1}{2}$ that for fixed $\alpha \in [0, 1]$ the resulting residual

$$G^\beta_{\alpha,n} := \frac{S^\beta_{\alpha,n} - nS^\beta_{\alpha,\infty}}{\sqrt{n}}$$ 

converges to a mixed centered Gaussian random variable $G^\beta_{\alpha,\infty}$ in distribution and with all moments. It is possible to combine them to a mixture of centered Gaussian processes

$$G^\beta_{\alpha} = (G^\beta_{\alpha,\infty})_{\alpha \in [0, 1]},$$ 

defined by the conditional covariance functions given, with $X^\beta_{\alpha,k} := 1_{[L_{\alpha,k}, R_{\alpha,k})}(V) \cdot \beta(U_{\tau_{\alpha,k}}, V)$, by

$$\text{Cov}(G^\beta_{\alpha,\infty}, G^\beta_{\gamma,\infty} \mid \mathcal{F}_\infty) = \text{Cov} \left( \sum_{k=0}^{\infty} X^\beta_{\alpha,k}, \sum_{k=0}^{\infty} X^\beta_{\gamma,k} \mid \mathcal{F}_\infty \right), \quad \alpha, \gamma \in [0, 1].$$ 

(34) 

The latter expression is well-defined due to the following lemma using $\varepsilon$-tameness:

**Lemma 18.** Let $[L, R) \subseteq [0, 1]$ be an interval of length $I = R - L > 0$ and $u \in [L, R)$. For $V$ being unif$[0, 1]$ distributed set $X := 1_{[L, R)}(V)\beta(u, V)$. Then, for every $s \in (0, \varepsilon^{-1})$, uniformly in $L, R$, we have

$$\mathbb{E}[X^s] = I \cdot \mathbb{E}[X^s \mid V \in [L, R)] = O(I^{1-\varepsilon s}).$$ 

We have the following result corresponding to Theorem 1.

**Theorem 19.** Let $\beta$ be an $\varepsilon$-tame cost function with $\varepsilon < \frac{1}{4}$. Then we have

$$\left( \frac{S^\beta_{\alpha,n} - nS^\beta_{\alpha,\infty}}{\sqrt{n}} \right)_{\alpha \in [0, 1]} \overset{d}{\to} G^\beta_{\infty} \quad \text{in} \ (D[0, 1], d_{SK}),$$ 

where $G^\beta_{\infty}$ is the mixture of centered Gaussian processes defined in (33).
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Introduction and main results

B-trees, since their inception in [4], have become a popular data structure. Regarding their mathematical analysis, there were some early results by Yao [13] and Odlyzko [11] for the special case of 2-3-trees, but despite Knuth posing a natural open question in [7], progress has been scarce. Perhaps most notable is the approach using Pólya urns as in [1–3,6], which yielded results especially for the fringe analysis of B-trees. In this paper, we propose a novel way of investigating B-trees, by focusing on what we call histories.

1.1 B-trees and their insertion algorithm

By a search tree, we mean a rooted plane tree whose nodes contain keys, which we think of as pairwise distinct real numbers, in such a way that (1) the keys are stored in increasing order from left to right (including within a single node), and (2) every non-leaf node containing $k$ keys has exactly $k + 1$ children, where we think of the $i$-th child as being attached between the $(i - 1)$-th and the $i$-th key of its parent node. For $i = 1$ we interpret this as being attached to the left of the first key, and analogously for $i = k + 1$, the child is attached to the right of the last key in the node. Note that we explicitly allow leaves to contain keys, and will refer to the intervals between consecutive keys in a leaf as gaps; thus we do not follow the convention of [10] where the leaves really take the place of our gaps, and therefore cannot contain keys.
A Bijection for the Evolution of $B$-Trees

Let $m \geq 1$. Following Knuth [10, Section 6.2.4], a $B$-tree of order $2m + 1$ is a search tree satisfying the following properties: Every node contains at least $m$ and at most $2m$ keys, except for the root which contains at least 1 and at most $2m$ keys. Moreover, the tree is balanced in the sense that all leaves have the same distance to the root. We remark that some authors (e.g. [4]) refer to such a tree as a $B$-tree of order $m$ instead.

$B$-trees can be constructed via the following insertion algorithm: Given a $B$-tree and a key that is not already stored in the tree, place the key in the appropriate leaf and the appropriate position within the keys of the leaf. If, after this placement, the leaf still contains at most $2m$ keys, then we are done. Otherwise, we split the node containing $2m + 1$ keys by moving the median key up into the parent node and grouping the lowest $m$ keys and the largest $m$ keys each in their own node. By doing this, it might now happen that the parent node contains $2m + 1$ keys, in which case we again split it into two nodes of $m$ vertices and move the median key (of the parent node) up. This process may propagate all the way along the path from the leaf where we inserted the key to the root vertex, in which case we create a new root vertex above the old root, containing only a single key (the one that was the median among the $2m + 1$ keys of the old root), and split the old root in two. Note that the latter case of splitting the root is the only situation in which the height of the $B$-tree can increase.

For the purpose of this article, we are interested in $B$-trees up to isomorphism of rooted plane trees. Equivalently, we can represent an isomorphism class by replacing all keys by dots, as in Figure 1(left). For brevity’s sake, we will henceforth use $B$-tree to mean such an isomorphism class. An alternative way to think about these isomorphism classes is to fix the keys instead, e.g. by saying the keys are the set $\{1, \ldots, n\}$ – the disadvantage of this approach being that inserting another key means having to reassign the values of some of the old keys. Nonetheless, we will make use of both of these representations.

1.2 Main results

Let $T_n$ be a $B$-tree of order $2m + 1$ containing $n$ keys. A history of $T_n$ is a finite sequence $(T_1, \ldots, T_n)$ of $B$-trees of order $2m + 1$ such that for all $i = 2, \ldots, n$, the tree $T_i$ is obtained from $T_{i-1}$ through inserting a single key using the insertion algorithm outlined above. In particular, $T_i$ contains $i$ keys. We denote by $\mathcal{H}_m(T_n)$ the set of all histories of $T_n$, and by $\mathcal{H}_m(n)$ the set of all histories of any $B$-tree of order $2m + 1$ with $n$ keys. In other words, $\mathcal{H}_m(n) = \bigcup_{T_n} \mathcal{H}_m(T_n)$, where the union is taken over all (non-isomorphic) $B$-trees of order $2m + 1$ with $n$ keys.

We can now state our main result:

**Theorem 1.** Let $n, m \geq 1$. There is a bijection between $\mathcal{H}_m(n)$ and the set of all trees $H_n$ satisfying the following properties:

(i) $H_n$ is a rooted plane tree on $n$ vertices, labelled by $\{1, \ldots, n\}$, such that along each path from the root to a leaf, the labels are increasing.

(ii) The vertices of $H_n$ at heights $2m, 3m + 1, 4m + 2, \ldots$ have up to two children, all other vertices have at most one child.

We will call trees $H_n$ satisfying properties (i) and (ii) in the theorem $(2m + 1)$-historic (or just historic, if it is not ambiguous) in the interest of brevity. Given a historic tree $H$ on $n$ vertices, it will be useful throughout to consider all potential positions for attaching a vertex $n + 1$ that lead to another historic tree. We think of these positions as external vertices, and call the vertices in $H$ internal to tell them apart. We also write $\overline{H}$ to denote $H$ together with the external vertices. Furthermore, we call the internal vertices at height $2m, 3m + 1, 4m + 2, \ldots$ branchings (irrespective of how many internal children they have).
Proposition 2. Let $H_n$ be the historic tree corresponding to a history $(T_1, \ldots, T_n)$ of $B$-trees of order $2m+1$ under the bijection in Theorem 1. Then, the following holds:

(i) For any $n \geq 1$, the number of external vertices of $H_n$ equals the number of leaves of $T_n$.
(ii) For any $n \geq 1$, the number of branchings in $H_n$ equals the number of keys in $T_n$ that are not stored in leaves.
(iii) Let $n \geq 2m+1$. Consider the $i$-th external vertex $v$ of $H_n$ from the left, and let $s$ be the number of internal vertices in $H_n$ strictly between $v$ and the closest branching above $v$. Then, the $i$-th leaf of $T_n$ from the left contains exactly $m + s$ keys.

We dedicate Section 2 to the proof of Theorem 1 and Proposition 2. That section will also contain the description of the bijection. In Section 3, we exhibit a recursive construction of $\pi(H_n)$, the set of all permutations $\pi \in S_n$ that, when used as key sequence for a $B$-tree, lead to the history described by the historic tree $H_n$. As part of this description, we obtain the following result:

Proposition 3. Let $H_n$ be a $(2m+1)$-historic tree having $b \geq 1$ branchings. Let $s_1, \ldots, s_{b+1}$ be the number of internal vertices in $H_n$ strictly between the $i$-th external vertex and its closest branching. Then

$$|\pi(H_n)| = \left(\frac{(2m+1)!}{(m!)^2}\right)^b \prod_{i=1}^{b+1} (m + s_i)!.$$  

This formula is somewhat reminiscent of the classical hook length formula, see e.g. [10, Section 5.1.4, Exercise 20]: the number of increasing labellings of a tree with $n$ vertices is given by

$$n! \prod_v \frac{1}{N_v},$$

where the product is over all vertices and $N_v$ is the number of vertices in the subtree consisting of $v$ and all its descendants.

Remark 4. It is possible to consider $B$-trees of order $2m$ as well, where a node splits whenever it is assigned $2m$ keys. In that case, the smallest $m - 1$ keys end up in the left node, the $m$-th key is pushed into the parent node, and the largest $m$ keys end up in the right node. It is still possible to define suitable $(2m)$-historic trees, but the distance between a branching and the next branching below will depend on whether we go to the left or to the right in $H_n$.

2 The bijection

The purpose of this section is to prove Theorem 1.

We begin by describing the bijection; see Figure 1 for an example. If $n = 1$, there is only one $B$-tree and only one corresponding $H_1$. For an arbitrary history $(T_1, \ldots, T_n) \in \mathcal{H}_m(n)$, construct the corresponding $H_n$ as follows: Assume we already constructed $H_k$ corresponding to the history $(T_1, \ldots, T_k) \in \mathcal{H}_m(k)$ for some $1 \leq k < n$. Then $T_{k+1}$ is obtained from $T_k$ by inserting a single new key. If this insertion takes place in the $i$-th leaf (counted from left to right) of $T_k$ before accounting for possible splits, then we attach the vertex labelled $k + 1$ to $H_k$ at the $i$-th external vertex of $H_k$ (counted from left to right). This gives $H_{k+1}$, and inductively, $H_n$. 


Conversely, given some historic $H_n$, we can construct trees $H_1, \ldots, H_{n-1}$ such that $H_k$ is the subtree consisting of the vertices with label $\leq k$. Suppose that the vertex $k+1$ is attached to $H_k \subseteq H_{k+1}$ in the $i$-th external vertex of $H_k$, and suppose we have already constructed the history $(T_1, \ldots, T_k)$ corresponding to $H_k$. Then we can extend this history to the one corresponding to $H_{k+1}$ by inserting a key into the $i$-th leaf from the left of $T_k$, and let $T_{k+1}$ be the $B$-tree obtained by this (possibly after performing the necessary splits).

It is clear from the description that this gives inverse maps between $\mathcal{H}_n(n)$ and $(2m+1)$-historic trees on $n$ vertices, provided the constructions are at all well-defined. This is the case if the number of external vertices on $H_k$ equals the number of leaves of $T_k$, which is exactly claim (i) in Proposition 2. Thus we proceed by proving Proposition 2, which will imply Theorem 1.

**Proof of Proposition 2.** We first note that (i) is equivalent to (ii). Indeed, since all non-branchings have outdegree 1 in $\mathcal{H}_m$, and the branchings have outdegree exactly 2, the number of branchings is one less than the number of external vertices. Similarly, it is a simple consequence of the insertion algorithm for $B$-trees that every key that gets moved out of a leaf by a split increases the number of leaves by one, so that the number of keys not stored in leaves is one less than the number of leaves.

Next, we observe that (i) holds for $n \leq 2m$. This is the case since any $B$-tree of order $2m+1$ for those values of $n$ only has a single node (which is simultaneously root and leaf), and all vertices with these labels in $H_n$ necessarily have outdegree 1. We proceed by induction on $n$.

For $n = 2m + 1$, we see the first split in $T_n$, leading to a root node containing a single key, and two leaves containing $m$ keys each. For $H_n$, we have now reached height $2m$, and thus have two external vertices – these are the children of a branching in $\mathcal{H}_m$, thus there are no internal vertices between them and the branching. This establishes both (i) and (iii) for $n = 2m + 1$.

Now assume that (i) and (iii) hold for some $n \geq 2m + 1$, and that we obtain $T_{n+1}$ from $T_n$ by adding a key to the $i$-th leaf, which held $m+s$ keys in $T_n$. We distinguish two cases for $s$:

For $0 \leq s \leq m - 1$, we end up with $m+s+1$ keys in the $i$-th leaf of $T_{n+1}$, and the number of leaves does not change. For $H_n$, we need to append the vertex labelled $n+1$ in place of the $i$-th external vertex. Denote by $w$ the closest branching to $n+1$ (i.e., the most recent
predecessor that is a branching; such a vertex exists since \( n \geq 2m + 1 \). By assumption, there are exactly \( s \) vertices strictly between \( w \) and \( n + 1 \), so \( n + 1 \) is not a branching, and only has a single external child (and the path from that external vertex to \( w \) is one vertex longer). Thus, properties (i) and (iii) hold for \( n + 1 \).

If, on the other hand, \( s = m \), then adding the key splits the \( i \)-th leaf; producing two leaves in its stead that each hold \( m \) keys. For \( H_n \), we denote again by \( w \) the closest branching to the \( i \)-th external vertex which becomes the position of the new vertex \( n + 1 \). Invoking (iii) for \( H_n \) shows that there are \( m \) vertices between \( n + 1 \) and \( w \), so \( n + 1 \) is another branching and therefore has two new external vertices as children, replacing the old one. The closest branching to the new external vertices is now \( n + 1 \), and there are no internal vertices strictly between them, which again corresponds to the number of keys in the new vertices. This shows that splits in the \( B \)-tree correspond to branchings in the historic tree and asserts (i) and (iii) for \( n + 1 \), finishing the induction argument.

3 The permutations associated with a history

Let \( T \) be a \( B \)-tree of order \( 2m + 1 \), containing \( n \) keys. We denote by \( \pi(T) \) the set of all permutations \( \pi \in S_n \) that, when used as a key sequence for the insertion algorithm, yield the tree \( T \). The aim of this section is to give a recursive description of \( \pi(T) \) in terms of the “trimmed” tree \( T^{(1)} \) that is obtained from \( T \) by deleting all leaves. For this purpose, write \( n_1 \) for the number of keys stored in \( T^{(1)} \). We will rely on the following observation:

Consider a history \((T_1, \ldots, T_n = T) \). Let \( i_1 < i_2 < \cdots < i_{n_1} \) be those \( i \) where \( T_i \) was obtained from \( T_{i-1} \) by inserting a key that led to a split (note that this is consistent with the indexing). Then \((T^{(1)}_1, \ldots, T^{(1)}_{n_1}) \) is a valid history of \( T^{(1)} \). We remark that this is a purely combinatorial statement: If we instead looked at i.i.d. keys sampled from some continuous probability distribution, then the processes \((T_n)_{n \geq 1}\) and \((T^{(1)}_n)_{n \geq 1}\) would be quite different!

As a consequence, suppose we are given a permutation \( \pi \in \pi(T) \). This \( \pi \) produces a history \((T_1, \ldots, T_n) \). Moreover, keeping track of the actual keys, we obtain a sequence \( K_{i_1}, \ldots, K_{i_{n_1}} \) of those keys that ascend above the leaves at times \( i_1, \ldots, i_{n_1} \). Forgetting about their actual values and only keeping track of the relative size of the \( K_i \), then produces a new permutation \( \pi^{(1)} \in \pi(T^{(1)}) \), where, moreover, \( \pi^{(1)} \) produces the history \((T^{(1)}_1, \ldots, T^{(1)}_{n_1}) \).

This defines a map \( \Psi : \pi(T) \to \pi(T^{(1)}) \), \( \pi \mapsto \pi^{(1)} \), and our goal will be to invert this: Given a \( \pi^{(1)} \), we want to find all \( \pi \in S_n \) that lead to such \( \pi^{(1)} \).

This inversion will come in the form of a 3-step algorithm, described in detail below, in Section 3.2. However, we will give a high-level overview now:

1. In the first step, we start from a given \( \pi^{(1)} \in \pi(T^{(1)}) \), and lift it to a sequence \((K_{i_1}, \ldots, K_{i_{n_1}}) \) as above.
2. In the second step, we use \( \pi^{(1)} \) and Proposition 2 to construct an acyclic digraph \( G = G(T, \pi^{(1)}) \). Lemma 7 states that the set of topological labellings of \( G \) corresponds bijectively to the set of historic trees of \( T \) that produce \( \pi^{(1)} \).
3. Therefore, in the third step, we can fix a historic tree \( H \) obtained from step 2, and restrict our attention to \( \pi(H) \). The algorithm given will produce an arbitrary element of \( \pi(H) \) after making a sequence of choices; different choices will lead to different permutations, and going over all permitted choices produces the entire set, see Lemma 8. In more concrete terms, we start step 3 with an “empty” permutation consisting of \( n \) blank symbols, and by recursively comparing it against \( K_{i_1}, \ldots, K_{i_{n_1}} \) and \( H \) we will replace the blanks by entries from \( \{1, \ldots, n\} \).
3.1 Preparatory lemmas

To ensure well-definedness at a later point (Lemma 7), we need the following lemma:

- **Lemma 5.** There is a well-defined map $\Psi_T : \mathcal{H}_n(T) \to \pi(T^{(1)})$ that assigns to a history $(T_1, \ldots, T_n = T)$ the $\pi^{(1)}$ constructed above, where $\pi \in \pi(T)$ is any permutation producing the history.

**Proof.** We will assume that the keys in $T_j$ are exactly $1, \ldots, j$ (labelled from left to right, since $T_j$ is a search tree) for $1 \leq j \leq n$, and re-label them accordingly whenever we insert a new key. We show inductively that we can (a) determine uniquely which key moved up from the leaves at the times $i_1, i_2, \ldots$ and (b) keep track of how the keys in $T_j$ change as we go to $T_{j+1}^{(1)}$. For $T_1, \ldots, T_{2m+1}$, there is nothing to show. In $T_{2m+1}$, we know that the unique key in the root node has label $m + 1$. Suppose we have verified (a) and (b) for some $j \geq 2m + 1$. If $j + 1$ is not one of $i_1, i_2, \ldots, i_{n_1}$ then no splits happen, and comparing $T_{j+1}$ with $T_j$ reveals which leaf grew by one. All keys in $T_j^{(1)}$ to the right of that leaf are increased by 1 for $T_{j+1}^{(1)}$, all other keys in $T_j^{(1)}$ remain the same. If on the other hand $j + 1$ is one of $i_1, i_2, \ldots, i_{n_1}$ then comparing $T_{j+1}$ and $T_j$ reveals which leaf of $T_j$ split. As before, all keys in $T_j^{(1)}$ to the right of that leaf are increased by 1 for $T_{j+1}^{(1)}$, all other keys in $T_j^{(1)}$ remain the same. Moreover, let $K$ be the largest key in $T_j^{(1)}$ to the left of the splitting leaf. Then the new key introduced to $T_{j+1}^{(1)}$ will be $K + m + 1$, and it will be the unique key in $T_{j+1}$ that is placed between the two leaves coming from the split leaf.

Thus, only from the history of $T_n$ we can keep track of which keys were introduced to $T_j^{(1)}$ in which order, which yields $K_{i_1}, \ldots, K_{i_{n_1}}$ after updating all the keys and thus $\pi^{(1)}$. ▶

We also note the following simple fact about the bijection from Theorem 1:

- **Lemma 6.** Let $H_n$ be the historic tree for $(T_1, \ldots, T_n)$. Suppose that vertex $i$ of a historic tree $H$ is a branching, and suppose that the key that is pushed upwards from the splitting leaf at that time is $K_i \in \{1, \ldots, n\}$ in $T_n$. Let $j \in \{i + 1, \ldots, n\}$ be another vertex of $H$, and let $k_j$ denote the key added at time $j$ in the history. Then, $k_j > K_i$ if and only if $j$ is positioned to the right of $i$ in $H$ (not necessarily as a descendant of $i$), and $k_j < K_i$ otherwise. Moreover, if $j > i$ is another branching of $H$, then also $K_j > K_i$ if and only if $j$ is to the right of $i$, and $K_j < K_i$ otherwise.

**Proof.** This follows from the observation that after the split pushes $K_i$ upwards, the leaves of the $B$-tree can be partitioned into those containing keys $< K_i$, which are therefore to the left, and those containing keys $> K_i$, which are further to the right, as well as from the description of the bijection given in Section 2. ▶

3.2 The algorithm

We now turn our attention to the promised “inverse” of $\Psi_T$. Denote by $h$ the height of $T$.

For $h = 0$, the tree $T$ only consists of the root node, and then $\pi(T) = S_n$. For $h > 0$, suppose we know $\pi(T^{(1)})$.

**Step 1.** By performing an in-order traversal of the keys in $T$, we can see which of the numbers $1, \ldots, n$ correspond to the keys in $T^{(1)}$. In other words, in-order traversal gives a monotone injection $\iota : \{1, \ldots, n_1\} \hookrightarrow \{1, \ldots, n\}$, by sending $i$ to the $j$ that is the $i$-th key from the left among those not in a leaf node of $T$. This injection in turn allows us to write any $\pi^{(1)} \in \pi(T^{(1)})$ as a sequence $\pi_i = \{K_{i_1}, \ldots, K_{i_{n_1}}\}$.
Step 2. We construct a rooted digraph $G = G(T, π^{(1)})$ in the following way: First, construct a binary search tree from $π^{(1)}$. Then, subdivide the edges (and move the root up) in such a fashion that the nodes of the binary search tree become the branchings of a historic tree and append extra vertices to match with the leaves of $T$, according to Proposition 2(iii). We then direct all edges away from the root, and consider the directed path $π^{(1)}(1) → \cdots → π^{(1)}(n_1)$. Merge this path into the (mostly empty) historic tree by identifying the vertex $π^{(1)}(i)$ in the path with the vertex containing $π^{(1)}(i)$ in the tree, for all $i = 1, \ldots, n_1$. For bookkeeping, we colour the edges coming from the path red, and the edges from the tree black. Finally, delete all labels/keys from the resulting digraph $G$.

Lemma 7. The digraph $G = G(T, π^{(1)})$ constructed in this fashion is acyclic. Furthermore, any topological labelling of $G$ (that is, any labelling such that all edges point towards the higher label) induces a historic tree $H$ for $T$ on the black edges. Such $H$ corresponds to those histories of $T$ that are obtained by $π ∈ S_n$ such that $π^{(1)}$ is the associated history of $T^{(1)}$. In other words, we have

$$\{\text{topological labellings of } G(T, π^{(1)})\} \xleftrightarrow{1:1} \Psi^{-1}(π^{(1)}),$$

where the bijection is the one from Theorem 1 after removing the red edges from $G$.

Step 3. It remains to give the actual description of $π(T)$. Specifically, writing $π(H)$ for the set of $π ∈ S_n$ that produce the history encoded by the historic tree $H$, we can pick an $H$ coming from a topological labelling of $G(T, π^{(1)})$ and describe the corresponding $π(H)$. We are given the key sequence $π_i = (K_{i_1}, \ldots, K_{i_{n_1}})$ from Step 1, as well as a fixed topological labelling of $G$, with the induced historic tree $H$.

In what follows, $p$ will be a sequence of distinct integers which is to be determined, thought of as a map onto some range $R$. Furthermore $H$ will be a historic tree on $|R|$ vertices, and $K$ is a subsequence of $π_i$ containing (in the same order) all those $K_{i_j}$ that appear in $R$. Moreover, we demand that the length of the sequence $K$ equals the number of branchings in $H$. Then, the following recursive procedure constructs all desired $π$:

Step 3.0. Initialize $p = π$ as a yet undetermined permutation in $S_n$, thus $R = \{1, \ldots, n\}$.

Further, set $H = H$ and $K = π_i$.

Step 3.1. If $|R| ≤ 2m$, let $p$ be an arbitrary bijection onto $R$. Otherwise, choose an arbitrary position $1 ≤ j_1 ≤ 2m + 1$ to place $K_{i_{j_1}}$, the first element of $K$ (i.e., fix $p(j_1) = K_{i_{j_1}}$), mark $m$ additional positions among the first $2m + 1$ of $p$ as small, and the remaining $m$ as large.

For $j > 2m + 1$, mark the $j$-th entry of the permutation as small if the vertex labelled $j$ is positioned to the left of the topmost branching in $H$, and as large otherwise.

Step 3.2. Define new undetermined bijections $p^±$, where $p^+$ contains all the large positions of $p$, and $p^-$ all the small ones. These bijections will have the ranges $R^+ := R \cap \{K_{i_1} + 1, \ldots, n\}$ and $R^- := R \cap \{1, \ldots, K_{i_1} − 1\}$, respectively. Moreover, let $K^\pm$ be the subsequences of $K$ containing, in the same order, the entries strictly larger/smaller than $K_{i_1}$. Also split $H$ into $H^\pm$ such that $H^−$ contains the vertices labelling the small positions in $π$ and such that $H^+$ below the $m$-th vertex is equal to the left subtree of $H$ from Step 3.1. Construct $H^+$ analogously, then relabel $H^+$ with integers from $1, \ldots, |H^\pm|$ while maintaining the relative order.

Step 3.3: Repeat steps 3.1–3.3 for both $(p^\pm, R^\pm, K^\pm, H^\pm)$.
Lemma 8. If $H$ comes from a topological ordering of $G(T, \pi^{(1)})$ and $\pi$, is constructed from $T$ and $\pi^{(1)}$ as in step 1, then the following holds for step 3.2:

(i) $\mathcal{K}^\pm$ consists of those entries of $\pi$, that are contained in $\mathcal{R}^\pm$.
(ii) $|\mathcal{H}^\pm| = |\mathcal{R}^\pm| \geq m$, and each of $\mathcal{R}^\pm$ is a set of consecutive integers.
(iii) The lengths of $\mathcal{K}^\pm$ are equal to the number of branchings in $\mathcal{H}^\pm$.

Moreover, the set of permutations constructible with step 3 is $\pi(H)$.

Remark 9. Since we have $\pi(T) = \bigcup_H \pi(H)$, where the union is disjoint and to be taken over all histories leading to $T$, this means we can construct $\pi(T)$ out of $\pi(T^{(1)})$ by performing steps 1-3 for all $\pi^{(1)}$ in $\pi(T^{(1)})$.

3.3 An example

We give an example to illustrate the procedure: Suppose $m = 1$, $n = 9$, and consider the permutation $\pi = (6, 1, 2, 4, 7, 5, 9, 8, 3)$. This permutation produces a B-tree $T$ of the form given in Figure 2a – in fact, this permutation gives the history shown in Figure 1. Thus $T^{(1)}$ contains 4 keys, and $\pi^{(1)} = (1, 3, 4, 2) \in \pi(T^{(1)})$.

Step 1. The in-order traversal of $T$ reveals that the keys in $T^{(1)}$ correspond to the keys $2, 4, 6, 8$ in $T$. Then the injection on the keys is given by $\{1, 2, 3, 4\} \ni i \mapsto 2i \in \{1, \ldots, 9\}$, and applying this to the entries of $\pi$ gives $\pi_i = (2, 6, 8, 4)$.

Step 2. Constructing a binary search tree from $\pi^{(1)}$ gives the one shown in Figure 2b which is then turned into the DAG $G = G(T, \pi^{(1)})$ shown in Figure 2c (the remaining labels are there to indicate how it connects to the binary search tree and to $\pi^{(1)}$). This graph has three distinct topological labellings, one of which induces the $H$ depicted in Figure 2d.

Step 3. We initialize $p = (\ldots, \ldots, \ldots, \ldots, \ldots, \ldots)$, $\mathcal{R} = \{1, \ldots, 9\}$, $\mathcal{K} = (2, 6, 8, 4)$ and $\mathcal{H} = H$. After step 3.1, we have e.g. $p = (\ell, s, 2, \ell, \ell, \ell, s, \ell, s)$, where we write $s$ for a small position, and $\ell$ for a large. Here, the assignment of $\ell, s, 2$ to the first 3 positions can be done arbitrarily (but we choose the options that will reconstruct $\pi$ from above), the remainder is given by comparing it to $H$: the vertices labelled 4, 5, . . . are all positioned to the right of the top-most branching in $H$. This leads to $p^- = (\ldots)$ with $\mathcal{R}^- = \{1\}$, which in the next round of the recursion simply becomes $p = (1)$, and to $p^+ = (\ldots, \ldots, \ldots, \ldots, \ldots)$ with $\mathcal{R}^+ = \{3, \ldots, 9\}$, $\mathcal{K}^+ = \{6, 8, 4\}$, and an $H^+ = H'$ given by Figure 2e.

In the second round of the recursion (using the “+”-branch, as the other one is trivial), we have e.g. $p = (6, s, \ell, s, \ell, \ell, s)$, where the assignment of $\ell, s, 6$ to the first 3 positions can again be done arbitrarily, and the rest is governed by $H'$. This gives $p^\pm = (\ldots, \ldots, \ldots)$ with $\mathcal{R}^- = \{3, 4, 5\}$, $\mathcal{K}^- = \{4\}$ and $\mathcal{R}^+ = \{7, 8, 9\}, \mathcal{K}^+ = \{8\}$, respectively. Due to the small number of entries, both $\mathcal{H}^\pm$ are given by the unique 3-historic tree on 3 vertices. In the next two rounds of the recursion, the $p^\pm$ will then be filled by arbitrary assignments of the numbers in their range, say $p^+ = (7, 9, 8)$ and $p^- = (4, 5, 3)$.

Finally, we can put everything back together by embedding a pair of $p^\pm$ into the previous $p$ according to the assignment of $s$ and $\ell$. Thus, $p^+ = (7, 9, 8)$ and $p^- = (4, 5, 3)$ together yield $(6, 4, 7, 5, 9, 8, 3)$. This in turn was $p^+$ from the first iteration of step 3, and together with the corresponding $p^- = (1)$, we regain $\pi = (6, 1, 2, 4, 7, 5, 9, 8, 3)$. 

A Bijection for the Evolution of B-Trees
3.4 Proofs

Proof of Lemma 7. For $G$ to contain a directed cycle, we need two vertices $v_i = \pi(1)(i)$ and $v_j = \pi(1)(j)$ such that $v_i$ is a descendant of $v_j$ in the tree (i.e., according to the black edges), but $v_j$ is a descendant of $v_i$ according to the red edges. However, the latter only means that $i < j$. Accordingly, $\pi(1)(i)$ was the first to be used for the binary search tree’s construction, and hence $v_i$ cannot be below $v_j$ in the tree. Thus $G$ is acyclic.

Trivially, any topological ordering of $G$ yields an increasing labelling for the tree, so the induced $H$ is historic. By construction of $H$, the final tree in the corresponding history $(T_1, \ldots, T_n)$ will have the same leaves as $T$ (according to Proposition 2(iii)), and thus the same set of keys in $T(n)$ as in $T(1)$. Moreover, by Lemma 6, these keys are moved upwards from the leaves in the relative order described by $\pi(1)$, hence $T(n) = T(1)$ and $H$ is a history of $T$ that belongs to $\hat{\Psi}^{-1}(\pi(1))$.

Conversely, consider now a history $(T_1, \ldots, T_n) \in \hat{\Psi}^{-1}(\pi(1))$ with the associated historic tree $H_n$. As in step 1, we obtain from $\pi(1)$ and $T_n$ a sequence $\pi_i = (K_{i1}, \ldots, K_{in})$, where the $i_j$ are precisely the times in the history when a leaf was split. The historic tree $H_n$ therefore must have its branchings labelled by the $i_j$ (and this forces the labelling to be increasing along the red edges in $G$), and to be consistent with Lemma 6, the left/right-positioning of the branchings has to correspond to the one in a binary search tree obtained from $\pi_i$ or equivalently $\pi(1)$. Thus, such an $H_n$ is of the type constructed in Step 2, and its labelling is a topological labelling of $G$.

Proof of Lemma 8. Claim (i) is evident from the construction. For (ii), the equality $|H^\pm| = |R^\pm|$ follows from Lemma 6, we have $|R^\pm| \geq m$ since $|R| \geq 2m + 1$, and consecutivity is again immediate from the construction. Claim (iii) again follows from Lemma 6. Taken together, these three claims ensure that the recursion in step 3 is well-defined whenever we initialize as in step 3.0.

For the final assertion, we first define $\pi^\pm$ to be permutations obtained from $p^\pm$ in step 3.2 by mapping $R^\pm$ to $\{1, \ldots, |R^\pm|\}$ in an order-preserving fashion. We now use strong induction on $n$, where $T, \pi(1), \text{ and } H$ are arbitrary but coherent in the sense of Lemma 7. For $n \leq 2m$, there is nothing to show, as step 3.1 gives $\pi(H) = S_n$.

For all larger $n$, observe that if $\pi \in \hat{\pi}(H)$ then $K_{i1}$ is the median of $\pi(1), \ldots, \pi(2m + 1)$ and $\pi^\pm \in \hat{\pi}(H^\pm)$. The first property is equivalent to $K_{i1}$ being moved upwards from the leaves at the first branching of $H$ and is ensured by step 3.1. The second property comes from...
Lemma 6: The large entries in $\pi$ are precisely (except for the first $m$) those corresponding to the right descendants of the first branching in $H$. This holds by step 3.2, and $\pi^\pm$ are constructible by the induction hypothesis since $|R^\pm| < n$. Thus, such $\pi$ is constructible.

Conversely, suppose $\pi$ is constructible. Then, by the recursion, $\pi^\pm$ are constructible, and thus $\pi^\pm \in \pi(H^\pm)$ by the induction hypothesis. The $i$-th entry of $\pi^\pm$ is simultaneously the $i$-th large/small entry (according to step 3.1) of $\pi$. For $i < m$, this is chosen arbitrarily among all possible configurations for the first $2m + 1$ entries of $\pi$. For $i > m$, the entry in $\pi$ is dictated by $H$, but is not among the first $2m + 1$. Thus, it corresponds to a descendant of the first branching, and it follows from Lemma 6 that filling the large/small entries with the entries from $\pi^\pm$ in order produces a $\pi \in \pi(H)$. \hfill $\triangle$

Proof of Proposition 3. This lemma follows from an analysis of step 3. Indeed, whenever we are placing a $K_1$ into the permutation in step 3.1, we have $2m + 1$ choices for the exact position, and then $\binom{2m}{m}$ choices for the location of the small positions within the first $2m + 1$ slots of $p$. Placing such a $K_1$ corresponds exactly to the branchings in $H$, and it is clear that every possible choice will lead to a different $\pi$ in the end. Whenever we have $|R| \leq 2m$, we have $|R|!$ choices. Moreover, invoking Lemma 8, the corresponding $K$ is the empty sequence, hence the entries of $R$ are the keys that end up in a joint leaf — say, the $i$-th leaf — of $T$. Thus by Proposition 2(iii), $|R| = m + s_i$, and (1) follows. \hfill $\triangle$

4 The number of histories

In this section, we will be interested in the number of possible histories that can arise, and in particular the asymptotic behaviour of this number. We focus on the case $m = 1$. In this case, a historic tree is a binary increasing tree where only vertices at even heights can have two children. Vertex 2 is always the only child of vertex 1, and vertex 3 is always the only child of vertex 2. It will be advantageous later to remove vertex 1 (and decrease all other labels by 1); we call the result a reduced historic tree. In such a tree, only vertices at odd heights can have two children.

If we remove the top two vertices (vertices 1 and 2, referred to in the following as the stem) from a reduced historic tree with $n$ vertices, then it decomposes into two smaller reduced historic trees, each possibly only consisting of a single external vertex. On the level of generating functions, this translates to a second-order differential equation for the exponential generating function $H(x) = \sum_{n \geq 0} \frac{h_n}{n!} x^n$, where $h_n$ is the number of reduced historic trees with $n$ internal vertices (equivalently, the number of histories of length $n + 1$).

We have

$$H'(x) = H(x)^2, \quad H(0) = H'(0) = 1.$$ (2)

One can compare this to the well-known differential equation $T'(x) = T(x)^2$ for the exponential generating function associated with arbitrary binary increasing trees, see for example [8, Lemma 6.4]. We remark here that the tree consisting only of a single external vertex is often not counted, in which case the equation becomes $T'(x) = (1 + T(x))^2$ instead.

The sequence $h_n$ (see [12, A007558]) and the associated differential equation (2) were analysed in a different context in [5]: the differential equation has an explicit solution that can be expressed in terms of the Weierstrass elliptic function. It has a dominant singularity at $\rho \approx 2.3758705509$ where

$$H(x) \sim c \frac{1}{(1 - x/\rho)^2}$$

for a constant $c = 6\rho^{-2} \approx 1.0629325375$. This leads to the following asymptotic behaviour:
We would now like to generalise the differential equation to arbitrary $m \geq 1$. We remove the first $m$ vertices from a $(2m + 1)$-historic tree to obtain a reduced $(2m + 1)$-historic tree, which is now a binary increasing tree where only vertices at heights $\equiv -1 \mod m + 1$ can have two children. Removing the stem consisting of $m + 1$ vertices decomposes such a tree into two smaller trees with the same property (each of them can also be a single external vertex). So in analogy to (2), we obtain a differential equation of order $m + 1$, namely

\[ H^{(m+1)}(x) = H(x)^2, \quad H(0) = H'(0) = \cdots = H^{(m)}(0) = 1. \] (3)

This higher-order differential equation can no longer be solved in an explicit fashion, as it was the case for $m = 1$. If we assume that there is a dominant singularity $\rho_m$ where the behaviour of $H$ is of the form $c_m(1 - x/\rho_m)^{-a_m}$, then comparing the two sides of the equation gives us

\[ c_m \frac{a_m(a_m + 1) \cdots (a_m + m)}{\rho_m^{a_m+1}} (1 - x/\rho_m)^{-a_m-m-1} = c_m^2 (1 - x/\rho_m)^{-2a_m}, \]

thus $a_m = m + 1$ and $c_m = \frac{(2m+1)!}{m!} - \rho_m^{-m-1}$. Applying singularity analysis would then yield

\[ [x^n]H(x) \sim \frac{c_m}{m!} n^m \rho_m^{-n} = \frac{(2m+1)!}{(m!)^2} n^m \rho_m^{-n-m-1}. \]

This leads us to the following conjecture:

\[ \textbf{Conjecture 10. For every } m \geq 1, \text{ the number of reduced } (2m + 1)\text{-historic trees with } n \text{ vertices (corresponding to histories of length } n + m) \text{ is asymptotically equal to} \]

\[ n! \cdot \frac{(2m+1)!}{(m!)^2} n^m \rho_m^{-n-m-1} \]

\[ \text{for some positive constant } \rho_m. \]

Numerical evidence for small values of $m$ seems to support this conjecture, as the fit of the asymptotic formula with the actual coefficients is excellent. Experimental values of the exponential growth rate $\rho_m^{-1}$ are given in Table 1.

Table 1 Experimental values of $\rho_m^{-1}$ for $2 \leq m \leq 6$.

<table>
<thead>
<tr>
<th>$m$</th>
<th>$\rho_m^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3.7746</td>
</tr>
<tr>
<td>3</td>
<td>5.1792</td>
</tr>
<tr>
<td>4</td>
<td>6.5857</td>
</tr>
<tr>
<td>5</td>
<td>7.9928</td>
</tr>
<tr>
<td>6</td>
<td>9.3999</td>
</tr>
</tbody>
</table>

5 Statistics of $B$-trees via historic trees

Let us now study $B$-trees that are constructed by successive insertion of $n$ random numbers. Equivalently, we can think of them as being constructed from a random permutation of $1, 2, \ldots, n$. In order to apply the connection to historic trees, we need to take the number of permutations associated with a specific history into account.

Again, we focus on the special case $m = 1$. Proposition 3 tells us that the number of permutations corresponding to a specific historic tree $T$ is in this case $6^b(T)2^i(T)$, where $b(T)$ is the number of branchings and $i(T)$ the number of internal vertices that lie directly between
a branching and an external vertex. This remains true if we consider reduced historic trees. We associate this number as a weight \( w(T) = 6^{b(T)} 2^{i(T)} \) with every reduced historic tree \( T \) and consider the weighted exponential generating function (rather than the unweighted one that was analysed in the previous section). In the recursive decomposition of a reduced historic tree into its stem and two smaller trees \( T_1 \) and \( T_2 \), we have \( b(T) = b(T_1) + b(T_2) + 1 \) and \( i(T) = i(T_1) + i(T_2) \). This is even true if \( T_1 \) or \( T_2 \) (or both) only consist of a single external vertex. Thus we obtain

\[
w(T) = 6^{b(T_1)} 2^{i(T_1)} + 1 \cdot 6^{b(T_2)} 2^{i(T_2)} = 6w(T_1)w(T_2).
\]

On the level of the weighted exponential generating function \( W(x) \), (2) becomes

\[
W''(x) = 6W(x)^2, \quad W(0) = 1, W'(0) = 2.
\]

Unlike (2), however, there is now a very simple explicit solution, namely \( W(x) = \frac{1}{(1 - x)^2} \).

Recall that the number of external vertices in \( n \)-vertex reduced 3-historic trees is in bijection with the number of leaves in 2-3-trees built from \( n+1 \) keys. Thus, as a next step, we incorporate the number of external vertices \( e(T) \) as an additional statistic in our generating function in order to prove the following theorem:


\begin{theorem}
Let \( L_n \) be the number of leaves in a 2-3-tree built from \( n \) random keys. Then we have

\[
\mathbb{E}(L_n) = \frac{3}{4}(n + 1) \quad \text{and} \quad \mathbb{V}(L_n) = \frac{12}{637}(n + 1) \quad \text{for} \quad n > 11.
\]

Moreover, the central limit theorem

\[
\frac{L_n - \mathbb{E}(L_n)}{\sqrt{\mathbb{V}(L_n)}} \xrightarrow{d} N(0, 1)
\]

holds.
\end{theorem}

\begin{proof}
Let us consider the bivariate generating function in which the second variable \( u \) marks the number of external vertices \( e(T) \):

\[
W(x, u) = \sum_{T} \frac{1}{|T|!} x^{b(T)} u^{e(T)}.
\]

Since \( e(T) = e(T_1) + e(T_2) \), the differential equation (5) is actually unaffected by the additional variable; the only change concerns the initial values. We have (where derivatives are taken with respect to \( x \))

\[
W''(x, u) = 6W(x, u)^2, \quad W(0, u) = u, W'(0, u) = 2u,
\]

which no longer has an equally simple explicit solution. Using the method described in [5], it can, however, be expressed as the inverse function to

\[
X(w, u) = \int_{u}^{w} \frac{1}{\sqrt{4t^4 + 4u^2(1 - u)}} \, dt.
\]
It follows that $W(x,u)$ has a dominant singularity at $\rho(u) = \int_{u}^{\infty} \frac{1}{\sqrt{4x^2 + 4x^2(1-u)}} \, dt$: as $w \to \infty$, we have

$$X(w, u) = \rho(u) - \frac{1}{\sqrt{w}} + O(w^{-7/2}),$$

thus

$$W(x, u) \sim \frac{1}{(\rho(u) - x)^2}$$

at the singularity. An application of the quasi-power theorem [9, Theorem IX.8] yields a central limit theorem for the number of external vertices. Moreover, one can obtain explicit expressions for the moments. Differentiating (6) with respect to $u$ and plugging in $u = 1$, we obtain the following differential equation for $W_1(x) = \frac{\partial}{\partial u} W(x,u)\bigg|_{u=1}$:

$$W''_1(x) = 12W(x,1)W_1(x) - \frac{12}{(1-x)^2}W_1(x), \quad W_1(0) = 1, W'_1(0) = 2,$$

since we already know that $W(x,1) = W(x) = (1-x)^{-2}$. This linear differential equation has the two linearly independent solutions $(1-x)^{-3}$ and $(1-x)^{4}$, and one obtains

$$W_1(x) = \frac{6}{7(1-x)^3} + \frac{(1-x)^4}{7}.$$

Thus for $n > 4$, we have $[x^n]W_1(x) = \frac{6}{7} [x^n] (1-x)^{-3} = \frac{6}{7} \binom{n+1}{2}$. Consequently, the average number of external vertices is

$$\frac{[x^n]W_1(x)}{[x^n]W(x)} = \frac{6}{7(n+k)} \frac{\binom{n+2}{2}}{n+1} = \frac{3(n+2)}{7}.$$

In the same way, one can treat the second moment: to this end, we consider $W_2(x) = \left(\frac{\partial}{\partial u}\right)^2 W(x,u)\bigg|_{u=1}$. Differentiating (6) twice with respect to $u$ and plugging in $u = 1$ now gives us

$$W''_2(x) = 12W(x)W_2(x) + 12W_1(x)^2$$

$$= \frac{12}{(1-x)^2}W_2(x) + 12 \left( \frac{6}{7(1-x)^3} + \frac{(1-x)^4}{7} \right)^2, \quad W_2(0) = W'_2(0) = 0.$$

The solution to this differential equation is given by

$$W_2(x) = \frac{54}{49(1-x)^4} - \frac{108}{91(1-x)^3} - \frac{24}{91} (1-x)^3 + \frac{4}{7} (1-x)^4 + \frac{2}{637} (1-x)^{10}.$$

So for $n > 10$, $[x^n]W_2(x) = \frac{54}{49} \binom{n+3}{3} - \frac{108}{91} \binom{n+2}{2} = \frac{9(n+1)(n+2)(13n-3)}{167}. \quad \text{It follows that the variance of the number of external vertices is}$$

$$\frac{[x^n](W_1(x) + W_2(x))}{[x^n]W(x)} - \left(\frac{[x^n]W_1(x)}{[x^n]W(x)}\right)^2 = \frac{12(n+2)}{637}.$$

This completes the proof. ▶

The approach in our proof provides an alternative to the analysis via Pólya urns, see [1–3, 13] (in particular, the mean was first determined by Yao [13] by explicitly solving a recursion). Here, one can think of the leaves in a $B$-tree as balls in an urn of different types.
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depending on the number of keys they hold. Adding a new key then corresponds to picking a ball from the urn and replacing it by a new ball (of different type), or two new balls in the case of a node split.

The same calculations for the moments as in Theorem 11 can also be carried out for higher values of $m$, though the expressions become more complicated. For general $m \geq 1$, the differential equation becomes

$$W^{(m+1)}(x, u) = \frac{(2m + 1)!}{m!^2} W(x, u)^2,$$

with initial values

$$W^{(i)}(0, u) = (m + i)!u, \quad i = 0, 1, \ldots, m.$$

In particular, we have $W(x) = W(x, 1) = m!(1 - x)^{-m-1}$, and $W_1(x) = \frac{\partial}{\partial u} W(x, u) \big|_{u=1}$ satisfies the linear differential equation

$$W_1^{(m+1)}(x) = \frac{2(2m + 1)!}{m!} (1 - x)^{-m-1} W_1(x).$$

Up to a trivial change of variables (substituting for $1 - x$), this is a linear differential equation of Cauchy–Euler type that can be solved with standard tools. In fact, setting $e^{-t} = 1 - x$ turns it into a linear differential equation with constant coefficients. Functions of the form $f(x) = (1 - x)^{-b}$ with

$$b^{m+1} = b(b + 1) \cdots (b + m) = \frac{2(2m + 1)!}{m!} = \frac{(2m + 2)!}{(m + 2)!},$$

are particular solutions to this differential equation. Note that $b = m + 2$ is always a solution to (7). The general solution can be determined as linear combination of particular solutions, taking the initial values into account. The term of the form $c(1 - x)^{-m-2}$ in $W_1(x)$ dominates asymptotically.

To give one more concrete example, for $m = 2$ we have the differential equation

$$W''(x, u) = 30W(x, u)^2, \quad W(0, u) = 2u, W'(0, u) = 6u, W''(0, u) = 24u.$$

Thus $W(x, 1) = 2(1 - x)^{-3}$. The solutions to (7) are now $b = 4$ and $b = \frac{7 + \sqrt{71}}{2}$. Taking the initial values into account, we obtain

$$W_1(x) = \frac{60}{37(1 - x)^4} + \frac{7\sqrt{71} + 31i}{37\sqrt{71}} (1 - x)^{(7 + \sqrt{71})/2} + \frac{7\sqrt{71} - 31i}{37\sqrt{71}} (1 - x)^{(7 - \sqrt{71})/2}.$$

Thus the average number of external vertices in reduced 5-historic trees with $n$ vertices is $\frac{10(n+3)}{29} + O(n^{-13/2})$.

For general $m$, one finds from the differential equation that the function $\ell(t) = W_1(1 - e^{-t})$ has Laplace transform

$$L(s) = \frac{m!(m + 1)^{m+1} - s^{m+1}}{(s - m - 1)(m + 2)^{m+1} - s^{m+1}},$$

where $s^{h} = s(s + 1) \cdots (s + h - 1)$ is a rising factorial as in (7). The term $\frac{s_m}{s - m - 1}$ in the partial fraction decomposition corresponds to the dominant term

$$W_1(x) \sim \frac{s_m}{(1 - x)^{m+2}}.$$
Here we have, with \( H_k = 1 + \frac{1}{2} + \cdots + \frac{1}{k} \) denoting a harmonic number,

\[
\kappa_m = \frac{m!}{2(H_{2m+2} - H_{m+1})}.
\]

Consequently, the average number of external vertices in reduced \((2m+1)\)-historic trees with \( n \) vertices is asymptotically equal to

\[
\frac{1}{(m+1)(H_{2m+1} - H_{m+1})} \cdot n.
\]

Some explicit values of the constant \( \frac{\kappa_m}{(m+1)!} \) are given in Table 2.

<table>
<thead>
<tr>
<th>( m )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_m/(m+1)! )</td>
<td>3</td>
<td>10</td>
<td>37</td>
<td>105</td>
<td>252</td>
<td>627</td>
<td>1510</td>
<td>2310</td>
<td>18107</td>
<td>25740</td>
</tr>
</tbody>
</table>

6 Conclusion and perspective

The connection between \( B \)-tree histories and historic trees provides us with a novel way to analyse \( B \)-trees and their evolution. Possible future directions include studying further statistics of \( B \)-trees and historic trees and considering higher values of \( m \). In particular, a proof of Conjecture 10 would be desirable. It might even be interesting, at least from a purely mathematical perspective, to allow \( m \) to grow with \( n \).
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1 Introduction

Random matrix theory studies the spectrum of random matrices and has found many applications, including in physics [22], wireless communication [19] and numerical analysis [7]. A fundamental result of this field is that the limit distribution of the spectral measure of so-called Wigner matrices converges to the semicircle law [20, 21] and it is worth mentioning that a common proof of this theorem by the moment method relies on counting closed walks on trees (e.g. [10]). This universal law has been extended to several other classes, such as adjacency matrices of random regular graphs [13, 18] and Erdős-Rényi random graphs $G(n,p)$ when $pn \to \infty$. In particular, Bauer and Golinelli [1] pointed out the importance of the spectral measure of adjacency matrices of random graphs and explained how to compute the moments by counting walks on trees. Zakharevich [24] picked up on the approach and showed further that the spectral distribution of $G(n,c/n)$ converges to a limit distribution $\mu^c$ which has infinite support. However, for $p = c/n$, several technical conditions of classic theorems in probability theory are not met such that one could apply standard techniques and despite recent progress [3, 15, 4, 16, 6], $\mu^c$ remains an enigma. In [8], Enriquez and Ménard returned to combinatorial methods and computed several terms of the asymptotic expansion, as $c$ tends to infinity, of the moments of the normalized spectral measures

$$\mu_n^c = \frac{1}{n} \sum_{\lambda \in \text{Sp}(c^{-1/2}A(G(n,c/n)))} \delta_\lambda$$
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where \( A(G(n, c/n)) \) is the adjacency matrix of a random graph \( G(n, c/n) \). We go along the steps in the computation of moments of this measure for clarity and start with

\[
m_\ell(\mu_n^c) = \sum_G \mathbb{P}[G(n, \frac{c}{n}) = G] \cdot \frac{1}{n} \sum_{\lambda \in \text{Spec}(c^{-1/2}A(G))} \lambda^\ell.
\]

This formulation reduces to counting closed walks in \( G \), since the sum of the eigenvalues to the power \( \ell \) is just the trace of the matrix to the power \( \ell \), and a value \( (A^\ell)_{ii} \) on the diagonal of this matrix is the number of closed walks of length \( \ell \) starting at the vertex \( i \). That is,

\[
\sum_{\lambda \in \text{Spec}(c^{-1/2}A(G))} \lambda^\ell = \left( \frac{1}{c} \right)^{\ell/2} \text{tr}(A(G)^\ell) = \sum_{\text{closed walk } (v_1, v_2, \ldots, v_\ell) \in G} \left( \frac{1}{c} \right)^{\ell/2}.
\]

Thus, the moment equals

\[
m_\ell(\mu_n^c) = \frac{1}{n} \frac{1}{c^{\ell/2}} \sum_{(v_1, v_2, \ldots, v_\ell) \in [n]^\ell} \mathbb{E}[X_{v_1, v_2}X_{v_2, v_3} \cdots X_{v_\ell, v_1}],
\]

where \( X_{v_1, v_2} \) is the random variable taking the value 1 if the edge \( (v_1, v_2) \) is in the graph and 0 otherwise. Observe that if a closed walk \( (v_1, \ldots, v_\ell, v_1) \) contains \( e \) distinct edges, then \( \mathbb{E}[X_{v_1, v_2}X_{v_2, v_3} \cdots X_{v_\ell, v_1}] = (c/n)^e \). The number of closed walks on \([n]\) of length \( \ell \) with \( m \) vertices is bounded by \( n^mm^\ell \). Since the total number of vertices is bounded by the length, we have \( n^mm^\ell \leq n^m\ell^\ell \). The contribution to the moment of all such closed walks containing \( e \) distinct edges is bounded by

\[
\frac{1}{n} \frac{1}{c^{\ell/2}} n^m\ell^\ell \left( \frac{c}{n} \right)^e = c^{\ell/2} \ell^\ell n^{m-e-1}.
\]

We are considering a fixed moment \( \ell \), so this tends to 0 with \( n \) whenever \( m < e + 1 \), that is, whenever the graph (necessarily connected) induced by the closed walk is not a tree. In particular, when \( \ell \) is odd, the induced graph cannot be a tree, so the moment of order \( \ell \) tends to 0.

Let \( w_{m, 2\ell} \) denote the number of closed walks of length \( 2\ell \) spanning a tree with \( m \) vertices. We now consider the even moment of order \( 2\ell \) and split the sum according to the number \( m \) of distinct vertices in the closed walk

\[
m_{2\ell}(\mu_n^c) = \frac{1}{n} \frac{1}{c^\ell} \sum_{m=1}^{\ell+1} \binom{n}{m} \left( \frac{c}{n} \right)^{m-1} w_{m, 2\ell}.
\]

Let us define the limit distribution \( \mu^c = \lim_{n \to +\infty} \mu_n^c \). Then its odd moments are zero and its moment of order \( 2\ell \) is

\[
m_{2\ell}(\mu^c) = \lim_{n \to +\infty} \frac{1}{n} \frac{1}{c^\ell} \sum_{m=1}^{\ell+1} \binom{n}{m} \left( \frac{c}{n} \right)^{m-1} w_{m, 2\ell} = \sum_{m=1}^{\ell+1} \frac{1}{c^{\ell-m+1}} \frac{w_{m, 2\ell}}{m!}.
\]

By identifying the generating functions of \( (w_{m, 2\ell})_{\ell \geq 0} \), for \( m = \ell + 1 \) and \( m = \ell \), as the Stieltjes transform of a specific measure, Enríquez and Ménard were able to derive an approximation of the moments of the limit law and computational experiments showed that even the density of this measure approximated the shape of the histograms of eigenvalues of sampled matrices quite well. An extension of this approximation to the order \( c^{-2} \) took considerable effort on several sides, including the combinatorics of closed walks on trees.
The aim of this paper is to provide further insight into what we call tree walks, and consequently an efficient way to compute the numbers $w_{m,2\ell}$, for all $2\ell \geq 0$ and $0 \leq m \leq \ell + 1$, and their generating functions. But as we delve further into their connection with the spectral measure, we come across surprising and beautiful identities involving the generating function of the Catalan numbers.

Section 2 presents the formal definition of various tree walk families and our main results, which are Theorem 3 and Theorem 4. Theorem 3 expresses the generating function of tree walks as a rational function of the Catalan generating function. Theorem 4 gives several error terms for an asymptotic approximation of $\mu^c$ as $c$ tends to infinity. We also presents Conjecture 5, which states that this asymptotic approximation could be extended to an arbitrary order, turning it into a form of asymptotic expansion. This paper contains only the main steps of the proofs, a complete version being available on arxiv [12]. The main steps of the proof of Theorem 3 and Theorem 4 are given respectively in Sections 3 and 4. Numerical experiments are provided in Section 5.

## 2 Main results

Before we state our main results, let us clarify some definitions.

**Definition 1 (Tree walks).** A tree walk of size $m$ is a walk on the complete labeled graph of size $m$ that visits every node, starts and ends at the same node, and induces a tree. More formally, a tree walk $W = (v_1, v_2, \ldots, v_k)$ is a sequence of $v_i \in [m]$ such that

$$V := \bigcup_{j \in [\ell]} \{v_j\}, \quad E := \bigcup_{j \in [\ell-1]} \{(v_j, v_{j+1})\} \cup \{(v_\ell, v_1)\}$$

define a labelled tree $T(W)$ with vertex set $V = [m]$ and edge set $E$. Further, we define $v_1$ to be the root of the induced tree $T(W)$. Thus, we talk freely about the root and leaves of $W$, when referring to the root and leaves of $T(W)$. We further stick to the convention that if the root has degree 1 it is also a leaf of $T(W)$.

In the following, we study the number $w_{m,2\ell}$ of tree walks of length $2\ell$ that span a tree of size $m$ and the generating function

$$W(v, z) = \sum_{\ell, m \geq 0} w_{m,2\ell} \frac{c^m}{m!} z^\ell.$$ 

Since a walk of length $2\ell$ spans a tree with at most $\ell + 1$ vertices, we have $w_{m,2\ell} = 0$ if $\ell < m - 1$ and for $\ell \geq 1$, we define $w_{0,2\ell} = w_{1,2\ell} = 0$ and $w_{1,0} = 1$, $w_{0,0} = 0$.

The ordinary generating function of the moments of $\mu^c$ is therefore given by

$$M_{\mu^c}(z) = \sum_{\ell \geq 0} m_{2\ell}(\mu^c) z^{2\ell} = \sum_{\ell \geq 0} \sum_{m=0}^{\ell+1} w_{m,2\ell} \frac{c^m}{m!} c^{-\ell-1} z^{2\ell} = \frac{1}{c} W \left( c, \frac{z^2}{c} \right),$$

where $m_0(\mu^c) = 1$ as always. However, we could have restructured $M_{\mu^c}(z)$ like Enriquez and Ménard in [8] as well. We just sum over the negative exponent $\xi = \ell + 1 - m$ of $c$ such that

$$M_{\mu^c}(z) = \sum_{\ell \geq 0} m_{2\ell}(\mu^c) z^{2\ell} = \sum_{\ell \geq 0} \sum_{m \geq 0} w_{m,2\ell} \frac{c^m}{m!} c^{-\ell-1} z^{2\ell} = \sum_{\ell \geq 0} \sum_{\xi \geq 0} \frac{w_{\ell-\xi+1,2\ell}}{(\ell - \xi + 1)!} c^\xi z^{2\ell}. \tag{2}$$

This expansion in turn motivates the following definition.
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**Definition 2 (Excess of a tree walk).** If an edge is traversed $2k$ times in a tree walk, then the excess of the edge $e$ is defined as $\xi(e) = k - 1$. The excess of a tree walk $W$ is the sum over the excess of all edges in the induced tree $T(W) = (V, E)$. Hence, it is half its length minus the number of edges of the tree, $\xi(W) = \ell - |E|$. An edge with positive excess is called an excess edge and an edge without excess a simple edge. We denote the generating function of tree walks with excess $\xi$ by

$$W_\xi(z) = \sum_{\ell \geq 0} \frac{w_{\ell-\xi+1,2\ell}}{\ell - \xi + 1)!} z^\ell,$$

where $w_{m,2\ell}$ is the number of tree walks of length $2\ell$ that span a tree of size $m$.

Thus, the relation between the generating functions we have defined so far is

$$M_\mu(z) = \frac{1}{c} W \left( \frac{z^2}{c} \right) = \sum_{\ell \geq 0} \frac{1}{\ell!} W_\xi(z^2).$$

Bauer and Golinelli [1] introduced in the sequence $w_{m,2\ell}$ an additional parameter $d$ counting the number of times the walk leaves the root. This approach allowed them to compute the values $w_{m,2\ell}$ for $2\ell$ and $m$ up to 120 [17], and they conjectured a particular form for $w_{m,2\ell}$ that we prove in the next theorem. When we translate this decomposition in generating functions, an equation for $W(x, v, z)$ is obtained, where $x$ marks the parameter $d$. Unfortunately, this equation is not particularly amenable to classic analysis with complex analytic methods as it involves a Laplace transform. Our approach on the other hand is reminiscent of the decomposition of graphs with given excess by Wright [23]. Not only do we prove a well founded recursion in $z$ and $v$, but we provide more insight into the structure of tree walks and their generating function. Most importantly, we compute closed expressions for $w_{m,2\ell}, \ell \geq 0$ for fixed (small) $m$ and prove a conjecture from [1].

**Theorem 3.** Let $C(z) = \frac{1-\sqrt{1-4z}}{2z}$ denote the generating function of the Catalan numbers, and $W_\xi(z)$ denote the generating function of tree walks of excess $\xi$ from Definition 2. Then $W_0(z) = C(z)$ and for any $\xi \geq 1$, there are polynomials $(K_{\xi,s}(x))_{0 \leq s \leq 2\xi - 2}$ with non-negative coefficients of degree $2\xi + s$ such that

$$W_\xi(z) = C(z) \sum_{s=0}^{2\xi-2} K_{\xi,s} \left( zC(z)^2 \right) \frac{(1 - zC(z)^2)^s + 1}{s + 1}.$$

In particular, denoting by $\text{Cat}(n)$ the $n$-th Catalan number, we have

$$K_{\xi,2\xi-2}(x) = \text{Cat}(\xi - 1) x^{4\xi - 2} \quad \text{and} \quad K_{\xi,2\xi-3}(x) = (3\xi - 1) \text{Cat}(\xi - 1) x^{4\xi - 3}.$$

We establish a recursion for the polynomials $K_{\xi,s}(x)$ in Section 3. This enables the successive computation of three quantities. First, the generating function $W_\xi(z)$ for any $\xi$, then the series $M_\mu(z)$ up to an arbitrary degree in $c$, given sufficient computational power, and finally the moments $m_d$.

Our next theorem significantly extends Theorem 3 from [8]. It approximates $\mu_c$ for large $c$. There are many notions of convergence for measures. One we consider here is the convergence of all moments (restricting to the even ones since the odd ones vanish). Further, when looking at the limit of a sequence of random variables, it is common to rescale them by their mean and standard deviation. Here, the rescaling takes the form of a dilation operator $\Lambda_\alpha$, for $\alpha > 0$. This operator transforms a measure $\mu$ into the measure $\Lambda_\alpha(\mu)$ satisfying for every Borel set $A$

$$\Lambda_\alpha(\mu)(A) = \mu(A/\alpha).$$
Theorem 4. Let $m_\ell(\mu)$ denote the $\ell$-th moment of a measure $\mu$ and $\Lambda_\alpha$ the dilation operator defined above. Then as $c \to \infty$, it holds for all $\ell \geq 0$ that

$$m_{2\ell}(\mu^c) = m_{2\ell}\left(\Lambda_{f(1/c)}\left(\sigma + \sum_{i=1}^{5} \frac{1}{c^i} \sigma_i\right)\right) + \mathcal{O}\left(\frac{1}{c^{\ell}}\right)$$

where $f(1/c) = 1 + \frac{1}{2c} + \frac{3}{8c^2} + \frac{29}{16c^3} + \frac{1987}{128c^4} + \frac{47247}{256c^5}$, $\sigma$ is the semicircle law and all $\sigma_1, \sigma_2, \ldots, \sigma_5$ are signed measures explicitly given in Section 5, with total mass 0.

This approximation entails some curious identities concerning the generating functions $W_{\xi}(z)$ and prompts us to state the following conjecture which we discuss in more detail in Section 4.

Conjecture 5. Let $M_{\mu^c}(z)$ be the ordinary moment generating function of $\mu^c$ as defined in (1). Then there exists a unique power series $P(x)$ with non-negative integer coefficients such that all $V_i(z)$ which are given by

$$V_i(z) := [c^{-i}] M_{\mu^c}\left(\sqrt{\frac{z}{P(1/c)}}\right), \quad i \geq 0$$

are the product of $C(z)$ and a polynomial in $zC(z)^2$.

Let us denote by $f_k(x)$ the truncation of order $k$ of $\sqrt{P(x)}$. If the previous conjecture holds, there exist signed measures $\sigma_1, \ldots, \sigma_k$ explicitly computable from $V_1(z), \ldots, V_k(z)$ such that for any $\ell$, the moment of order $2\ell$ of $\mu^c$ is

$$m_{2\ell}(\mu^c) = m_{2\ell}\left(\Lambda_{f_k(1/c)}\left(\sigma + \sum_{i=1}^{k} c^{-i} \sigma_i\right)\right) + \mathcal{O}(c^{-k-1}).$$

Thus, Conjecture 5 provides a form of asymptotic expansion for $\mu^c$ as $c$ tends to infinity.

3 Decomposition of tree walks

Our proof of Theorem 3 involves reducing a tree walk with excess $\xi$ by most of its simple edges to its kernel walk and subsequently reversing the contraction by blowing it up to an arbitrary tree walk with excess $\xi$. The following subsection is focused on this decomposition process and the subsequent subsection on the proof of Theorem 3 and a recursion enumerating kernel walks.

3.1 Kernel walks

Recall that an edge of a tree walk $W$ is simple if it is traversed exactly twice, and is an excess edge otherwise.

Definition 6 (Kernel walks). Given a tree walk $W$, we define the kernel of the tree walk or simply the kernel walk $W_K$ as the tree walk we obtain by the following procedure.

1. Set $W' = W$ and let $T(W')$ be its induced tree.
2. While there exists a simple edge $e$ incident to a leaf in $T(W')$ which is not the root, delete both occurrences of $e$ in $W'$.
3. While the root $u$ of the tree is a leaf and incident to a simple edge $\{u, v\}$, delete this edge in $W'$ and choose $v$ as the root of $T(W')$. 
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4. While there exists a vertex \( v \) in \( T(W') \) that is not the root and only incident to two simple edges \( e_i = e_{i+1} = \{u, v\} \) and \( e_{j} = e_{j+1} = \{v, w\} \), replace both consecutive pairs \( e_i, e_{i+1} \) and \( e_{j}, e_{j+1} \) with \( \{u, w\} \) in \( W' \).

5. Set \( W_K = W' \).

Naturally, a tree walk \( W \) with kernel \( W_K = W \) is itself called a kernel walk. Further, we define \( k_{\xi, s, 2\ell} \) to be the number of kernel walks of length \( 2\ell \) with excess \( \xi \), where the induced tree has \( s \) simple edges and we define the corresponding generating function

\[
K_{\xi}(u, v, z) = \sum_{s, \ell \geq 0} k_{\xi, s, 2\ell} u^s v^{\ell - \xi + 1} (\ell - \xi + 1)! z^\ell,
\]

where \( u \) counts the number of simple edges, \( v \) the number of vertices in the induced tree and \( z \) the half-length of the walk.

This procedure is illustrated below. Note that the variable \( v \) in the generating function of kernel walks is superfluous since its exponent is fully determined by the length and the excess of the walk. However, we choose to keep it to explain the factorial in the denominator. If we consider the generating function \( K(u, v, z) = \sum_{\xi \geq 0} K_{\xi}(u, v, z) \), we can reconstruct the individual generating functions by

\[
K_{\xi}(u, v, z) = [y^{\xi-1}] K \left( u, \frac{v}{y}, yz \right).
\]

**Example.** Reducing a tree walk \( W \) and its induced tree \( T(W) \) to its kernel.

![Step 1: Set \( T(W') \). Excess edges and the root in \( T(W') \) are marked red.](image1)

![Step 2: Identify all leaves which are not incident to an excess edge.](image2)

![Step 2: Remove blue vertices and update \( T(W') \) by relabeling the vertices.](image3)

![Repeat Step 2.](image4)

![Step 3: The root is a leaf.](image5)

![Step 3: Choose new root and relabel vertices.](image6)

![Step 4: Find adjacent simple edges.](image7)

![Step 4: Update \( T(W') \) by deleting vertex 4 and relabeling the vertices.](image8)

Tree walks of a given excess \( \xi \) can be arbitrarily large. However, our next result establishes that there are only finitely many kernel walks of excess \( \xi \). This is reminiscent of the result of Wright [23] on the enumeration of connected graphs.
Lemma 7. Let $W_K$ be a kernel walk with excess $\xi$. Then its induced tree $T(W_K) = (V, E)$ satisfies $|V| \leq 3\xi - 1$ and the number of its simple edges is at most $2\xi - 2$. These bounds are tight. Thus, $K_\xi(u, v, z)$ is a polynomial of degree $2\xi - 2$ in $u$, $3\xi - 1$ in $v$ and $4\xi - 2$ in $z$.

Proof. Consider a kernel walk $W_K$ of excess $\xi$, with $m$ vertices, $\ell_1$ leaves, $\ell_2$ vertices of degree 2 that are not the root, and outdegree sequence $(d_1, \ldots, d_m)$. Each leaf is incident to an excess edge, so $\ell_1 \leq \xi$. Each vertex of degree 2 is incident to an excess edge, so $\ell_2 \leq 2\xi - \ell_1$.

The sum of the outdegrees is $m - 1$, so

$$m - 1 = \sum_j d_j \geq 2(m - \ell_1 - \ell_2) + \ell_2$$

which implies $m \leq 3\xi - 1$. The number of simple edges is bounded by $m - 1 - \xi \leq 2\xi - 2$.

The kernel walk has at most $2\xi - 2$ half-steps along the simple edges, and $2\xi$ half-steps along the excess edges, so the half-length is bounded by $4\xi - 2$. Any binary tree on $2\xi - 1$ vertices, with additional edges of excess 1 attached to each leaf, reaches those bounds.

Although expressing $K_\xi(u, v, z)$ directly is challenging, some subfamilies of kernel walks have a simple expression. A kernel walk of excess $\xi$ is said to be optimal if it contains $2\xi - 2$ simple edges, and near-optimal if it contains $2\xi - 3$ simple edges.

Lemma 8. Let $\text{Cat}(n)$ denote the $n$-th Catalan number. There are $(3\xi - 1)! \cdot \text{Cat}(\xi - 1)$ optimal kernels of excess $\xi$ for $\xi \geq 1$, and $(3\xi - 1)! \cdot \text{Cat}(\xi - 1)$ near-optimal kernels of excess $\xi$ for $\xi \geq 2$. Let $K_{\xi,s}(z)$ denote the generating function of kernel walks with excess $\xi$ and $s$ simple edges in the induced tree, where $z$ marks the half-length of the walk. This implies

(a) $K_{\xi, 2\xi - 2}(z) = \text{Cat}(\xi - 1)z^{4\xi - 2}$, for $\xi \geq 1$

(b) $K_{\xi, 2\xi - 3}(z) = (3\xi - 1)! \cdot \text{Cat}(\xi - 1)z^{4\xi - 3}$, for $\xi \geq 2$.

Given a kernel walk $W_K$ with excess $\xi$, we reconstruct a tree walk $W$ by substituting every simple edge by a sequence of back and forth steps, adding a sequence of steps at the root of $T(W_K)$, moving the root to the leaf of this attached path and adding a tree walk without excess at the beginning and after each step in this extension of $W_K$.

Lemma 9. Let $W_\xi(z)$ be the generating function of the number of tree walks with excess $\xi \geq 1$ and $K_\xi(u, v, z)$ the generating function of kernel walks with excess $\xi$ and where $u$ marks the number of simple edges, $v$ the number of vertices and $z$ the half-length of the walk. Then

$$W_\xi(z) = \frac{C(z)}{1 - zC(z)^2} K_\xi \left( \frac{1}{1 - zC(z)^2}, 1, zC(z)^2 \right).$$

The proof of Theorem 3 is now straightforward.

3.2 A recursion for the generating function of tree walks of excess $\xi$

Theorem 3 raises the question of the computation of the generating function $K_{\xi,s}(z)$ of kernel walks of excess $\xi$ with $s$ simple edges, where $z$ marks the half-length. There exists a recurrence, but we prefer to decompose the tree walks further and enumerate simpler objects. This path also alleviates the work of the computer algebra system when computing $K_{\xi,s}(z)$.

Definition 10. A superreduced walk is a tree walk where no edge is simple. Denoting by $s_{m, 2\ell}$ the number of such walks of length $2\ell$ on $m$ vertices, their generating function is

$$S(v, z) = \sum_{\ell \geq 0} \sum_{m \geq 0} s_{m, 2\ell} \frac{v^m}{m!} z^\ell.$$
The following lemma reduces the enumeration of kernels to the enumeration of super-reduced walks. The main idea is to consider the induced tree of a kernel walk and isolate the component which contains the root after deleting all simple edges (see Figure 2). The restriction of the kernel walk to this component is a superreduced walk and the restriction of the kernel walk to all of the other components are kernel walks again.

**Lemma 11.** Let $S(v, z)$ be the generating function of superreduced walks, that is, kernel walks without simple edges, where $v$ counts the number of vertices in the induced tree and $z$ the half-length of the walk. Then for the generating function of kernel walks $K(u, v, z) = \sum_{\xi \geq 0} K_\xi(u, v, z)$ it holds that

$$K(u, v, z) = \frac{1}{(1 - uz(K(u, v, z) - v))} S(v, \frac{z}{(1 - uz(K(u, v, z) - v))^2}) - wz(K(u, v, z) - v).$$

Once given the generating function $S(v, z)$ of superreduced walks, we compute $K(u, v, z)$ by Lagrange inversion (see e.g. [11]). Our next lemma provides an equation characterizing $S(v, z)$. The proof relies on the idea from [1] to mark the number of times the walk leaves the root (see Figure 3). Applying the symbolic method [2, 9] to translate it into generating functions results in a series $S(x, v, z)$ for superreduced walks, where a new auxiliary variable $x$ marks how often the walk leaves the root.

**Lemma 12.** Let $s_{j,m,2\ell}$ denote the number of superreduced walks on $m$ vertices, length $2\ell$ and leaving the root $j$ times. Let

$$S(x, v, z) = \sum_{j,m,\ell \geq 0} s_{j,m,2\ell} \frac{x^j v^m}{j! m!} z^\ell$$

denote the generating function of superreduced kernel walks, where $z$ marks the half-length of the walk, $v$ the number of vertices in the induced tree and $x$ how often the walk leaves the root. Then

$$S(x, v, z) = v \exp \left( L_{t=1} \left( D(t, xz) S(t, v, z) \right) \right)$$

where $D(t, x) = \sum_{k \geq 1} \frac{x^{k+1}}{(k+1)!} t^k$ and $L_{t=1}(A(t)) = \sum_{k \geq 0} k! [t^k] A(t)$.

By implementing this well founded recursion in $v$ and $z$ it is easy to compute $S(v, z)$ up to order $\xi + 1$ in $v$ and $2\xi$ in $z$, then we compute $[u^s] K(u, v, z)$ for $s \in [1, \xi]$ by Lagrange
inversion from Lemma 11, and finally $W_\xi(z)$. For example for $\xi = 1, 2, 3$, we obtain the generating functions

$$W_1(z) = z^2 C(z)^5 \quad , \quad W_2(z) = C(z) \frac{z^3 C(z)^6 + 4 z^4 C(z)^8 - 6 z^5 C(z)^{10} + 2 z^6 C(z)^{12}}{(1 - z C(z)^2)^3}$$

$$W_3(z) = z^4 C(z)^{10} \frac{1 + 16 z^2 C(z)^2 + 11 z^4 C(z)^{12} + 95 z^4 C(z)^{12} - 54 z^5 C(z)^{10} - 62 z^5 C(z)^{12} - 5 z^6 C(z)^4}{(1 - z C(z)^2)^3}$$

recovering and extending the results of [1] and of [8] (except for $W_2(z)$ where our calculation differs from [8] and agree with [1]).

4 A refined normalisation of the spectral measure and some curious identities

In this section, we return to our initial motivation to describe the moments of the spectral measure $\mu^c$ by the identity

$$M_{\mu^c}(z) = \frac{1}{c} W \left(c, \frac{z^2}{c}\right) = \sum_{\xi \geq 0} \frac{1}{c^\xi} W_\xi \left(\frac{z^2}{c}\right).$$

As Zacharevich [24] pointed out, $\mu^c$ is fully determined by its moments and if $\mu^c$ were a continuous measure, we could compute its density by the inversion formula of Stieltjes-Perron. This is not the case ($\mu^c$ has a dense set of atoms [5, 4]), but nonetheless a better understanding of the Stieltjes transform of $\mu^c$ would entail a better understanding of the measure itself.

In combinatorial terms, the Stieltjes transform $S_\mu(z)$ of a measure $\mu$ with finite moments is simply the ordinary generating function of moments evaluated at $z^{-1}$ multiplied by $z^{-1}$. That is,

$$S_\mu(z) = \sum_{\ell \geq 0} m_\ell(\mu) z^{-(\ell+1)}.$$

In turn, under some conditions, the Stieltjes-Perron formula expresses the density $\rho$ of the measure $\mu$ by

$$\rho(z) = \lim_{\varepsilon \to 0} -\frac{1}{\pi} \text{Im} \left(S_\mu(z + i\varepsilon)\right). \quad (3)$$

For example, the Stieltjes transform of the limit law $\mu$ of the normalized spectral measure of $G(n, p)$ with $p$ constant, and its density, are respectively

$$S_\mu(z) = \frac{1}{z} C \left(\frac{1}{z^2}\right), \quad \lim_{\varepsilon \to 0} -\frac{1}{\pi} \text{Im} \left(S_\mu(z + i\varepsilon)\right) = \frac{\sqrt{4 - z^2}}{2\pi} I_{(-2, 2)}(z).$$
The distribution given by this density is called after its shape, the \textit{semicircle distribution}. The Stieltjes transform of \( \mu^c \) equals
\[
S_{\mu^c}(z) = \frac{1}{z} M_{\mu^c} \left( \frac{1}{z} \right) = \sum_{\xi \geq 0} \frac{1}{z^{\xi+1}} W_{\xi} \left( \frac{1}{z^2} \right).
\]

Given the structure of \( W_{\xi}(z) \) from Theorem 3, \( S_{\mu^c}(z) \) is a sum of rational functions in \( S_{\mu}(z) \)
\[
S_{\mu^c}(z) = S_{\mu}(z) + \frac{1}{c} \cdot \frac{S_{\mu}(z)^5}{1 - S_{\mu}(z)^2} + \frac{1}{c^2} \cdot \frac{S_{\mu}(z)^7 + 4S_{\mu}(z)^9 - 6S_{\mu}(z)^{11} + 2S_{\mu}(z)^{13}}{(1 - S_{\mu}(z)^2)^4} + \ldots
\]

Now one could hope that the inversion formula applied to each of the \( z^{-1}W_{\xi}(z^{-1}) \) would yield a density of a measure and the density of \( \mu_c \) would turn out to be a weighted sum of them. This hope is certainly too far fetched, as \( \mu^c \) has a dense set of atoms. But Enriquez and Ménard [8] found a way to still make use of this expansion by using a dilation operator in their Theorem 3. The main idea is to scale the spectral measure and evaluate \( M_{\mu^c}(z) \) at \( z/(1 + \frac{1}{c}) \) instead. This scaling entails a perturbation on the level of coefficients of \( 1/c \). In particular, \( \sum_{\ell \geq 0} m_{2\ell} \left( \frac{z}{1 + \frac{1}{c}} \right)^{2\ell} \) is equal to
\[
\sum_{\ell \geq 0} \left( w_{0,2\ell}z^{2\ell} + \frac{1}{c}(w_{1,2\ell} - \ell w_{0,2\ell})z^{2\ell} + \frac{1}{c^2} \left( w_{2,2\ell} - \ell w_{1,2\ell} + \left( \frac{\ell}{2} + \frac{3}{4} \right) w_{0,2\ell} \right) z^{2\ell} + \ldots \right).
\]

Now the generating functions at \( c^{-1} \) and \( c^{-2} \) are polynomials in \( z^2 C(z)^2 \) multiplied by \( C(z^2) \), and the corresponding densities can be computed with the inversion formula. We expand their calculation to order 5 instead of 2.

Instead of using the dilation operator, we can rescale the adjacency matrix \( A(G(n,c/n)) \) of \( G(n,c/n) \) by \( \frac{1}{\sqrt{c p(1/c)}} \) instead of \( \frac{1}{\sqrt{c}} \). We define
\[
\mu_n^p = \frac{1}{n} \sum_{\lambda \in \text{Sp}(c p(1/c))^{1/2} \text{A}(G(n,c/n))} \delta_{\lambda},
\]
where \( p(x) \) is a polynomial in \( x \) with constant term 1 which is yet to be determined, and \( \mu^p \) for the limit as \( n \) tends to infinity. This implies
\[
\mu_n^p \rightarrow A_{p(1/c)^{-1/2}}(\mu_n^p) \quad \text{and} \quad M_{\mu^p}(z) = M_{\mu^c} \left( \frac{z}{\sqrt{c p(1/c)}} \right).
\]

The original scaling factor \( 1/\sqrt{c} \) derives from the classical scaling of Wigner matrices, where one scales the matrix by \( 1/\sqrt{n} \sqrt{X} \), where \( X \) is distributed as the individual matrix entries. In the case of adjacency matrices of \( G(n,c/n) \) the variance of Bernoulli variables determining the entries of the matrix is of course \( c/n(1-c/n) \) such that we obtain the scaling factor \( 1/\sqrt{c} \) in the limit. We do not have a similar interpretation for our proposed alternative scaling.

\begin{proposition}
Let \( p_0(x) = 1 + x + x^2 + 4x^3 + 33x^4 + 386x^5 \) and \( M_{\mu^c}(z) \) be the ordinary moment generating function of \( \mu^c \) as defined in (1). Then for \( V_i(z) = \left[ c^{-i} \right] M_{\mu^c}(\sqrt{z}) \) we have
\[
V_i(z) = C(z) Q_i \left( z C(z)^2 \right), \quad i = 0, 1, 2, \ldots, 5,
\]
\end{proposition}
where

\[ Q_0(x) = 1, \quad Q_1(x) = -x, \quad Q_2(x) = -2x^3, \]
\[ Q_3(x) = -(11x^5 + x^4 - 2x^3 + 2x^2 + 3x), \]
\[ Q_4(x) = -(90x^7 + 27x^6 - 19x^5 + 17x^4 + 23x^3 + 20x^2 + 26x), \]
\[ Q_5(x) = -(931x^9 + 529x^8 - 163x^7 + 166x^6 + 301x^5 + 239x^4 + 249x^3 + 266x^2 + 324x). \]

The proof consists in computing the coefficients of \( p_5(x) \) one by one, starting with \( [x^0]p(x) = 1 \). Then, for any \( k \), let us assume the first \( k-1 \) coefficients have been computed and set \( [x^k]p(x) \) as a variable. We observe in our computations that for the first few values of \( k \),

\[ [c^{-k}] M_{\mu^e} \left( \frac{z}{\sum_{j=0}^{k} [x^j]p(x)c^{-j}} \right) \]

is a fraction with denominator a power of \( 1 - zC(z)^2 \), and the coefficient \( [x^k]p(x) \) can be chosen so that this fraction reduces to a polynomial.

**Proof of Theorem 4.** The generating function of the moments of \( \Lambda_{f(1/e)}(\mu^e) \) is given by \( M_{\mu^e} \left( \frac{z}{f(1/e)} \right) \). Note that

\[ f(x)^2 = 1 + x + x^2 + 4x^3 + 33x^4 + 386x^5 + O(x^6) \]

such that we can expand

\[ M_{\mu^e} \left( \frac{z}{f(1/e)} \right) = M_{\mu^e}(z) = \sum_{i=0}^{5} \frac{1}{i!} V_i(z^2) + \sum_{i \geq 6} \frac{1}{i!} [c^{-i}] M_{\mu^e}(z) \]

where the \( V_i(z) \) are given by Proposition 13. Applying the inversion formula to these functions yield densities of signed measures with null mass. ▷

To illustrate why the existence of \( p_5(x) \) is surprising, we observe that if

\[ \hat{W}_2(z) := W_2(z) + \frac{z^3C(z)^7}{(1 - zC(z)^2)^3} \]

is given instead of \( W_2(z) \), then there is no choice for \( [x^2]p(x) \) allowing this magical simplification between numerator and denominator and the reduction to a polynomial.

This example highlights the difficulty of proving the existence of \( P(x) \) in Conjecture 5. A combinatorial approach seems reasonable, but we are not aware of any combinatorial meaning of the generating functions \( V_i(z) \), nor do we have a combinatorial interpretation of the differential equations which are satisfied by the generating functions \( W_i(z) \), except for the equation of \( V_1(z) \). Nevertheless the next theorem sheds partial light on why the scaling by \( p_5(x) \) results in Proposition 13. It shows that keeping the same first two coefficients as in \( p_5(x) \) but changing the others gives fractions, in the expansion in \( c^{-1} \), with denominators that are powers of \( 1 - zC(z)^2 \) that are two less than expected.

▷ **Theorem 14.** Let \( p(x) = \sum_{i \geq 0} x^i \). Then \( \hat{V}_i(z) := [c^{-i}] M_{\mu^e}(\sqrt{z}) \) is a polynomial in \( zC(z)^2 \) multiplied by \( C(z) \) for \( i = 0, 1, 2 \) and for \( i \geq 3 \) there exist polynomials \( \hat{Q}_i(z) \) such that

\[ \hat{V}_i(z) = C(z) \frac{\hat{Q}_i(zC(z)^2)}{(1 - zC(z)^2)^{2i-3}}. \]
5 Computational experiments

As curious as Conjecture 5 is from a purely mathematical perspective, the alternative scaling of the matrices of the spectral measure seems to have advantages in the approximation of the limit measure \( \widetilde{\mu}^c \). There are certain important details to take into account though.

Since the \( V_i(z) \) in Corollary 13 are polynomials in \( zC(z)^2 \) multiplied by \( C(z) \), the evaluation \( \frac{1}{z}V_i \left( \frac{1}{z} \right) \) is a polynomial in the Stieltjes transform of the semicircle law. The inversion formula (3) therefore always yields densities of signed measures with zero mass for these Stieltjes transforms. In particular, we obtain a sequence of densities \( f_i(z) \) from the Stieltjes transforms \( \frac{1}{z}V_i \left( \frac{1}{z} \right) \) for \( 1 \leq i \leq 5 \) which are given by

\[
\begin{align*}
    f_0(z) &= \frac{1}{2\pi} \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z), \\
    f_1(z) &= \frac{1}{2\pi} (1 - z^2) \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z), \\
    f_2(z) &= \frac{1}{2\pi} (1 - 6z^2 + 5z^4 - z^6) \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z), \\
    f_3(z) &= \frac{1}{2\pi} \left[ 9 - 140z^2 + 358z^4 - 299z^6 + 98z^8 - 11z^{10} \right] \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z), \\
    f_4(z) &= \frac{1}{2\pi} \left[ 56 + 1602z^2 - 8625z^4 + 16004z^6 - 13447z^8 + 5624z^{10} - 1143z^{12} + 90z^{14} \right] \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z), \\
    f_5(z) &= \frac{1}{2\pi} \left[ 442 - 17940z^2 + 171911z^4 - 574676z^6 + 904447z^8 - 768354z^{10} + 373181z^{12} - 103622z^{14} + 152984z^{16} - 931z^{18} \right] \sqrt{4 - z^2} \mathbf{1}_{(-2,2)}(z).
\end{align*}
\]

Now, it is easy to see that the coefficients of the polynomial factors of the \( f_i(z) \) grow rapidly and that these functions oscillate quite heavily. Hence, there exists a largest integer \( t(c) \) depending on \( c \) such that

\[
\sum_{\xi=0}^{t(c)} \frac{1}{c^{\xi}} f_\xi(z)
\]

takes non-negative values on the interval \((-2,2)\) and is therefore the density of a probability measure. Experiments for \( c = 5, 10, 20 \) show that this \( t(c) \) seems to be the right scaling for \( \widetilde{\mu}^c \) such that most of the eigenvalues are exactly in the interval \((-2,2)\). This is reminiscent of divergent asymptotic expansions (see e.g. the introduction of [14]). For example, consider Stirling’s asymptotic expansion \( n! \approx n^ne^{-n}\sqrt{2\pi n}(s_0 + s_1n^{-1} + s_2n^{-2} + \cdots) \) where \( (s_0, s_1, s_2, \ldots) = (1, \frac{1}{12}, \frac{1}{288}, \ldots) \). For any \( n \), there exists \( t(n) \) such that the accuracy of the approximation of order \( k \) improves for \( k \) from 0 to \( t(n) \), then decreases with \( k \).

Further, the densities seem to approximate the histograms of eigenvalues of sampled matrices quite well. In Table 1, we can see histograms of random matrices with \( p = 5/n \). In each row, we sampled \( N \) matrices of size \( n \times n \) such that we always obtained 100000 eigenvalues. They were scaled by \( \sqrt{c(1 + 1/c)} \) such that we would expect a reasonable approximation by the density \( f_0(z) + 1/cf_1(z) + 1/c^2f_2(z) \). Indeed, in the columns we see the histograms of the eigenvalues in green and the densities given by the approximations of \( f_0(z) \), \( f_0(z) + c^{-1}f_1(z) \) and \( f_0(z) + c^{-1}f_1(z) + c^{-2}f_2(z) \). As \( n \) grows, the curve of the latter fits the histogram best. Another example is illustrated in Table 2. In this case, \( c = 10 \) and \( t(c) = 3 \) such that we consider the densities \( f_0(z) + c^{-1}f_1(z) \), \( f_0(z) + c^{-1}f_1(z) + c^{-2}f_2(z) \) and \( f_0(z) + c^{-1}f_1(z) + c^{-2}f_2(z) + c^{-3}f_3(z) \).
Table 1: Histograms (100 bins) of eigenvalues of $N$ random adjacency matrices of $G(n, 5/n)$ compared to the densities $f_0(z), f_1(z)$ and $f_2(z)$.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>$f_0(z)$</th>
<th>$f_0(z) + \frac{1}{5} f_1(z)$</th>
<th>$f_0(z) + \frac{1}{25} f_1(z) + \frac{1}{125} f_2(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n=40$</td>
<td><img src="image1.png" alt="Histogram" /></td>
<td><img src="image2.png" alt="Histogram" /></td>
<td><img src="image3.png" alt="Histogram" /></td>
</tr>
<tr>
<td>$N=2500$</td>
<td><img src="image4.png" alt="Histogram" /></td>
<td><img src="image5.png" alt="Histogram" /></td>
<td><img src="image6.png" alt="Histogram" /></td>
</tr>
<tr>
<td>$n=200$</td>
<td><img src="image7.png" alt="Histogram" /></td>
<td><img src="image8.png" alt="Histogram" /></td>
<td><img src="image9.png" alt="Histogram" /></td>
</tr>
<tr>
<td>$N=500$</td>
<td><img src="image10.png" alt="Histogram" /></td>
<td><img src="image11.png" alt="Histogram" /></td>
<td><img src="image12.png" alt="Histogram" /></td>
</tr>
<tr>
<td>$n=1000$</td>
<td><img src="image13.png" alt="Histogram" /></td>
<td><img src="image14.png" alt="Histogram" /></td>
<td><img src="image15.png" alt="Histogram" /></td>
</tr>
<tr>
<td>$N=100$</td>
<td><img src="image16.png" alt="Histogram" /></td>
<td><img src="image17.png" alt="Histogram" /></td>
<td><img src="image18.png" alt="Histogram" /></td>
</tr>
</tbody>
</table>

References

Table 2

Histograms (200 bins) of eigenvalues of $N$ random adjacency matrices of $G(n, 10/n)$ compared to the densities $\tilde{f}_1(z), \tilde{f}_2(z)$ and $\tilde{f}_3(z)$.

<table>
<thead>
<tr>
<th>Sample size</th>
<th>$\tilde{f}_1(z) = f_0(z) + \frac{1}{10} f_1(z)$</th>
<th>$\tilde{f}_2(z) = \tilde{f}_1(z) + \frac{1}{100} f_2(z)$</th>
<th>$\tilde{f}_3(z) = \tilde{f}_2(z) + \frac{1}{1000} f_3(z)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=125, N=800</td>
<td><img src="image1.png" alt="Histogram 1" /></td>
<td><img src="image2.png" alt="Histogram 2" /></td>
<td><img src="image3.png" alt="Histogram 3" /></td>
</tr>
<tr>
<td>n=500, N=200</td>
<td><img src="image4.png" alt="Histogram 4" /></td>
<td><img src="image5.png" alt="Histogram 5" /></td>
<td><img src="image6.png" alt="Histogram 6" /></td>
</tr>
<tr>
<td>n=2000, N=50</td>
<td><img src="image7.png" alt="Histogram 7" /></td>
<td><img src="image8.png" alt="Histogram 8" /></td>
<td><img src="image9.png" alt="Histogram 9" /></td>
</tr>
</tbody>
</table>
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1 Lattice walks

Lattice walks have a rich history both as a model of phenomena throughout math and science, and as a driving force for the development of new analytic techniques to extract asymptotics from general combinatorial problems. For example, lattice walks have modeled melting phenomena in statistical mechanics [13], diffusion and Brownian motion [1], queueing systems [10], and Young diagrams [17, 22]. Additionally, lattice walks have pushed forward the techniques of analytic combinatorics in several variables (ACSV), as the categorization of increasingly many families of lattice walks has continually stretched the limits of generating functions one can analyze [6, 7, 28].

This work continues the tradition, studying the asymptotics of reflectable weighted lattice walks within a Weyl chamber. While this family of walks has direct connections to the Littelmann path model and representation theory [26], the analysis here also reveals a type of singularity within a generating function previously unseen in applications. Our main results include leading term asymptotics for weighted walks in the Tandem and Double Tandem models for almost all choices of central weightings, as defined in Section 1.2. Additionally, Conjecture 8 predicts asymptotics generally for generating functions in the new singularity regime we identified, based on merging the results on several related types of singularities.

A lattice model in $d$ dimensions is defined by a finite stepset $S \subseteq \mathbb{Z}^d$. A lattice walk of length $n$, or lattice path of length $n$, is a sequence $w = (w_1, w_2, \ldots, w_n)$ of steps $w_j \in S$. After $m$ steps, the walk is at the point given by $\sum_{i=1}^{m} w_i$. We consider counting the number
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of walks restricted to the Weyl chamber $A_2$, defined in Section 1.3 below. As in Figure 1, we will find that the walks we study could also be viewed as walks in the positive quarter plane, although the Weyl chamber interpretation allows us to use the generalized reflection principle [14] to derive a generating function encoding the walks.

1.1 Walks in restricted regions

Dyck paths form a prototypical one-dimensional lattice path enumeration problem with a domain restriction: Dyck paths of length $2n$ start and end at 0, take $2n$ steps from $\{1, -1\}$, and always remain at or above the point 0. One way to show Dyck paths are enumerated by the Catalan numbers is to use the reflection principle, where paths that do cross below 0 are mapped bijectively to paths that are easier to count.

Natural extensions include counting walks in higher dimensions, with different stepsets, or in other restricted regions. For one-dimensional walks, [2] provides a generating function and asymptotic formula for restricted walks with general weighted stepsets, which assign a positive weight to each step. Moving up one dimension, walks in the half plane $\mathbb{Z} \times \mathbb{N}$ can sometimes be reduced to pairs of one-dimensional weighted walks by treating the horizontal and vertical coordinates as independent walks.

When walks are otherwise restricted in multiple dimensions, the analysis is substantially more involved. For walks in the quarter plane, [10, 6] provided a systematic approach for deriving a generating function for broad classes of stepsets, instead of developing ad-hoc methods for individual stepsets. Symmetry plays a major role in computing generating functions, which we explore in Section 1.3. Many additional works have contributed to the study of walks in the positive quadrant, including [25, 4, 24, 32].

In [27], asymptotics are found for walks in the positive $d$-dimensional orthant with highly symmetric nontrivial stepsets using the kernel method. The authors of [27] express the generating function as the diagonal of a multivariate rational function. They give asymptotics for such unweighted walks as a function of the stepset and number of dimensions. By adding one degree of freedom, work in [28] generalized these results and determined asymptotics for stepset models which are symmetric over all but one axis.

Considering other domain restrictions, [8] gives asymptotic behavior of a multidimensional random walk in a general cone, including in Weyl chambers. In this work, Denisov and Wachtel provide a formula for counting the number of walks of length $n$ between two specified points in $d$-dimensional space. They show that such walks have asymptotics of the form $K \cdot \rho^n \cdot n^{-\ell-d/2}$. The value of $\ell$ is given as a function of the smallest eigenvalue of the Laplace-Beltrami operator, which can add a barrier to directly applying their theorem. Furthermore, their approach can not give an explicit expression for the constant factor in the asymptotics. The work of [9] extends these results to additional cases, where a parameter of the weighted walks called the drift no longer needs to be zero.

Bostan, Raschel, and Salvy make explicit the results of Denisov and Wachtel in the case $d = 2$ with the cone $\mathcal{R} = \mathbb{N}^2$. They determine asymptotic formulas for excursions for all 79 small step models in the quarter plane [5]. Bogosel et al. [3] further extract results from Denisov and Wachtel and make explicit the cases $\mathcal{S} \subset \{-1, 0, 1\}^3 \setminus \{0\}$ with the cone $\mathcal{R} = \mathbb{N}^3$. They study three-dimensional excursions by associating a spherical triangle to each model.

1.2 Weighted walks

Many discrete models require non-uniform probabilities on the steps. Assigning weights to steps in a given model allows for a more detailed analysis of the asymptotic counting function. Through asymptotic analyses with weights, we can discover relations between aspects of the model and the asymptotic formula for the number of walks.
If each step $w_i$ in a walk $(w_1, w_2, \ldots, w_n)$ has associated weight $a_i$, define the weight of the walk as $\prod_{i=1}^n a_i$. If the weights are positive integers, we can interpret the weighted model as allowing colors or multisets of steps. Weights could represent probabilities when they sum to 1. We restrict our attention to central weights, which are defined by the property that two walks having same length and endpoints must have the same weight. Central weights can equivalently be defined by assigning a weight to each orthogonal axis. We write $\alpha = (a, b)$ for two-dimensional central weights.

One goal of the work here is to provide an explicit connection between the weights of the steps in a walk and the subexponential asymptotic behavior of the walks. This relationship is depicted in Figure 2, illustrating the transitions between various subexponential regimes. Because this description may be difficult to extract from the general results of [8], we prove the results directly.

Most similar to our results, a weighted version of the Gouyou-Beauchamps (GB) model was studied in [7], following the work in [6, 4] on the unweighted model. Here, the stepset is $S = \{(1, 0), (-1, 0), (-1, 1), (1, -1)\}$, and the coordinates of the steps are centrally weighted with $a, b > 0$. In [7, Theorem 1], the authors showed asymptotics are always of the form $\kappa V^{[n]}(i, j) \rho^n n^{-r}$ for constants $\rho$ and $r$ that depend on the weights $a$ and $b$, and a harmonic function $V^{[n]}(i, j)$ depending on the weights and parity of $n$. In particular, the exponential growth $\rho$ is a continuous function of $a$ and $b$ across boundaries, while $r$ is not. We observe this same behavior in Theorem 3 below.

In [7], the authors also give a diagram of the subexponential regimes for the Tandem stepset without proof that matches our subexponential regimes in Theorem 3 below, but we provide a complete description of the asymptotics with constant terms and additionally note a particularly challenging regime and a possible solution in Conjecture 8 below.

Finally, in [30], the second author and a collaborator found results for weighted walks in $A_2$ for arbitrary $d$. Much of the work there provides a scaffold for the asymptotic analyses here, although the case of $A_2$ turns out to be more complicated for several reasons. In particular, when using the asymptotic integral estimate described in Theorem 9 below, the leading term for $A_2$ is sometimes difficult to find because many of the initial terms in the asymptotic expansion are zero. The complexity in finding leading term asymptotics implies that it would be even more challenging to find full asymptotic expansions in these cases.

### 1.3 Weyl chambers

Weyl groups allow us to generalize the notion of symmetric stepsets. For a broad treatment of Weyl groups, see [21]. Some core results on walks in Weyl chambers appear in [14].

**Definition 1 (Reduced Root System).** For vectors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^d$, let $\sigma_{\mathbf{x}}(\mathbf{y})$ be the reflection of $\mathbf{y}$ through the hyperplane perpendicular to $\mathbf{x}$. A reduced root system is a finite set of vectors $\Phi \subseteq \mathbb{R}^d$ such that for any $\mathbf{x}, \mathbf{y} \in \Phi$: $\sigma_{\mathbf{x}}(\mathbf{y}) \in \Phi$; $\mathbf{y} - \sigma_{\mathbf{x}}(\mathbf{y})$ is an integer multiple of $\mathbf{x}$; and the only nontrivial scalar multiple of $\mathbf{x}$ in $\Phi$ is $-\mathbf{x}$.

Root systems appear throughout math, especially in relation to Lie groups, and they capture important symmetry. Given a root system $\Phi$, a special subset of positive roots $\Phi^+$ can be chosen, where for each $\alpha \in \Phi$, exactly one of $\pm \alpha$ is in $\Phi^+$, and also if $\alpha, \beta \in \Phi^+$ and $\alpha + \beta \in \Phi$, then $\alpha + \beta \in \Phi^+$. Then, as one more refinement, the elements of $\Phi^+$ which cannot be decomposed into sums of elements from $\Phi^+$ form a base for $\Phi$.

The isometries defined by $\{\sigma_{\mathbf{x}} : \mathbf{x} \in \Phi\}$ form a group under composition, called a Weyl group. Additionally, the collection of hyperplanes associated to all of the isometries of the Weyl group partition $\mathbb{R}^d$ into regions called Weyl chambers, as illustrated on the left in
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Figure 1. The root system $\Phi = \{\pm \alpha, \pm \beta, \pm (\alpha + \beta)\} \subset \mathbb{R}^2$ appears on the left with a colored choice of positive roots. The dotted lines illustrate the hyperplanes defining the Weyl group of reflections, $A_2$. The fundamental Weyl chamber is shaded. On the right, a walk in the chamber using the Tandem model stepset (colored), and the corresponding walk in the positive quadrant of $\mathbb{Z}^2$. The Double Tandem stepset additionally includes the dashed lines.

Grabiner and Magyar gave exact results for walks in Weyl Chambers [18]. Their formulas are for walks between two points staying within the designated chamber. They obtain these formulas using determinants. A number of their formulas include the hyperbolic Bessel function of the first kind of order $m$.

Grabiner later gave asymptotics for a number of Weyl Chambers including the region defined by $x_1 \geq x_2 \geq \cdots \geq x_d$, which corresponds to the $d$-candidate ballot problem [15, 16, 17]. Here, the problem was interpreted as distributions of subtableaux in order to appeal to known formula for computing and manipulating Young tableaux.

Krattenthaler [23] completed the asymptotic analysis for the number of random walks in a Weyl chamber and random walks on a circle, noting that computing the multiplicative constants remains a challenge. Feierl extends this work by giving asymptotics for the zero drift reflectable walks in type $A$ Weyl chambers [12]. This work uses Taylor approximations and the saddle-point method to obtain asymptotics from known determinant formulas. Here, we derive results without using determinants, which leads to asymptotics of a simpler form.
2 Results

Here, we state our results for our asymptotic counts of weighted walks within $A_2$. For the Tandem model, we recover the universality classes as found in [7], while also computing the asymptotic constants for almost all classes. We extend this to the Double Tandem model. In the exceptional cases when $a = 1, b < 1$ or $a < 1, b = 1$, we offer conjectured asymptotics and Conjecture 8, a prediction for general asymptotics in such a regime.

\[ q_{(a,b)}(n) \sim \gamma\rho^n n^{-r} \]

where the exponential growth $\rho$ and subexponential growth $r$ for each of $S_T$ and $S_{DT}$ are given in Figure 2, with the starred case conjectured. The constant terms are given in [34, Tables 5.3, 5.4].

---

**Figure 2** The Tandem and Double Tandem model have the same growth rate regimes with different exponential growth rates. The regimes for the Tandem model are pictured on the left, with the subexponential growth (in red) and exponential growth (in black). The exponential growth is continuous across boundaries, and is unmarked on the boundaries. On the right, the same regimes are listed with the corresponding exponential growth rates for the Double Tandem model. Starred cases are conjectured.

We verified the results given in Theorem 3 numerically by computing $q_{(a,b)}(n)$ exactly for specific choices of $(a, b)$ in each regime and some large values of $n$ (see [34, Table 5.4]). In particular, we use the gfun Maple package provided by Salvy and Zimmermann [33].
3 Extracting asymptotics

In many instances, analytic combinatorics in several variables (ACSV) provides a quick pipeline from a combinatorial description of a problem to asymptotics. Once a generating function is obtained, the singularities of the generating function can be classified. Existing libraries of results (as in [31]) describe the asymptotics of the array for many of the most common types of singularities.

We represent a $d$-variate multivariate rational GF as $F(z) := G(z)/H(z) = \sum a_n z^n$, where $z = (z_1, \ldots, z_d)$ and $z^n = z_1^{n_1} \cdots z_d^{n_d}$. The zero set $V := \{z : H(z) = 0\}$ determines the singular variety of $F$. We seek asymptotics for $[z^n] F(z)$ as $n \to \infty$ in a prescribed direction $\hat{r} \in \mathbb{R}^d > 0$, so that $n \approx \hat{r} \cdot n$ with $n \to \infty$. In most combinatorial cases, finitely many critical points determine the asymptotics of a generating function. To find the critical points, consider representing the coefficients via the Cauchy integral formula,

$$[z^n] F(z) = \left(\frac{1}{2\pi i}\right)^d \int_T F(z) z^{-n-1} dz,$$

where $T$ is a $d$-dimensional torus enclosing the origin but no singularities of $F$. Heuristically, the critical points are determined by expanding $T$ until it reaches points on the singular variety closest to the origin that minimize the exponential growth $z^{-n}$ within the integrand.

A critical point $p$ is called smooth if $V$ is a smooth manifold in a neighborhood of $p$. This means that if $V$ is $d$-dimensional, then in a neighborhood of $p$ there is a smooth parameterization of $V$ using only $d-1$ variables. For rational generating functions, smoothness is easily checked using the implicit function theorem (see [31, Lemma 7.6]).

For many lattice path enumeration problems, there are also transverse multiple points, where $V$ can locally be smoothly deformed into the intersection of perpendicular hyperplanes. For rational GFs, these types of critical points satisfy systems of polynomial equations in terms of the denominator $H$ and its partial derivatives (see Section 4.2).

Call a critical point $p = (p_1, \ldots, p_d)$ minimal when there are no other points $q \in V$ where $|q_i| \leq |p_i|$ for each coordinate with at least one inequality strict. Smooth minimal critical points always contribute to asymptotics. However, for transverse minimal critical points, an additional technical condition must be met (Definition 6). A highlight of the analysis of weighted walks in $A_2$ is that there is a case where the technical condition is almost met. Conjecture 8 predicts this halves the contribution of the critical point to the asymptotics.

4 Proof sketch

We obtain the asymptotics in Theorem 3 with the following steps:

1. **Encoding as a diagonal.** Using the symmetry group corresponding to the stepset, represent the generating function as a diagonal of a rational function.
2. **Computing critical points.** Find the solutions to the critical point equations.
3. **Finding contributing critical points.** Determine which critical points are contributing as a function of the weights.
4. **Evaluating the Cauchy integral.** Simplify the Cauchy integral (Equation (1)) to a Fourier-Laplace integral and then use existing results.
4.1 Encoding as a diagonal

For both \( S_T \) and \( S_{DT} \), the reflection group is generated by the involutions \( \Psi(x, y) = (y/x, y) \) and \( \Phi(x, y) = (x, x/y) \). Using either the generalized reflection principle (as in [27]) or evaluations of the unweighted generating functions in [28, Examples 6.5.1 and 6.5.2], we find that weighted walks starting at the origin of length \( n \) are encoded as coefficients of \( x^n y^a t^b \) in the following functions.

\[
F_T(x, y, t) = \frac{G_T(x, y)}{H_T(x, y, t)} = \frac{(b^2 x - y^2)(bx^2 - a^2 y)(xy - ab)}{(1 - txy(\frac{x}{a} + \frac{y}{b}) + \frac{a}{y} + \frac{b}{x}})\)a^2 b^2(1 - x) x(1 - y) y.
\]

\[
F_{DT}(x, y, t) = \frac{G_{DT}(x, y)}{H_{DT}(x, y, t)} = \frac{(b^2 x - y^2)(bx^2 - a^2 y)(xy - ab)}{(1 - txy(\frac{x}{a} + \frac{y}{b}) + \frac{a}{y} + \frac{b}{x}})\)a^2 b^2(1 - x) x(1 - y) y.
\]

4.2 Computing critical points

First, we compute all possible critical points for all values of the weights \( (a, b) \). Then, in Section 4.3, we determine which critical points contribute to asymptotics. We focus on the Tandem case here, as the Double Tandem case follows a similar analysis.

Weighted walks are encoded as the main diagonal of the functions in Equation (2), so we search for critical points in the \( 1 = (1, 1, 1) \) direction. By definition, smooth critical points satisfy \( \{ H = 0, xH_x = yH_y = tH_t \} \), where \( H = H_T \). Next, to rule out non-smooth, non-transverse points, we verify that the factorization of \( H_T \) given in Equation (2) is a transverse polynomial factorization (as in [29, Definition 9.3]): define the inventory \( S(x, y) = ax + by/ax + 1/by \), and label the factors \( H_0 = (1 - txyS(1/x, 1/y)), H_1 = (1 - x), H_2 = (1 - y) \).

At any point \( w \) where a factor \( H_i(w) = 0 \), its gradient \( \nabla H_i(w) \) is nonzero, and also at any point where the factors are simultaneously zero, their gradients are linearly independent. (In fact, this applies broadly to GFs encoding other types of walks.) This implies there are no non-smooth, non-transverse points.

To find the transverse multiple points, we must consider all 7 combinations of whether \( H_0, H_1, \) and \( H_2 \) are zero, and use [29, Definition 9.7] to compute the transverse critical points for each such stratum individually. Conveniently, the technical definition of transversal critical points simplifies greatly in these lattice walk cases where all but one of the factors are of the form \( 1 - x \) and \( 1 - y \). For example, to compute the transverse critical points for \( V_{0, 1} \) (where \( H_0, H_1 = 0 \) and \( H_2 \neq 0 \)), the equations simplify to using the smooth critical point equations on \( H_0(1, y, t) \) to compute the \( y \) and \( t \) critical point coordinates. Ultimately, we obtain the critical points in Table 1 for each stratum.

4.3 Finding contributing critical points

We now refine to contributing critical points, starting by checking minimality. The form of the generating function here is close enough to the Gouyou-Beauchamps generating function that we can reuse a result from [7].

\[ \text{Lemma 4 (Lemma 3 of [7]). For the rational function } F(x, y, t) \text{ described by (2), when } G \text{ and } H \text{ are coprime the point } (x, y, t) \in V \text{ is minimal if and only if} \]

\[ |x| \leq 1, \quad |y| \leq 1, \quad |t| \leq \frac{1}{|xy|S(\frac{1}{1-x}, \frac{1}{1-y})}, \]

where the three strict inequalities do not occur simultaneously.
Table 1 Critical points for each stratum, corresponding to every possible non-trivial choice of setting some of the factors \(\{H_0, H_1, H_2\}\) to zero.

<table>
<thead>
<tr>
<th>Stratum</th>
<th>(x)</th>
<th>(y)</th>
<th>(t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(V_0)</td>
<td>(ae^{(2\pi/3)})</td>
<td>(be^{(4\pi/3)})</td>
<td>(e^{(4\pi/3)})</td>
</tr>
<tr>
<td>(V_{0,1})</td>
<td>1</td>
<td>(b/\sqrt{a})</td>
<td>(a^{3/2} - 2a)</td>
</tr>
<tr>
<td>(V_{0,2})</td>
<td>(-a/\sqrt{b})</td>
<td>1</td>
<td>(\frac{2b/\sqrt{2}}{(4b^2 - 1)^{1/2}})</td>
</tr>
</tbody>
</table>

Next, we filter to minimal points minimizing the height function \(|xyt|^{-1}\).

Lemma 5. For each value of \(a, b\), the unique positive minimal point that minimizes the height function \(|xyt|^{-1}\) is given in Table 2.

Table 2 Positive minimal critical points for choices of the weights \(a\) and \(b\).

<table>
<thead>
<tr>
<th>CP</th>
<th>Conditions on weights</th>
<th>Positive minimal critical point</th>
<th>Exponential growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1 &lt; \sqrt{b} &lt; a &lt; b^2)</td>
<td>(x = 1, y = 1, t = \frac{1}{b-a/b+a})</td>
<td>(a + \frac{2}{3} + \frac{1}{6})</td>
</tr>
<tr>
<td>2</td>
<td>(a &gt; 1, b \leq \sqrt{a})</td>
<td>(x = 1, y = \frac{b}{\sqrt{a}}, t = \frac{a^{3/2} - 2a}{(4b^2 - 1)^{1/2}})</td>
<td>(a + \frac{2}{\sqrt{a}})</td>
</tr>
<tr>
<td>3</td>
<td>(b &gt; 1, a \leq \sqrt{b})</td>
<td>(x = \frac{a}{\sqrt{b}}, y = 1, t = \frac{2b^3 - b^{5/2}}{4ab^2 - a})</td>
<td>(2\sqrt{b} + 1)</td>
</tr>
<tr>
<td>4</td>
<td>(a \leq 1, b \leq 1)</td>
<td>(x = a, y = b, t = \frac{1}{3ab})</td>
<td>3</td>
</tr>
</tbody>
</table>

Proof (sketch). Minimizing the height \(|xyt|^{-1}\) is equivalent to minimizing \(|S(1/x, 1/y)|\), which we can accomplish using calculus. Both here and in arbitrary dimension, the contributing critical points display a non-obvious boolean lattice structure in the following sense. Any given critical point is minimal when each of its coordinates (except the \(t\) coordinate) is at most 1. If there is a minimal critical point with coordinate \(x_i \neq 1\) and another minimal critical point with coordinate \(x_j \neq 1\), then there must also be a minimal critical point where \(x_i \neq 1\) and \(x_j \neq 1\). This greatly simplifies the problem of finding contributing critical points because it is easy to show that the more coordinates are equal to one in a critical point, the less the corresponding exponential growth is. Then, from the boolean structure, there is never a need to compare the contributions of two different critical points with the same number of non-one coordinates.

When there are only finitely many smooth minimal critical points, we can use existing results to compute asymptotics, but we need an additional definition and criterion in the presence of transverse multiple points.

Definition 6 (Definition 9.8 of [29]). Let \(H(z) = H_1(z) \cdots H_m(z)\) be a square-free factorization of \(H\). Fix \(K = \{k_1, \cdots, k_q\} \subseteq \{1, \ldots, m\}\), and let \(w \in \mathbb{C}^d\) be a solution to the critical point equations for the stratum where \(H_i = 0\) if and only if \(i \in K\). For each \(1 \leq j \leq q\) let \(b_j \in \{1, \cdots, d\}\) be an index such that the partial derivative \((\partial H_{k_j}/\partial z_{b_j})(w) \neq 0\). The vector
\[ \mathbf{v}_{kj} = \frac{(\nabla \log H_{kj})(\mathbf{w})}{w_{kj} (\partial H_j / \partial z_{kj})(\mathbf{w})} = \left( \frac{w_1 (\partial H_{kj} / \partial z_1)(\mathbf{w})}{w_{kj} (\partial H_j / \partial z_{kj})(\mathbf{w})}, \ldots, \frac{w_d (\partial H_{kj} / \partial z_d)(\mathbf{w})}{w_{kj} (\partial H_j / \partial z_{kj})(\mathbf{w})} \right) \]

has real coordinates. The normal cone of \( H \) at \( \mathbf{w} \) is the set

\[ N(\mathbf{w}) = \left\{ \sum_{j=1}^{g} a_j \mathbf{v}_{kj} : a_j > 0 \right\} \subset \mathbb{R}^d. \tag{4} \]

The point \( \mathbf{w} \) is called a contributing point if \( \mathbf{w} \) is minimal, \( \mathbf{w} \) minimizes \( |\mathbf{z}|^{-1} \) among all minimal points, and \( \mathbf{1} \in N(\mathbf{w}) \).

In some regimes below, it turns out that \( \mathbf{1} \) is in the boundary of \( N(\mathbf{w}) \) (i.e. some \( a_j \) must be 0). Although \( \mathbf{w} \) then does not meet the requirements to be a contributing point, it may still determine asymptotics. The following lemma applies to both the critical points in Table 2, and also to the critical points more generally for reflectable walks in \( A_{d2}^2 \).

\textbf{Lemma 7.} Let \( \mathbf{w} \) be a minimal critical point. If \( \mathbf{w} \) has a coordinate of 1 and \( \mathbf{w} \) satisfies the smooth critical point equations for \( H_0 = 1 - txyS(\frac{x}{y}, \frac{y}{x}) \) in the direction \( \mathbf{1} \), then \( \mathbf{1} \) is on the boundary of the normal cone \( N(\mathbf{w}) \) (see Definition 6). Otherwise, \( \mathbf{1} \) is on interior of \( N(\mathbf{w}) \).

\textbf{Proof (sketch).} For \( H_1 \) factored as in Equation (2), we can compute \( \nabla \log H_i(\mathbf{w}) \) for \( i = 0, 1, 2 \) explicitly. When \( i = 1 \) or 2, the logarithmic gradient is a basis vector. For \( i = 0 \),

\[ \nabla \log H_0(\mathbf{w}) = \left( -1 - xyt \left( -\frac{a}{x} + bx/ay \right), -1 - xyt \left( -\frac{bx}{ya} + y/b \right), -1 \right). \]

In cases where \( H_1(\mathbf{w}) = 0 \), \( \mathbf{1} \) is in the interior cone if and only if \(-a/x + bx/ay < 0\), and it is on the boundary if \(-a/x + bx/ay = 0\). A similar statement can be made for \( H_2 \). It is then a matter of algebra to show that equality occurs exactly when the critical point equations for \( H_0 = 1 - txyS(1/x, 1/y) \) are met.

From Lemma 7, we find that the critical points from Table 2 always contribute except perhaps when \( a = 1 \) or \( b = 1 \). In these exceptional cases, we note that [31, Theorem 10.65] indicates that when the numerator of a GF is nonzero at the critical point, the direction being on a facet of \( N(\mathbf{w}) \) cuts the asymptotic contribution in half. Here, the numerator is zero, but we conjecture the idea is still true regardless.

\textbf{Conjecture 8.} When a direction \( \mathbf{r} \) is on a facet of the normal cone \( N(\mathbf{w}) \) defined by a minimal transverse critical point \( \mathbf{w} \), then \( \mathbf{w} \) contributes half as much to the asymptotics as when \( \mathbf{r} \) is in the interior.

As with all of the other regimes for the Tandem and Double Tandem model, we have verified this conjecture numerically when \( a = 1 \) or \( b = 1 \), and our conjectured subexponential growth aligns with Figure 7 of [7]. In particular, we looked at the weights \( a = 1/8 \) and \( b = 1 \) and found that for walks of length 2000, the error between the asymptotic estimate and the exact number of walks is less than 1%. For weights \( a = 1 \) and \( b = 1/4 \) and walks of length 2000, the error was approximately 1.2%.

Note that this situation does not occur in the analysis of the Gouyou-Beauchamps walks in [7]. This is because in the transitional cases for the Gouyou-Beauchamps walks, the corresponding generating function has a factor of \( 1 - y \) in the numerator and denominator that cancels and makes these cases among the easier cases to analyze. This is notable in
particular because the factor of $1 - y$ in the numerator is independent of the weights in this regime. Although we too find cancellation of factors in the numerator and denominator for some regimes (see Section 4.5 below), there is no cancellation in the transitional cases for the Tandem or Double Tandem models, and indeed there is no factor in the numerator that is independent of the weights.

4.4 Evaluating the Cauchy integral

The final step is to set up the integral to compute asymptotics. Note that the textbook [31] includes results for transverse critical points that could be applied directly at this point, but for a more complete and elementary viewpoint, we include a residue approach. Beginning with the Cauchy integral equation (Equation (1)), we expand the torus $T$ until it nears the minimal critical points in Table 2. When different minimal points from Table 2 end up being equal at certain weight values, the analysis differs in these cases because it causes cancellation between factors of $G$ and $H$. Ultimately, we are left with the 9 cases as described in Figure 2.

We outline here an overview of the process of extracting asymptotics. The details for each of the 9 cases can be found in [34], with an example in Section 4.5 below. We also include SageMath code at the following URL illustrating how to compute asymptotics in each of these cases.

https://github.com/TorinGreenwood/AsymptoticsOfWeightedReflectableWalks

The overall goal is to simplify the integral until it is a Fourier-Laplace type integral where the following result applies:

\begin{equation}
\int_{N} A(\theta) e^{-n\phi(\theta)} d\theta = \left(\frac{2\pi}{n}\right)^{r/2} \det(H)^{-1/2} \sum_{j=0}^{M} C_j n^{-j} + O(n^{-M-1}).
\end{equation}

(5)

The constants $C_j$ are given by the formula:

\begin{equation}
C_j = (-1)^j \sum_{\ell \leq 2j} \frac{D^{\ell+j}(A\phi^j)(0)}{(2\pi)^{\ell+j} \ell!(\ell+j)!}, \quad \text{with} \quad \phi := \phi - (\theta, H\theta)
\end{equation}

(6)

where $D$ is the differential operator $D := \sum_{u,v} (H^{-1})_{u,v} \partial_u \partial_v$.

The computational obstacle in using Theorem 9 is determining the first $j$ for which $C_j$ is nonzero, as this gives the subexponential growth. If $G$ vanishes to order $k$ at the critical point, then $C_j = 0$ for $0 < j \leq \lceil k/2 \rceil - 1$. Whenever the critical point is not smooth, we first take residues to reduce the number of variables in the integral and also make the singular variety smooth. Because the non-smoothness comes from factors of the form $(1 - x)$ or $(1 - y)$, it is typically straightforward to compute residues.

For example, when a critical point has $x$ coordinate equal to 1, we can compare the value of the integral over the circle $|x| = 1 - \epsilon$ to the integral at $|x| = 1 + \epsilon$ and add a term which has smaller exponential growth, so it does not contribute to the dominant asymptotics. Then we compute the difference of the two integrals using the residue theorem, which corresponds to removing the factor of $(1 - x)$ in the denominator and evaluating the remaining function.
at $x = 1$. After applying the residue, we check to see if factors between $G$ and $H$ now cancel, which can impact the order to which $G$ vanishes. Then, we do a change of variables to set the integral to use Theorem 9. Lastly, we compute the $C_j$ to obtain the asymptotics, which is completed using code. We incorporate portions of the code available in the online supplement to the textbook, [29].

4.5 Example analysis: axial regime

Here, we compute the asymptotics in the case where $a = b^2 > 1$. Equivalently, by expanding the generating function in Equation (2) as a geometric series in $t$, we aim for an asymptotic expression for the following:

$$q(a,b)(n) := [x^0][y^0] \left( \frac{a(x - y^2)(a^{1/2}x^2 - a^2y)(a^{3/2} - xy)}{a^{9/2}(x - 1)x(y - 1)y} \left( \frac{a}{x} + \frac{x}{a^{1/2}y} + \frac{y}{a^{1/2}} \right)^n \right).$$

The critical point that is contributing is $(1, \frac{b}{\sqrt{a}}) = (1, 1)$. However, we calculate that the direction $(1, 1)$ is not in the normal cone at this point, and is instead on the boundary. To get around this, we take the term $(x - y^2)$ in the numerator and express it at $(x - 1) - (y^2 - 1)$. Since coefficient extraction is linear, we have the following

$$q(a,b)(n) = [x^0][y^0] \left( \frac{a(a^{1/2}x^2 - a^2y)(a^{3/2} - xy)}{a^{9/2}(x - 1)x(y - 1)y} \left( \frac{a}{x} + \frac{x}{a^{1/2}y} + \frac{y}{a^{1/2}} \right)^n \right) + [x^0][y^0] \left( \frac{a(y + 1)(a^{1/2}x^2 - a^2y)(a^{3/2} - xy)}{a^{9/2}(x - 1)xy} \left( \frac{a}{x} + \frac{x}{a^{1/2}y} + \frac{y}{a^{1/2}} \right)^n \right).$$

The first function has critical point at $(a, 1)$. The second function has critical point $(1, 1)$. Thus, the first function does not contribute to the asymptotics. The cancellation of factors here is similar to [7].

In order to obtain asymptotics from the second function, we start by taking a residue at $x = 1$. The next step is to do a change of variables to make it of Fourier-Laplace type so we can use Theorem 9. We apply the change of variables $y = e^{i\theta}$, $dy = ie^{i\theta}d\theta$, so the region of integration is over $[-\pi/2, 3\pi/2]$. With this transformation the integral becomes

$$\int_{[-\pi/2, 3\pi/2]} A(\theta)e^{-n\phi(\theta)}d\theta,$$

where

$$A(\theta) = \frac{(a^2e^{i\theta} - a^{1/2})(a^{3/2} - e^{i\theta})(e^{i\theta} + 1)e^{-i\theta}}{a^{7/2}}$$

and

$$\phi(\theta) = \log \left( \frac{a + \frac{2}{\sqrt{a}}}{a^{-1/2}e^{2i\theta} + ae^{i\theta} + a^{-1/2}} \right).$$

Applying Theorem 9 gives the formula

$$q(a,b)(n) \sim (a + 2a^{-1/2})^n \cdot n^{-1/2} \cdot \frac{(a^3 - 2a^{3/2} + 1)\sqrt{a^{3/2} + 2}}{\sqrt{\pi a^3}}.$$
Asymptotics of Weighted Reflectable Walks in \( A_2 \)

For the Double Tandem stepset we compute

\[
q_{(a,b)}(n) \sim \left( \frac{a^2 + 2(a+1)\sqrt{a} + 1}{a} \right)^n \cdot n^{-1/2} \cdot \frac{(a^{7/2} - 2a^2 + \sqrt{a}) \sqrt{2a^2 + (a^2 + 1)\sqrt{a} + 2a}}{\sqrt{\pi}a^4 \sqrt{a + 1}}.
\]

5 Next steps

The results here merely scratch the surface of possible questions about walks within Weyl chambers. An obvious next step would be to analyze the \( d \)-dimensional Tandem and Double Tandem stepsets. For example, the \( d \)-dimensional Tandem stepset has steps given by

\[
S_{Ta} = \{ e_i - e_{i-1} : 2 \leq i \leq d \} \cup \{ e_1 \} \cup \{-e_d\}
\]

where \( e_i \) is the \( i \)th elementary basis vector with a one in the \( i \)th coordinate and zeroes elsewhere. The first steps in computing the asymptotics are not the main obstructions. We can express the generating function for these walks as the diagonal of a rational function, and solve the critical point equations in \( d \) dimensions. We additionally find a similar structure to the contributing critical points as in the 2-dimensional case. However, there are more cases where Conjecture 8 may apply and computing constants becomes increasingly difficult.

These difficulties appear largely because applying Theorem 9 involves solving for the first nonzero \( C_j \) in Equation (5). This is in contrast to existing results for \( A_d \), where the functional form of the group sum in the \( A_d \) case allowed the authors in [30] to work through the calculations in general. In particular, the first nonzero \( C_j \) was always the first term where there are nonzero derivatives of order \( 2j \). For \( A_d \) it is straightforward to determine the degree to which the function vanishes at a critical point, but this is not sufficient. For \( A_2 \) when \( a < 1 \) and \( b < 1 \), the function vanishes to degree three but the constant \( C_2 \) is still zero at the critical point. It is possible that there are aspects of the governing function, coming from the Weyl denominator, that must be exploited in order to give a general statement. Even for \( A_3 \), computations can include taking 90 different mixed partial derivatives of order 24. Certainly, there are simplifications that can be made to obtain this, but it presents a barrier to quickly getting results in higher dimensions to find a pattern.

While current work has focused on the Weyl chambers of \( A_d \) and \( A_d \), there are other families of interest. In particular, there may still be room to use the approach here to derive explicit asymptotic results for weighted reflectable walks for the family of Weyl groups \( B_d \) for \( d > 2 \). In [11] Feierl counted weighted walks in \( B_d \) using determinants, while the case of weighted reflectable walks in \( B_2 \) has been covered in [7].

More generally, one goal is to have results for walks in the product of any Weyl chambers. This would be the culmination of multiple projects, as there are not general results for all Weyl chambers. This is a plausible project as the product of the chambers should decompose in the same sense as the reflectable walks.
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Abstract
A fringe subtree of a rooted tree is a subtree that consists of a vertex and all its descendants. The number of distinct fringe subtrees in random trees has been studied by several authors, notably because of its connection to tree compaction algorithms. Here, we obtain a very precise result for binary search trees: it is shown that the number of distinct fringe subtrees in a binary search tree with \( n \) leaves is asymptotically equal to \( \frac{c_1 n \log n}{\log \log n} \) for a constant \( c_1 \approx 2.4071298335 \), both in expectation and with high probability. This was previously shown to be a lower bound, our main contribution is to prove a matching upper bound. The method is quite general and can also be applied to similar problems for other tree models.
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1 Introduction
A fringe subtree of a rooted tree is a subtree that consists of a vertex and all its descendants, see for instance Figure 1. Fringe subtrees of random trees have been studied quite thoroughly under different models of randomness. Typical results include limit theorems for the number of fringe subtrees of a given size or shape (we will use those as an auxiliary tool in this paper as well), see for example [12,14]. Fringe subtrees are intrinsically related to additive functionals of rooted trees [14–16,19,24], which can in fact be seen as linear combinations of fringe subtree counts. There are general limit theorems for additive functionals under different assumptions, and many relevant quantities associated with trees can be expressed as additive functionals.

![Figure 1](image-url) A binary tree. The fringe subtree rooted at \( v_2 \) is indicated by the dashed rectangle.
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It is clear that an $n$-vertex tree has $n$ fringe subtrees, one corresponding to each of its vertices. Usually, some of these will be identical/isomorphic as rooted trees, so the number of distinct fringe subtrees is generally smaller. In most of this paper, fringe subtrees will be considered identical if they are the same as plane trees (i.e., the order of the children of a vertex matters). The vertex labels are ignored. Otherwise, we regard them as distinct. There are however also other possible notions of distinctness that will be mentioned briefly in the final section.

The number of distinct fringe subtrees is connected to tree compression: in a fundamental algorithm to compress trees, vertices whose associated fringe subtrees have the same shape are merged to form what is called the minimal directed acyclic graph (DAG). The precise shape of the tree can be recovered from the minimal DAG. Consider the tree in Figure 1 for a simple example: note that the fringe subtrees rooted at $v_2$ and $v_6$ are identical, so they are merged. For the same reason, $v_4, v_7, v_{10}$ are merged as their fringe subtrees are identical in shape. Figure 2 shows the minimal DAG associated with the tree in Figure 1. Observe that the number of vertices of the minimal DAG is precisely the number of distinct fringe subtrees.

There are various applications of this compression technique by means of minimal DAGs. Let us mention XML compression and querying [5,11], symbolic model checking [4] and compiler construction [1, Chapter 6.1 and 8.5] as notable examples. It is therefore of natural interest in computer science to analyse the extent to which the number of vertices is reduced by compressing a tree to its minimal DAG.

For simply generated trees, it was shown by Flajolet, Sipala and Steyaert [10] that the expected size of the minimal DAG is of order $\frac{n}{\sqrt{\log n}}$. For instance, the average number of vertices in the minimal DAG associated with a uniformly random binary tree (a tree in which every internal vertex has precisely two children) with $n$ leaves is asymptotically equal to $\frac{2n}{\sqrt{\pi \log_4 n}}$. It was also proven (see [22]) that this does not only hold in expectation, but also with high probability: in other words, with probability tending to 1, the size of the minimal DAG lies in an interval of the form $[(1 - o(1)) \frac{2n}{\sqrt{\pi \log_4 n}}, (1 + o(1)) \frac{2n}{\sqrt{\pi \log_4 n}}]$. The result of Flajolet, Sipala and Steyaert was further extended to $\Sigma$-labelled unranked trees in [3]. Moreover, an extension to the number of fringe subtrees that occur more than once...
or generally at least a fixed number of times was considered in [20]. Interestingly, periodic fluctuations start to occur in the asymptotics: the average number of trees that occur at least \( r \) times \((r \geq 2)\) as a fringe subtree is asymptotically

\[
\psi_r(n) \frac{n}{(\log n)^{3/2}} + O\left(\frac{n}{(\log n)^{5/2}}\right)
\]

(1)

for a positive periodic function \( \psi_r \) (see [20, Theorem 5.1] for the precise statement).

In this paper, we will be concerned with the model of random binary search trees. We consider binary trees where all internal vertices have two children: a left child and a right child. In the following, the size of a binary tree will always be the number of leaves; the number of internal vertices is always one less. In the probabilistic model that we study, a binary search tree is built from a random permutation of the numbers \(1, 2, \ldots, n\). These numbers are stored in the internal vertices of the tree in such a way that all numbers less than the root label are in the left branch, while all numbers greater than the root label are in the right branch. See Figure 3 for an example.

\[\begin{array}{c}
\text{Figure 3} \text{ The binary search tree resulting from the permutation (5, 2, 8, 4, 1, 7, 9, 3, 6). Internal vertices are indicated by circles, leaves by squares.}
\end{array}\]

It is well known that this model is also essentially equivalent to that of binary increasing trees (binary trees with vertex labels that are increasing from the root to the leaves), see [7, Section 1.4.1]. For this and other types of increasing trees, the typical number of distinct fringe subtrees is of the order \( n \log n \) rather than \( n \sqrt{\log n} \). The main reason for this difference is the fact that the number of fringe subtrees with \( k \) vertices in an \( n \)-vertex tree is on average \( \frac{n^k}{k!} \) (asymptotically, up to a constant factor) for simply generated trees and \( \frac{n^k}{k^k} \) for increasing trees.

The first result on binary search trees is due to Flajolet, Gourdon, and Martínez [9]. Letting \( F_n \) be the number of distinct fringe subtrees in a random binary search tree of size \( n \), they proved that

\[
\mathbb{E}(F_n) \leq \frac{(4 \log 2)n}{\log n} + O\left(\frac{n \log \log n}{(\log n)^2}\right).
\]

Devroye [6] provided a lower bound of the same order of magnitude (and also reproved the upper bound of Flajolet, Gourdon, and Martínez), showing that

\[
\mathbb{E}(F_n) \geq \frac{(\log 3)n}{2 \log n} (1 + o(1)).
\]
The constant in the lower bound (i.e., \( \frac{\log 3}{2} \approx 0.5493061443 \)) was improved to \( 0.6017824584 \) by Seelbach Benkner and Lohrey [21]. Seelbach Benkner and the present author [22] presented a general approach to proving results of this form. Specifically, it is shown in [22] that the number of distinct fringe subtrees is of order \( \frac{n}{\log n} \) rather than \( \frac{n}{\sqrt{\log n}} \). As a special case of the general approach, one obtains the following bounds with \( c_1 \approx 2.4071298335 \) and \( c_2 = 4 \log 2 \approx 2.7725887222 \):

\[
\frac{c_1 n}{\log n} (1 + o(1)) \leq E(F_n) \leq \frac{c_2 n}{\log n} (1 + o(1)),
\]

which further improves the lower bound (the upper bound is identical with that of Flajolet, Sipala and Steyaert). These inequalities hold not only for the expected value, but also with high probability. Even though upper and lower bound are of the same order of magnitude and the constants \( c_1 \) and \( c_2 \) in the upper and lower bound are fairly close to each other, it is clear that there is still a gap. The aim of this paper is to close the gap and show that the constant \( c_1 = 4 \sum_{k \geq 1} \frac{\log k}{(k+1)(k+2)} \) in the lower bound is in fact best possible. We will specifically prove the following theorem.

\[\textbf{Theorem 1.}\ \text{For the constant } c_1 = 4 \sum_{k \geq 1} \frac{\log k}{(k+1)(k+2)}, \text{ we have}
\]

\[
E(F_n) \sim \frac{c_1 n}{\log n}
\]

as \( n \to \infty \). Moreover, we also have convergence in probability:

\[
\frac{F_n}{n/\log n} \xrightarrow{p} c_1.
\]

The approach taken in [22, 23] leading to the lower bound will be briefly described in Section 3. The proof of the upper bound that is required for Theorem 1 will be presented afterwards in Section 4. Before that, we require some technical results on fringe subtrees in binary search trees as well as an important invariant that is called the \textit{shape functional}. These auxiliary results will be outlined in the following section. The paper concludes with a brief discussion and an outlook to other problems to which the same method applies.

\section{Preliminaries}

Let us first fix some notation. We let \( \mathcal{B}_n \) be the set of binary trees of size \( n \) (for instance, Figure 4 shows the set \( \mathcal{B}_4 \)), and let \( T_n \) be a random binary tree of size \( n \) constructed according to the random binary search tree model. In this section, we gather some results on the distribution of different random variables associated with \( T_n \).

\subsection{The binary search tree distribution and the shape functional}

We first need some auxiliary results related to the probability distribution of the shape of binary search trees. Let \( T \) be a binary tree of size \( n \), and let \( N_v \) be the number of internal vertices in the fringe subtree rooted at \( v \). We say that a binary search tree has \textit{shape} \( T \) if the binary tree obtained by ignoring all labels is \( T \). It is well known that the probability that the shape of a random binary search tree of size \( n \) is exactly \( T \) can be expressed as

\[
p(T) = \prod_v \frac{1}{N_v},
\]
the product being over all internal vertices, see for example Fill [8]. The quantity
\[(n - 1)! \prod_{v} \frac{1}{N_v}\]
is also the number of ways to label the internal vertices with labels 1, 2, \ldots, \(n - 1\) in an increasing fashion, i.e., in such a way that each vertex other than the root has a greater label than its parent [18, Section 5.1.4, Exercise 20].

Consider for example Figure 4: there are five possible shapes for binary search trees of size 4, occurring respectively with probability \(\frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{6}, \frac{1}{3}\). The negative logarithm of \(p(T)\), which can be expressed as
\[-\log p(T) = \sum_{v} \log N_v,\]
is called the shape functional of \(T\) [8] – to be more precise, it is the shape functional of the tree formed by the internal vertices.

![Figure 4](image.png)

**Figure 4** The five different binary trees with four leaves and their respective probabilities.

The distribution of the shape functional in random binary search trees was first studied by Fill in [8]. One can also obtain the following central limit theorem from an application of a general theorem on additive functionals due to Holmgren and Janson [14].

**Lemma 2.** Let the random variable \(L_n\) be defined by \(L_n = -\log p(T_n)\). We have
\[\mathbb{E}(L_n) = \mu n + O(\log n),\]
where \(\mu = \sum_{k=1}^{\infty} \frac{2\log k}{(k+1)(k+2)}\). Moreover, \(\mathbb{V}(L_n) = \sigma^2 n + O(1)\) for a constant \(\sigma^2 > 0\), and the centred and normalised random variable \(\frac{L_n - \mu n}{\sigma \sqrt{n}}\) converges in distribution to a standard normal distribution.

For our purposes, the asymptotic formulas for mean and variance will already be sufficient, since all we actually need is that the random variable \(L_n\) is concentrated around its mean.

### 2.2 The total number of fringe subtrees of a given shape or size

The second key ingredient concerns fringe subtrees that belong to a specific set. As mentioned earlier, there are many results on the number of fringe subtrees of a specific shape or size. The following lemma, which is specifically geared towards our needs, was proven (in greater generality) in [22], see also [23, Lemma 2].

**Lemma 3.** Let \(a, \varepsilon\) be two fixed positive real numbers with \(\varepsilon < \frac{1}{2}\). For every positive integer \(k\), let \(\mathcal{S}_k \subseteq \mathcal{B}_k\) be a set whose elements are binary trees of size \(k\). Let \(p_k = \sum_{B \in \mathcal{S}_k} p(B)\) be the probability that a random binary search tree \(T_k\) of size \(k\) has a shape that belongs to \(\mathcal{S}_k\).

Now let \(Z_{n,k}\) denote the (random) number of fringe subtrees of size \(k\) in a random binary search tree \(T_n\) of size \(n\) whose shape belongs to \(\mathcal{S}_k\). Moreover, let \(Y_{n,\varepsilon}\) denote the total number of arbitrary fringe subtrees of size greater than \(n^\varepsilon\). Then
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(a) \( \mathbb{E}(Z_{n,k}) = \frac{2np_k}{k(k+1)} \) for all \( k < n \),
(b) \( \mathbb{V}(Z_{n,k}) = O(p_k n/k^2) \) for all \( k \) with \( \log n \leq k \leq n^\epsilon \),
(c) \( \mathbb{E}(Y_{n,\varepsilon}) = O(n^{1-\varepsilon}) \), and
(d) with high probability, the following statements hold simultaneously:
   
   i. \( |Z_{n,k} - \mathbb{E}(Z_{n,k})| \leq p_k^{1/2} k^{-1} n^{1/2 + \varepsilon} \) for all \( k \) with \( \log n \leq k \leq n^\varepsilon \),
   
   ii. \( Y_{n,\varepsilon} \leq n^{1-\varepsilon/2} \).

Thus we can conclude that for every \( k \), but also with high probability.

Moreover, part (d.i) of Lemma 3 guarantees that this is also valid not just in expectation, but also with high probability.

The lower bound

In this section, we give a brief account of the proof of the lower bound, see [22,23], slightly adapted to our specific situation to provide more explicit error terms than in those papers.

The key idea to bound the number of distinct fringe subtrees from below is to only consider trees that are relatively “large”. Specifically, we set \( k_0 := \frac{1}{\mu} (\log n + (\log n)^{3/4}) \), with \( \mu \) as defined in Lemma 2, and only count fringe subtrees whose size is at least \( k_0 \), while all smaller fringe subtrees are ignored. It is clear that this will give us a lower bound on the total number of distinct fringe subtrees. It turns out that for this particular choice of \( k_0 \), most fringe subtrees of size \( k \geq k_0 \) only occur once in the tree.

In the setting of Lemma 3, let us choose \( \mathcal{B}_k \) to be the subset of \( \mathcal{B}_k \) consisting of those trees \( B \) for which \( p(B) \leq \exp(-\mu k + k^{2/3}) \), or equivalently \( -\log p(B) \geq \mu k - k^{2/3} \). We can apply Lemma 2 to show that this condition is satisfied with high probability for random binary trees. Indeed, the Chebyshev inequality yields

\[
\mathbb{P}(L_k \leq \mu k - k^{2/3}) \leq \frac{\mathbb{V}(L_k)}{(\mathbb{E}(L_k) - \mu k + k^{2/3})^2},
\]

which by Lemma 2 becomes

\[
\mathbb{P}(L_k \leq \mu k - k^{2/3}) = O(k^{-1/3}).
\]

Thus we can conclude that \( p_k \) in Lemma 3 is \( 1 - O(k^{-1/3}) \) for our specific choice of \( \mathcal{B}_k \).

So the expected contribution of trees in \( \mathcal{B}_k \) for \( k \geq k_0 \) to the total fringe subtree count is, by part (a) of Lemma 3,

\[
\sum_{k \geq k_0} \mathbb{E}(Z_{n,k}) = \sum_{k \geq k_0} \frac{2np_k}{k(k+1)} = 2n \sum_{k \geq k_0} k^{-2} (1 - O(k^{-1/3}))
\]

\[
= \frac{2n}{k_0} (1 - O(k_0^{-1/3})) = \frac{2\mu n}{\log n} (1 - O((\log n)^{-1/4})).
\]

Moreover, part (d.i) of Lemma 3 guarantees that this is also valid not just in expectation, but also with high probability.

Now we show that there are very few duplicates (identical fringe subtrees) among these. For every \( k \geq k_0 \), let \( Z_{n,k}^{(2)} \) be the number of pairs of identical fringe subtrees in a random binary search tree of size \( n \) whose shape is in \( \mathcal{B}_k \). We condition on the total number of fringe subtrees of size \( k \), which we denote by \( X_{n,k} \). Since every fringe subtree follows, conditioned on its size \( k \), the probability distribution of a random binary search tree \( T_k \), we have

\[
\mathbb{E}(Z_{n,k}^{(2)} \mid X_{n,k} = N) = \binom{N}{2} \sum_{B \in \mathcal{B}_k} p(B)^2.
\]
By the definition of $S_k$, this gives us
\[ \mathbb{E}(Z_{n,k}^{(2)} | X_{n,k} = N) \leq \binom{N}{2} e^{-\mu k + k^{2/3}} \sum_{B \in S_k} \mathbb{P}(B) \leq \binom{N}{2} e^{-\mu k + k^{2/3}}. \]
Clearly, $X_{n,k} \leq n$, so the law of total expectation gives us
\[ \mathbb{E}(Z_{n,k}^{(2)}) \leq \binom{n}{2} e^{-\mu k + k^{2/3}}. \]
Summing over all $k \geq k_0$, we finally find that
\[ \sum_{k \geq k_0} \mathbb{E}(Z_{n,k}^{(2)}) \leq \sum_{k \geq k_0} \binom{n}{2} e^{-\mu k + k^{2/3}} = O\left(n^2 e^{-\mu k_0 + k_0^{2/3}}\right) = O\left(ne^{-(\log n)^{3/4} + O((\log n)^{2/3})}\right). \]
This shows that $\sum_{k \geq k_0} Z_{n,k}^{(2)}$ is (in expectation) negligible compared to $\sum_{k \geq k_0} Z_{n,k}$ (see (2)). By a standard application of the Markov inequality, this also applies with high probability.

Note that $Z_{n,k} - Z_{n,k}^{(2)}$ is a lower bound on the number of distinct fringe subtrees whose shape is in $S_k$: a shape that occurs $r$ times contributes $r - \binom{r}{2} = \frac{r}{2}(3-r) \leq 1$ to this quantity. Moreover, the number of distinct fringe subtrees whose shape belongs to $S_k$ for some $k \geq k_0$ clearly provides a lower bound on the overall number of distinct fringe subtrees $F_n$, so we can conclude that
\[ F_n \geq \sum_{k \geq k_0} (Z_{n,k} - Z_{n,k}^{(2)}) = \frac{2\mu n}{\log n} (1 - O\left((\log n)^{-1/4}\right)), \]
both in expectation and with high probability.

4. The upper bound

Let us now move on to the upper bound. We can express the number of distinct fringe subtrees as a sum of indicators. For every binary tree $B$, let $I_n(B)$ be the indicator random variable for the event that a random binary search tree of size $n$ has a fringe subtree whose shape is $B$. With this definition, it is clear that
\[ F_n = \sum_{k \geq k_1} \sum_{B \in S_k} I_n(B). \]
The key to proving the upper bound that yields Theorem 1 is to split this sum into several parts and analyse their contributions. Specifically, the three regions are defined as follows:

- Small: $k \leq k_1 := \frac{4}{\mu} \log_4 n$;
- Medium: $k_1 < k \leq k_2 := \frac{4}{\mu} (\log n - (\log n)^{3/4})$, with $\mu$ as defined in Lemma 2;
- Large: $k_2 < k$.

This cutting technique is also the main idea behind many of the previously mentioned results on the quantity $F_n$. The novel contribution of this paper lies mainly in the middle region and its precise analysis.

4.1 Bounding the contribution of small fringe subtrees

This part is the easiest: clearly the contribution of trees whose size is at most $k_1 = \frac{1}{4} \log_4 n$ to the random variable $F_n$ is no greater than the total number of distinct binary trees whose size is at most $k_1$. Since the number of possible trees for every given size $k$ is a Catalan number (thus $|B_k| = \frac{1}{k} \binom{2k-2}{k-1} = O(k^k)$), we immediately obtain the (deterministic) upper bound
\[ \sum_{k \leq k_1} \sum_{B \in S_k} I_n(B) \leq \sum_{k \leq k_1} |B_k| = O(4^{k_1}) = O(\sqrt{n}), \]
which renders all these trees negligible.
4.2 Bounding the contribution of medium-sized fringe subtrees

In the medium region, we have to perform a more careful analysis, separating trees not only by their size but also the value of their shape functional. We will split into trees with “large” shape functional and thus (relatively) low probability to occur as a fringe subtree, and trees with “small” shape functional, which have a comparatively high probability to occur. For the former, we show that the expected total number of occurrences is too low to make a significant contribution, while for the latter we prove that there are not enough distinct trees with sufficiently small shape functional to contribute to the main term of the asymptotics.

Let us now make this precise. For an integer \( k \) in the range \( k_1 < k \leq k_2 \), let us define a partition of \( \mathcal{B}_k \) into two subsets (depending on \( n \)) as follows:

- \( \mathcal{B}_k^1 \) contains all trees \( B \in \mathcal{B}_k \) with the property that \( p(B) \leq \frac{k^3}{n} \),
- \( \mathcal{B}_k^2 \) contains all remaining trees in \( \mathcal{B}_k \).

Lemma 2 can be used to show that it is unlikely for the shape of a random binary search tree \( T \) to be in \( \mathcal{B}_1^1 \) for \( k_1 < k \leq k_2 \), as follows:

For \( k \leq k_2 \), we have \( \log n - 3 \log k - E(L_k) = \log n - \mu k + O(\log \log n) \geq (\log n)^{3/4} + O(\log \log n) \), thus (by Lemma 2)

\[
\mathbb{P}(L_k \geq \log n - 3 \log k) = O\left(\frac{k}{(\log n)^{3/2}}\right).
\]

So if we set \( \mathcal{B}_k = \mathcal{B}_k^1 \) in Lemma 3, then it follows that

\[
p_k = \sum_{B \in \mathcal{B}_k^1} p(B) = O\left(\frac{k}{(\log n)^{3/2}}\right).
\]

Consequently, by part (d.i) of Lemma 3, we have, with high probability,

\[
\sum_{k_1 < k \leq k_2} \sum_{B \in \mathcal{B}_k^1} I_n(B) \leq \sum_{k_1 < k \leq k_2} Z_{n,k} \leq \sum_{k_1 < k \leq k_2} \left( \frac{2np_k}{k(k+1)} + \frac{p_{k/2}^{1/2} n^{1/2+\varepsilon}}{k} \right) \leq O\left(\frac{n}{(\log n)^{3/2}}\right).
\]

Observe that this also holds in expectation (even without the term \( \frac{p_{k/2}^{1/2} n^{1/2+\varepsilon}}{k} \)) by part (a) of Lemma 3.

For the remaining part, we prove that there are comparatively few trees in the set \( \mathcal{B}_k^2 \) as compared to \( \mathcal{B}_k^1 \), even though the majority of the probability mass lies with \( \mathcal{B}_k^2 \). Specifically, we bound the contribution as follows: for every \( B \in \mathcal{B}_k^2 \), we have \( p(B) \geq \frac{k^3}{n} \) by definition and thus

\[
\sum_{B \in \mathcal{B}_k^2} I_n(B) \leq \sum_{B \in \mathcal{B}_k^2} 1 \leq \sum_{B \in \mathcal{B}_k^2} \frac{np(B)}{k^3}.
\]
Now by definition of \( p(B) \), we have \( \sum_{B \in \mathcal{B}^2_k} p(B) \leq \sum_{B \in \mathcal{B}_k} p(B) = 1 \), thus

\[
\sum_{B \in \mathcal{B}^2_k} I_n(B) \leq \frac{n}{k^3}.
\]

This inequality even holds deterministically. Finally, summing over all \( k \) in our range yields

\[
\sum_{k_1 < k \leq k_2} \sum_{B \in \mathcal{B}^2_k} I_n(B) \leq \sum_{k_1 < k \leq k_2} \frac{n}{k^3} = O\left(\frac{n}{(\log n)^2}\right).
\]

Both this and the previous error bound that we found for \( \mathcal{B}^1_k \) are negligible compared to the term of order \( n \log n \) that we will obtain in the final case.

### 4.3 Bounding the contribution of large fringe subtrees

Finally, we look at large fringe subtrees whose size is greater than \( k_2 = \frac{1}{\mu} (\log n - (\log n)^{3/4}) \).

Here, we apply Lemma 3 with \( \mathcal{G}_k = \mathcal{B}_k \) for all \( k > k_2 \) to show that the total number of such subtrees (regardless of whether they are distinct or not) is equal to

\[
\sum_{k_2 < k \leq n^\epsilon} Z_{n,k} + Y_{n,k} = \sum_{k_2 < k \leq n^\epsilon} \frac{2n}{k(k+1)} + O(n^{1-\epsilon/2}) = \frac{2n}{k_2} (1 + o(1)) = \frac{2\mu}{\log n} (1 + o(1)),
\]

both in expectation and with high probability. This term dominates the contribution of the two other cases, so we end up with

\[
F_n = \sum_B I_n(B) \leq \frac{c_1 n}{\log n} (1 + o(1)),
\]

both in expectation and with high probability. Since the matching lower bound was already provided (see Section 3), this completes the proof of Theorem 1.

### 5 Discussion and outlook

As the proof shows, the dominant contribution to the number of distinct fringe subtrees comes from those fringe subtrees that are “large” – specifically, whose size is at least approximately \( \frac{1}{\mu} \log n \). The significance of this value is as follows: above this threshold, a typical binary search tree \( B \) of size \( k \) satisfies \( p(B) = o(1/n) \); as a result, the number of duplicates among the fringe subtrees of size \( k \) in \( T_n \) becomes insignificant, and the contribution to the number of distinct fringe subtrees is essentially just the number of fringe subtrees. Below the threshold of \( \frac{1}{\mu} \log n \), it is precisely the opposite: we have \( p(B) = \omega(1/n) \) (i.e., \( np(B) \to \infty \)) for a typical binary search tree \( B \) of size \( k \), which ultimately leads to a negligible contribution.

Further examples of the same kind are presented in [22]: in all these examples, there are upper and lower bounds of the same order of magnitude, namely \( \frac{n}{\sqrt{\log n}} \) or \( \frac{n}{\log n} \). However, in most of them the constants in the bounds do not quite match.

The same technique as presented in this paper can be applied to other examples of this kind to determine the precise asymptotic behaviour of many similar quantities. To this end, one needs sufficient information on the behaviour of the analogue of the quantity \( p(B) \) – specifically, a result of the same type as Lemma 2 is required.

Let us give one concrete example: the number of nonisomorphic fringe subtrees in recursive trees was studied recently by Bodini, Genitrini, Gittenberger, Larcher and Naima [2]. For this quantity, the analogue of \( p(B) \) is the probability that a recursive tree of a given size
On the Number of Distinct Fringe Subtrees in Binary Search Trees

is isomorphic to a fixed unlabelled tree. The general central limit theorem for additive functionals of recursive trees due to Holmgren and Janson [14] can be applied to show that the analogue of Lemma 2 does indeed hold. At the end of the procedure, we have the following result:

**Theorem 4.** The number of nonisomorphic fringe subtrees in a random recursive tree with $n$ vertices is asymptotically equal to $c_3 n^3 \log n$, where the constant $c_3$ is approximately equal to $0.9136401430$, both in expectation and with high probability.

The constant $c_3$ already appears in the lower bound in [22, Theorem 16]. The numerical computation of this constant is discussed there as well. This and further examples will be considered in the full version of this paper in a broader context.

Let us finally mention an interesting connection to the concept of entropy for random tree models (compare [13,17]): recall that the constant $\mu$ in our main theorem stems from the mean of the quantity $L_n$ (the shape functional of a random binary search tree) as given in Lemma 2. Note that we have

$$\mathbb{E}(L_n) = \mathbb{E}(-\log p(T_n)) = -\sum_{B \in \mathcal{B}_n} p(B) \log p(B),$$

which can be interpreted as the entropy of the random variable $T_n$. Thus the growth constant for the number of distinct fringe subtrees is directly connected to the growth constant for the entropy. A similar interpretation is possible in other examples, such as Theorem 4.

---
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1 Introduction and statement of results

There is currently a huge demand for models of scale-free networks coming from a variety of application areas, ranging from social sciences, telecommunications to power grids. These applications lead to competing demands on the network models: On the one hand they should be amenable to mathematical and statistical analysis; models like stochastic block models or, more generally, inhomogeneous random graphs have shown to be useful here. On the other hand models should also incorporate network features beyond the scale-free distribution of the degrees. A sensible approach here is to go beyond phenomenological modelling of a scale-free network and observe which network features emerge from basic building principles. Preferential attachment, popularized by Barabási and Albert [2], has shown to be a particularly natural and interesting principle. In this paper we study, from a mathematical point of view, an inhomogeneous random graph model with a kernel that mimics the connection probabilities of preferential attachment models. We show that this model, while having many features of more complicated preferential attachment networks, allows a very fine analysis even in the difficult subcritical case, when despite the scale-free degree distribution the network exhibits only weak connectivity.

1 Corresponding author
For the general *inhomogeneous graph model* [4] we take a symmetric kernel
\[ \kappa : (0, 1]^2 \to (0, \infty) \]
and for each \( n \in \mathbb{N} \) we build the graph \( G_n \) with vertex set \( V_n = \{1, \ldots, n\} \) by connecting two distinct vertices \( i, j \in V_n \) independently with probability
\[ p_{ij} := \frac{1}{n} \left( \kappa \left( \frac{i}{n}, \frac{j}{n} \right) \wedge n \right). \]

For example, in the *stochastic block model* the interval \( (0, 1] \) is partitioned into finitely many blocks and \( \kappa \) chosen to be constant on the cartesian product of any pair of blocks. In order to get scale-free networks, however, one uses a kernel \( \kappa \) with a singularity at the origin.

In preferential attachment models vertices arrive one-by-one and attach themselves to existing vertices with a preference for powerful vertices, specifically those which already have a large degree. There are various ways to turn this idea into a proper definition, but they all have in common that the expected degree of a fixed vertex \( i \) in a network of \( n \) vertices grows, as \( n \to \infty \), like \( \approx c(n/i)^\gamma \), for some constant \( c \) and exponent \( \gamma \in (0, 1) \).

Choosing a connection probability of the \( n \)th vertex to each earlier vertex \( i < n \) which is proportional to its expected degree at time \( n \) and picking the proportionality factor such that the expected number of connections remains bounded from zero and infinity leads to a connection probability
\[ p_{i,n} = \beta n^{-1} i^{-\gamma}, \]
for some constant \( \beta > 0 \), which makes the model an inhomogeneous random graph with kernel
\[ \kappa(x, y) = \beta (x \wedge y)^{-1} (x \vee y)^{-\gamma}, \]
where \( 0 < \gamma < 1 \) parametrizes the strength of the preferences of early vertices and \( \beta > 0 \) is an edge density parameter. We call this model the *inhomogeneous random graph of preferential attachment type* and explore some of its properties here.

The graph has a phase transition in the sense that if and only if the parameters \( \gamma \) and \( \beta \) are big enough, there exists a component of the graph of macroscopic size. More precisely \((G_n)\) has a giant component if the size \( S_n \) of the largest connected component in \( G_n \) satisfies
\[ \frac{S_n}{n} \to \theta > 0 \text{ in probability.} \]

For the inhomogeneous random graph of preferential attachment type we have:

**Theorem 1.** A giant component exists if and only if
\[ \gamma \geq \frac{1}{2} \quad \text{or} \quad \beta > \beta_c := \frac{1}{4} - \frac{\gamma}{2}. \]

This is a simplification of the main result in [5]. The proof can be based on taking a weak local limit in the graph, a sketch of the argument can be found in [11].

In this paper we are primarily interested in the *subcritical regime*, i.e. when \( \gamma < \frac{1}{2} \) and \( 0 < \beta < \beta_c \). In this case all component sizes are of smaller order than \( n \). Our main result, Theorem 2 below, identifies the component sizes of vertices in a moving observation window, which we call early typical vertices. More precisely, a sequence of vertices \( o_n \in V_n \) is called *typical* if \( o_n/n \to u \) for some \( u > 0 \) and our observation window comprises typical vertices with small \( u \), which are the *early typical vertices*. We show that these vertices have a connected component of asymptotic size \( Y u^{-\rho_-} \) independent of \( n \), where \( \rho_- \) is an explicitly given exponent and \( Y \) a positive random variable, whose tail behaviour we also identify.
Theorem 2. Let $S_n(i)$ be the size of the connected component of vertex $i \in V_n$ in the inhomogeneous random graph of preferential attachment type in the subcritical regime. If $o_n \in V_n$ is such that $\frac{2o_n}{n} \to u \in (0, 1]$, then
\[
\lim_{u \downarrow 0} \lim_{n \to \infty} P(S_n(o_n) \geq u^{p-} - x) = P(Y \geq x),
\]
for all $x > 0$, where
\[
\rho_{\pm} = \frac{1}{2} \pm \sqrt{(\gamma - \frac{1}{2})^2 + \beta(2\gamma - 1)}.
\]
and $Y$ is a positive random variable satisfying
\[
P(Y \geq x) = x^{-(\rho_+/\rho_-) + o(1)} \text{ as } x \to \infty.
\]
The remainder of the paper explains the ideas behind the proof of Theorem 2. We first look at the inner limit, when $n \to \infty$, which we investigate using a coupling of the neighbourhood of vertex $o_n$ to a killed branching random walk. This is done in Section 2. In Section 3 we study the number of particles absorbed at the killing boundary of the branching random walk, from which our result follows.

2 Local coupling

The main object in this section is a branching random walk on the real line with a killing barrier at the origin. The branching random walk is started with a particle located in $\log u < 0$ and the displacements of the children of a vertex are given by an independent Poisson point process with intensity
\[
\pi(dy) = \beta(e^{\gamma y} 1_{y>0} + e^{(1-\gamma)y} 1_{y<0}) dy.
\]
As $\pi$ is an infinite measure initially every particle has infinitely many children, but we kill all particles located to the right of the killing barrier together with their offspring. As a result the killed branching process lives entirely on the negative half axis and it turns out that, for parameters $\gamma < \frac{1}{2}$ and $\beta < \beta_c$, the killed branching process becomes extinct after a finite number of generations and its genealogical tree is therefore finite. We denote this marked tree (with the vertex locations as marks) by $T(u)$ and by $T_0(u)$ the number of vertices in this tree. The main result of this section is the following proposition.

Proposition 3. If $o_n \in V_n$ is such that $\frac{2o_n}{n} \to u \in (0, 1]$ and $x > 0$, then
\[
\lim_{n \to \infty} P(S_n(o_n) \geq u^{p-} - x) = P(T(u) \geq u^{p-} - x).
\]

The proof is an adaptation of arguments in [5] to our model. It is based on a coupling of the neighbourhood of vertex $o_n$ in the graph $G_n$ to the killed branching random walk starting with a particle in location $u_n$, for a suitable sequence $(u_n)$ with $u_n \to u$, which we will carry out in two steps in the following sections.

2.1 First step: Coupling to a random labelled tree

We first couple our graph to a tree, which we call the random labelled tree. Each vertex of this tree carries a label from the set $\{1, \ldots, n\}$, we denote by $T_n(o)$ the tree with the root labelled by $o \in \{1, \ldots, n\}$. Every vertex with label $i \in \{1, \ldots, n\}$ produces independently for every $j \in \{1, \ldots, i - 1, i + 1, \ldots, n\}$ exactly one offspring of label $j$ with probability $p_{ij} := \beta(i \vee j)^{\gamma-1}(i \wedge j)^{-\gamma} 1$. Note that different vertices in $T_n(o)$ may carry the same label.
We now use a depth first search on the graph $G_n$ to couple the connected component of $o_n$ to the random labelled tree $T_n(o_n)$. Sequences $(b_n)$ and $(c_n)$ with $b_n, c_n \in \{1, \ldots, n\}$, which we specify later, are used to stop the coupling when certain bad events occur. The coupling of the random labelled tree $T_n(o_n)$ and the connected component of $o_n$ in the graph $G_n$ is defined on a probability space of Bernoulli variables. For every unordered pair $\{i, j\}$ of distinct labels in $\{1, \ldots, n\}$ we generate a sequence $P_{ij}^{(1)}, P_{ij}^{(2)}, \ldots$ of independent Bernoulli variables $(P_{ij}^{(k)})_k$ with parameter $p_{ij}$. We classify all labels into one of the following categories:

**Unseen** labels that have not been seen in the construction,

**Active** labels that have been seen but not yet explored,

**Passive** labels that have been seen and explored.

Initially, we set $k(\{i, j\}) = 1$ for every unordered pair $\{i, j\}$ of distinct labels. We declare $o_n$ active and all other labels unseen. In every further step, if there are no active labels left we stop and declare the coupling as successful. Otherwise we pick the smallest active label, say $i$, declare it as passive and explore it. This means that, for every $j \in \{1, \ldots, i-1, i+1, \ldots, n\}$,

- if $j$ is unseen then $k(\{i, j\}) = 1$. We form an edge between $i$ and $j$ in $G_n$ and simultaneously create a child of $i$ with label $j$ in $T_n(o_n)$ if and only if $P_{ij}^{(1)} = 1$. If we formed an edge in this way we declare the label $j$ as active;

- otherwise, if $j$ is active or passive, and $P_{ij}^{(k(\{i, j\}))} = 1$ we stop and declare the coupling unsuccessful, if $P_{ij}^{(k(\{i, j\}))} = 0$ we change neither graph nor tree;

- we increase $k(\{i, j\})$ by one.

If after this step

- one of the active labels has $j \leq b_n$, or
- the total number of active or passive labels exceeds $c_n$,

then we stop and declare the coupling unsuccessful. If we have not stopped we continue the exploration, again with the smallest active label (if there is any).

Observe that this procedure couples the connected component of $o_n$ in the graph $G_n$ based on the variables $(P_{ij}^{(k)} : \{i, j\} \subset \{1, \ldots, n\})$ and the random labelled tree $T_n(o_n)$ based on the variables $(P_{ij}^{(k)} : \{i, j\} \subset \{1, \ldots, n\}, k \in \mathbb{N})$ in such a way that for a successful coupling the rooted graph given as the connected component of $o_n$ in $G_n$ coincides with the coupled labelled tree $T_n(o_n)$. As we are in the subcritical regime we do not expect to see too many labels or very small labels. Hence, for a suitable choice of the sequences $(b_n)$ and $(c_n)$, we expect unsuccessful coupling to be unlikely.

The main technical result of this section confirms this intuition.

**Proposition 4.** Suppose that $u \in (0, 1]$ and $\frac{\alpha_n}{n} \to u$. If

$$
\lim_{n \to \infty} c_n = \infty \quad \text{and} \quad \lim_{n \to \infty} \frac{c_n^2}{b_n} = 0 \quad \text{and} \quad \lim_{n \to \infty} \frac{c_n b_n^{\gamma}}{n^\gamma} = 0,
$$

then with high probability the coupling is successful.

The simple proof is omitted.
2.2 Second step: Coupling to the killed branching random walk

The second step is to couple $\mathbb{T}_n(o_n)$ to the marked tree $\mathbb{T}(u_n)$ of the killed branching random walk started in position $\log u_n$, for a suitable $u_n \to u$. For this purpose, we have to map labels from $\{1, \ldots, n\}$ to positions in $(-\infty, 0]$. We do this using the following map

$$\phi_n : \{1, \ldots, n\} \to (-\infty, 0], \quad i \mapsto -\sum_{j=i+1}^{n} \frac{1}{j}.$$

Note that the youngest vertex is mapped to the origin, and older vertices are placed to the left with decreasing intensity. Conversely, we define the projection

$$\pi_n : (-\infty, 0] \to \{1, \ldots, n\}$$

$$t \mapsto \min\{m : t \leq \phi_n(m)\}.$$ We pick $u_n = \exp(\phi_n(o_n))$ and note that $\frac{u_n}{n} \to 0$ implies $u_n \to 0$. We now couple $\mathbb{T}(u_n)$ to the random labelled tree $\mathbb{T}_n(o_n)$. We obtain from $\mathbb{T}(u_n)$ the projection with labels in $\{1, \ldots, n\}$ by taking the particles of $\mathbb{T}(u_n)$ and give each of them the label obtained by applying $\pi_n$ to its position. However, the process thus obtained is not equal to $\mathbb{T}_n(o_n)$ in law. For example, a particle could have several children with the same label. A more careful coupling is therefore required.

**Proposition 5.** Suppose that $\frac{u_n}{n} \to u \in (0, 1]$ and $u_n = \exp(\phi_n(o_n))$. If $\mathbb{T}(u_n)$ contains no more than $c_n$ vertices and no vertex in location to the left of $\phi_n(b_n)$ where

$$\lim_{n \to \infty} \frac{c_n}{b_n} = 0$$

and

$$\lim_{n \to \infty} \frac{c_n n^\gamma}{b_n^{\gamma+1}} = 0,$$

then it can be coupled to $\mathbb{T}_n(o_n)$ so that with high probability the projection of $\mathbb{T}(u_n)$ with labels in $\{1, \ldots, n\}$ agrees with $\mathbb{T}_n(o_n)$.

We sketch the proof of Proposition 5. We start with the root, which is positioned at $\log(u_n)$. By assumption it will be projected to $o_n$. We now go through the particles in the lexicographical order of $\mathbb{T}(u_n)$. A vertex at location $t \in (-\infty, 0]$ is projected to $i = \pi_n(t)$ if

$$-\sum_{k=1}^{n} \frac{1}{k} < t - \sum_{k=i+1}^{n} \frac{1}{k}.$$ When $t$ branches the number of children with label in $j \in \{1, \ldots, n\}$ in the projection is Poisson distributed with parameter

$$\beta \int_{\log \frac{k+1}{k}}^{\infty} e^{y \gamma} \, dy = (\beta/\gamma)\left(\frac{\gamma}{\gamma+1}\right)^{\gamma} = \beta\left(\frac{1}{\gamma+1}\right)\gamma.$$

If $i < j$ this is roughly

$$\pi\left(\sum_{k=i}^{j-1} \frac{1}{k}\right) \approx \beta \int_{\log \frac{k+1}{k}}^{\infty} e^{iy \gamma} \, dy = (\beta/\gamma)\left(\frac{\gamma}{\gamma+1}\right)^{\gamma} \approx \beta\left(\frac{1}{\gamma+1}\right)\gamma = p_{ij},$$

and if $i > j$ this is roughly

$$\pi\left(\sum_{k=j}^{j+1} \frac{1}{k}\right) \approx \beta \int_{\log \frac{k+1}{k}}^{\infty} e^{(1-\gamma)y} \, dy = (\beta/\gamma)\left(\frac{\gamma}{\gamma+1}\right)^{\gamma} \approx \beta\left(\frac{1}{\gamma+1}\right)\gamma = p_{ij}.$$
Making this more precise, if \( i \geq b_n \) one can couple the Poisson random variable to a Bernoulli random variable with parameter \( p_{ij} \) with an error probability that can be summed to at most \( n^2 b_n^{-\gamma - 1} \) over all \( j \in \{ i, i + 1, \ldots, n \} \), resp. \( b_n^{-1} \) over all \( j \in \{ b_n, \ldots, i - 1 \} \). Summing these error probabilities over the at most \( c_n \) vertices \( i \) projected gives the result.

**Proof of Proposition 3.** Observe that it is possible to satisfy all the conditions on \( c_n \) and \( b_n \) imposed in Proposition 4 and 5. If the coupling of the labelled tree \( T_n(o_n) \) and the connected component of \( o_n \) in \( G_n \) and simultaneously with the branching process \( T(u_n) \) is successful we have \( S_n(o_n) = T(u_n) \) and the result follows because

\[
\lim_{n \to \infty} P \left( S_n(o_n) \geq u^{\rho - x} \right) = \lim_{n \to \infty} P \left( T(u_n) \geq u^{\rho - x} \right) = P \left( T(u) \geq u^{\rho - x} \right),
\]

using stochastic continuity of the family \( \{ T(u) : u \in (0, 1] \} \) in the last step.

---

### 3 The killed branching random walk

In this section we complete the proof of Theorem 2 by showing the following result about the killed branching random walk.

**Proposition 6.** Under the conditions of Theorem 2, for every \( x > 0 \),

\[
\lim_{u \downarrow 0} P \left( T(u) \geq xu^{\rho - x} \right) = P(Y \geq x),
\]

where \( Y \) is a positive random variable satisfying

\[
P(Y \geq x) = x^{-(\rho \pm)} + o(1) \text{ as } x \to \infty.
\]

The proof uses arguments from Aidekon et al. [1] in our setup. The role of the exponents \( \rho \pm \) will become clear in Section 3.1, while in Section 3.2 we will use a famous law of large number for general branching processes due to Nerman [12] to obtain the desired asymptotic.

#### 3.1 Background on branching random walks without killing

Consider the marked tree we get from the branching random walk (without killing) with displacements given by a Poisson process \( \Pi \) with intensity \( \pi \), where the mark of a particle \( x \) (identified, for example, by its Ulam-Harris label) corresponds to its location \( \tau_x \).

We define

\[
\psi(\alpha) = E \left[ \sum_{x \in \Pi} e^{-\alpha \tau_x} \right].
\]

We can calculate \( \psi(\alpha) \) for \( \gamma < \alpha < 1 - \gamma \) exactly with Campbell’s formula [8],

\[
\psi(\alpha) = E \left[ \sum_{x \in \Pi} e^{-\alpha \tau_x} \right] = \int e^{-\alpha t} \pi(dt) = \beta \int_0^\infty e^{(\gamma - \alpha)t} dt + \beta \int_{-\infty}^0 e^{(1 - \gamma - \alpha)t} dt = \frac{\beta}{\alpha - \gamma} + \frac{\beta}{1 - \gamma - \alpha},
\]

otherwise, for \( \alpha \notin (\gamma, 1 - \gamma) \), we have \( \psi(\alpha) = \infty \). There exists \( \alpha \) with \( \psi(\alpha) < 1 \) if and only if \( \gamma < \frac{1}{2} \) and \( \beta < \frac{1}{4} - \frac{\gamma}{2} \), i.e. in the subcritical regime for the inhomogeneous random graph. This is also the exact condition for the branching random walk with killing barrier at the origin to suffer extinction in finite time almost surely.
If there exists $\alpha$ with $\psi(\alpha) < 1$, by continuity, there exist two real numbers $\gamma < \rho_- < \rho_+ < 1 - \gamma$ with $\psi(\rho_-) = \psi(\rho_) = 1$. We can calculate both values explicitly

$$\rho_\pm = \frac{1}{2} \pm \sqrt{(\gamma - \frac{1}{2})^2 + \beta(2\gamma - 1)}.$$ 

Because $\psi(\rho_-) = 1$ we obtain a nonnegative martingale $(W_n)$ by letting $W_n$ be the sum of $e^{-\rho^-\tau_x}$ over all the particles $x$ (with position denoted $\tau_x$) in the $n$th generation of the branching random walk. By Biggins’ theorem for branching random walks, see e.g. [3, 10], the martingale limit $W$ is strictly positive if and only if the following two conditions hold,

(i) $\log(\psi(\rho_-)) - \frac{\rho^-\psi'(\rho_-)}{\psi(\rho_-)} > 0$,
(ii) $E[W_1 \log W_1] < \infty$.

The first one holds as $\psi(\rho_-) = 1$ and $\psi'(\rho_-) < 0$. For the second condition it suffices to check $E[W_1^\alpha] < \infty$ for some $\alpha > 1$. For this we define

$$f(x, \Pi) = e^{-\rho^-\tau_x} \left( \sum_{y \in \Pi} e^{-\rho^-\tau_y} \right)^{\alpha - 1}.$$ 

Then $E[W_1^\alpha] = E[f(x, \Pi) \Pi(dx)]$ and by Mecke’s equation [8, Theorem 4.1] we get

$$E[W_1^\alpha] = \int E[f(x, \Pi + \delta_x)] \pi(dx) = \int e^{-\rho^-x} E[(e^{-\rho^-x} + \int e^{-\rho^-t} \Pi(dt))^{\alpha - 1}] \pi(dx) \leq 2^{\alpha - 1} \left( \int e^{-\alpha\rho^-x} \pi(dx) + E[(\int e^{-\rho^-t} \Pi(dt))^{\alpha - 1}] \psi(\rho_-) \right).$$

The right summand is finite if $1 < \alpha \leq 2$ because in this case, by Jensen’s inequality, the expectation is bounded by one. The left summand is equal to $\psi(\alpha\rho_-)$ which is finite for $1 < \alpha < \frac{1}{\rho_-^2}$. Hence $W$ is strictly positive.

### 3.2 Convergence of the total number of particles

We now introduce the setting of general branching processes as used in Nerman [12]. Let $\xi$ be a point process on $[0, \infty)$. The points represent the ages at which an individual gives birth to another particle. We denote by $\mu = E[\xi]$ the intensity measure of the point process. The following conditions have to be met:

(i) $\mu$ is not concentrated on any lattice,
(ii) there exists an $\alpha \in (0, \infty)$ such that $\int_0^\infty e^{-\alpha t} \mu(dt) = 1$ and
(iii) we have $\int_0^\infty t e^{-\alpha t} \mu(dt) < \infty$.

$\alpha$ is called the Malthusian parameter. A continuous-time branching process where every individual $x$ (identified, again, by its Ulam-Harris label) gives birth to a single new individual at the times given by adding to its own birth time $\sigma_x$ the points of an independent copy $\xi_x$ of a point process as above, is called a Crump-Mode-Jagers or general branching process. We denote by $T$ the set of all particles that exist in the general branching process.

The set-up of [12] allows to also include a time dependent characteristic for each particle $x$, but in our case it suffices to consider a random variable $X_x$, which may depend on $\xi_x$ but is independent for each particle and distributed like some $X$. We sum $X_x$ over all particles born before time $t$,

$$Z_t^X := \sum_{x \in T, \sigma_x < t} X_x.$$ 

The following result is [12, Theorem 3.1] formulated in our set-up.
Proposition 7. Suppose that $\mathbb{E}[X] < \infty$, then
\[ e^{-\alpha t} Z_t^X \rightarrow Y \text{ in probability, as } t \rightarrow \infty, \]
where $Y$ is a finite non-negative random variable.

We now have all the tools to prove Proposition 6. In order to use Proposition 7 we need to derive a suitable $\xi$ and $X$ from $\pi$. For this purpose we take a branching random walk started with a particle at the origin, with offspring displacements given by a Poisson point process with intensity $\pi$. We do not kill particles, but we only allow particles at locations in $(-\infty, 0]$ to branch, leaving the particles in $(0, \infty)$ frozen. We let $X \geq 1$ be the total number of branching particles including the particle at the origin, which is finite because the branching random walk with killing barrier at 0 becomes extinct almost surely. We let $\xi$ be the point process of locations of the frozen (non-branching) particles, see Figure 1.
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**Figure 1** Branching particles are marked in blue, there are $X = 6$ in total. The positions on $[0, \infty)$ of the frozen particles, which are marked in red, yield the point process $\xi$.

Proposition 8. We have $\mathbb{E}[X] < \infty$ and $\xi$ satisfies the conditions above for the Malthusian parameter $\alpha = \rho_\pi$. Moreover, for $t = -\log u$, we have
\[ Z_t^X \overset{d}{=} T(u). \]

**Proof.** Shifting all particle positions by $t = -\log u$ the killed branching random walk $T(u)$ becomes a branching random walk $T'(u)$ started with a particle at the origin, with displacements given by a Poisson point process with intensity $\pi$, with a killing barrier at $t = -\log u$. We now construct a coupling of $T'(u)$ and the general branching process with $\xi$ and $X$, so that the identity $Z_t^X = T'(u)$ holds, where $T'(u)$ is the number of particles of $T'(u)$, which has the same law as $T(u)$.

To construct the coupling, we divide the descendants of a particle $x \in T'(u)$ into branching particles to its left and frozen particles to its right, just as above. The positions of the frozen particles are the birth times of its children in the general branching process, the number of branching particles is the characteristic $X_x$. In this way the total progeny $T'(u)$ of the killed branching random walk equals $Z_t^X$, see Figure 2.

![Figure 2](image2.png)

We now check that $\mathbb{E}X < \infty$. We pick $\alpha > 0$ with $\psi(\alpha) < 1$ and give a branching particle $x$ in position $\tau_x \leq 0$ the weight $e^{-\alpha \tau_x} \geq 1$. Then the expected sum over all weights of branching particles in generation $n$ is bounded by $\psi(\alpha)^n$. Hence the total weight summed over all branching particles, and in particular the total number $X$ of such particles, has an expectation which is bounded by $\frac{1}{1 - \psi(\alpha)}$. 
It remains to check that $\rho_-$ is the Malthusian parameter associated to $\xi$. To this end we construct a martingale $(M_n)$ as follows: We start with a particle at the origin and $M_0 = 1$. In every step we replace the leftmost particle in $(-\infty, 0]$ by its offspring chosen with displacements according to a Poisson process of intensity $\pi$ and leave all other particles alive. Particles in $(0, \infty)$ never branch and remain alive but frozen. If there is no particle in $(-\infty, 0]$ the process stops and the positions of the frozen particles make up $\xi$. The random variable $M_n$ is obtained as the sum of all particles $x$ alive after the $n$th step weighted with $e^{-\rho_- \tau_x}$, where $\tau_x$ is the position of particle $x$. Because $\psi(\rho_-) = 1$ the process $(M_n)$ is indeed a martingale, and it clearly converges almost surely to $\int_0^\infty e^{-\rho_- t} \xi(dt)$. Now take $\alpha > \rho_-$ with $\psi(\alpha) < 1$. The martingale $(M_n)$ is dominated by the random variable given as the sum over all branching particles $x$ (with nonpositive position $\tau_x$) weighted with $e^{-\alpha \tau_x}$ and all frozen particles $x$ (with positive position $\tau_x$) weighted with $e^{-\rho_- \tau_x}$. This random variable is integrable, as the sum of weights of frozen particles born from a single particle $x$ in position $\tau_x < 0$ is independent with expectation bounded by $e^{-\alpha \tau_x}$ and the expected sum over these bounds for all branching particles is itself bounded by $\frac{1}{1-\psi(\alpha)}$, as above. We thus get (ii) from dominated convergence and hence $\rho_-$ is the Malthusian parameter. Condition (i) is obvious and (iii) is easy to check.

To complete the proof of Proposition 6 we combine Proposition 7 and 8 to obtain

$$u^{\rho_-} T(u) \to Y \text{ in distribution, as } u \downarrow 0.$$ 

By [12, Theorem 6.3] the ratios of two cumulative characteristics of the same general branching process converges to a constant. Hence we get, as in [1, Lemma 21], that the limit $Y$ is a constant multiple of the positive martingale limit $W$. In particular, $W$ and $Y$ share the same tail behaviour at infinity, which by [9, Theorem 2.2] applied to $\chi = \rho_+/\rho_-$ is given by

$$\mathbb{P}(W \geq x) = x^{-(\rho_+/\rho_-)+o(1)}.$$
4 Outlook

One of our principal aims is to find the size of the largest component in the subcritical inhomogeneous random graph of preferential attachment type. In rank one models like the configuration model or the inhomogeneous random graph with product kernel this component is known to have a size of the order of the largest degree in the graph, in our language $n^{\gamma}$, see [7, 6]. However, for the inhomogeneous random graph of preferential attachment type we expect this to be considerably larger because in this model powerful vertices are less well connected so that exploration beyond the first generation is still relevant. We heuristically derive a conjecture from our Theorem 2: Suppose we were allowed to let $n \to \infty$ and $u \to 0$ simultaneously. At best we could be allowed $u \approx \frac{c}{n}$. Then our hypothetic result would give that the most powerful vertices (with index $o(n)$ independent of $n$) would have a connected component of size $n^{\rho-}$. Our conjecture is therefore that this is the right order for the size of the largest component. Verifying this conjecture is subject of ongoing work of the authors.
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1 Introduction and Main Result

The enumeration of directed acyclic graphs (DAGs) is an important and timely topic in computer science [3], mathematics [2,13,16], and many related areas such as phylogenetics [15] and theoretical physics [11,12]. Several problems in this area have remained open for a long time, with bounds sometimes differing by an exponential factor. One of those problems is the enumeration of minimal deterministic finite automata (DFAs) with \( n \) states recognizing a finite language over a finite alphabet [14]. In [6] Elvey Price, Fang, and Wallner solved the corresponding asymptotic counting problem for a binary alphabet, and uncovered the remarkable phenomenon of a stretched exponential term \( e^{cn^{1/3}} \). This term provides an explanation for the previously encountered difficulties. For example, the associated generating function cannot be algebraic, and it can only be D-finite (satisfy a linear differential equation with polynomial coefficients) if it has an irregular singularity.

This phenomenon was first observed by the above-mentioned authors in [7] in the asymptotic number of another class of DAGs: compacted binary trees of size \( n \). These arise in the compression of XML documents [3], in the common subexpression problem in, e.g., compiling [5], and in data structures of, e.g., computer algebra software [8]. Since then, this phenomenon has also been shown in many classes of DAGs and related objects, such as phylogenetic networks [4], permutation patterns [18], and Young tableaux [1]. In this paper,
Asymptotics of Relaxed $k$-Ary Trees

we show that the examples of compacted binary trees and minimal DFAs are just single cases of infinite families admitting a stretched exponential. Our main result is the following asymptotics of a super-class of the latter two.

\[ \text{Theorem 1.} \] Let $k \geq 2$ be an integer. The number of relaxed $k$-ary trees satisfies for $n \to \infty$

\[ \Theta \left( n!^{k-1} \left( \frac{k^k}{(k-1)^{k-1}} \right)^n e^{3 \left( \frac{k(k-1)}{2} \right)^{1/3} a_1 n^{1/3} \frac{2k-1}{3} n^{-2k-1}} \right), \]

where $a_1 \approx -2.338$ is the largest root of the Airy function $Ai(x)$ defined as the unique function satisfying $Ai''(x) = xAi(x)$ and $\lim_{x \to \infty} Ai(x) = 0$.

\[ \text{Figure 1} \] All 7 ternary relaxed ternary trees with 2 internal nodes.

2 Bijections and recurrences

In this paper, we consider a special class of DAGs, in which the outgoing edges (equivalently, the children) are equipped with an order.

\[ \text{Definition 2.} \] An ordered DAG is a directed acyclic graph where there is a left to right ordering among the children.

This brings us to the main object of this paper: the class of relaxed trees, a subclass of ordered DAGs, defined as follows; see Figure 1 and 2. The word relaxed signifies that they are a super-class of compacted trees, which are in bijection with trees after a compression procedure; see [7, 8].

\[ \text{Definition 3.} \] A relaxed $k$-ary tree is an ordered DAG consisting of a unique source and a unique sink such that every node except the sink has out degree exactly $k$. Its spine is the spanning subtree created by the depth first search. The edges of the spine are called internal edges, while the other edges are called external edges or pointers. All nodes except the unique sink, are called internal nodes.

\[ \text{Remark 4.} \] Note that in the binary case, the previous definition is equivalent to the one given in [7], in which relaxed trees are defined as trees enriched by pointers. Whereas here we characterize relaxed trees as a subclass of ordered DAGs.
Figure 2 Example of relaxed ternary tree with 7 internal nodes (circles) labelled in postorder. The unique sink is depicted by a square. The black edges belong to the spine, the red ones are so-called pointers.

We start as in [7] by drawing a bijection between relaxed $k$-ary trees and Dyck paths with weights on their horizontal steps. This is done so that we can convert internal nodes into vertical steps and pointers into horizontal steps.

Every internal node $u$ in the spine of a relaxed tree has a $k$-ary tree $T(u)$ associated with it where the nodes are traversed in postorder.

Definition 5. A compacted $k$-ary tree is a special case of a relaxed $k$-ary tree where for any arbitrary two nodes $u, v$ in the spine, the $k$-ary trees associated with them $T(u), T(v)$ are not identical.

In order to count relaxed $k$-ary trees, we will now describe a bijection to a class of paths, which are easier to enumerate. Let us first define the specific paths.

Definition 6. A horizontally $k$-decorated path $P$ is defined as a lattice path consisting of up steps $U = (0, 1)$ and horizontal steps $H = (1, 0)$ from $(0, -1)$ with decorations such that:

- The first step is a $U$ step, and its removal leaves a path never crossing the diagonal $y = \frac{x}{k-1}$.
- Below each $H$ step, there is exactly one cross in one of the unit boxes below this $H$ step and $y = -1$.

The following lemma describes the bijection between relaxed $k$-ary trees and horizontally $k$-decorated paths. An example is shown in Figure 3.

Lemma 7. There is a bijection between horizontally $k$-decorated paths ending at $((k-1)n, n)$ and relaxed $k$-ary trees of size $n + 1$.

Proof. Let $R$ be a relaxed $k$-ary tree of size $n + 1$. We transform this tree uniquely into a $k$-decorated path ending at $((k-1)n, n)$. We traverse the spine of $R$ in post-order and label nodes from 1 to $n + 1$. During the traversal when we move up (i.e., traverse a spine edge the second time) we add a $U$ step and when crossing a pointer for the last time (i.e., circling around its parent) we add a $H$ step. Thereby, we associate each $U$ step with the node we leave, and each $H$ step with the parent of its pointer. Moreover, below each $H$ step we draw a cross in the unit box that intersects the column of this $H$ step with the row of the $U$ step that is associated with the target of the pointer of this $H$ step.

Observe now, that the first step is always a $U$ step, as the unique sink is processed first in post-order and has no pointers. Thus, after removing this step, we start at the origin $(0, 0)$. Furthermore, note that $R$ consists of $n$ spine edges, and $(k - 1)n$ pointers. Hence, the
path consists of $n$ $U$ steps and $(k - 1)n$ $H$ steps, and after attaching a final $U$ step, the path ends at $((k - 1)n, n)$. It remains to show that the path never crosses $y = \frac{x}{k-1}$. Note that before a $U$ step is added, the relaxed subgraph of which the associated node is the root has been traversed. The subgraph consisting only of the node 1 is treated by the fact that we start at $(0, -1)$. Now we proceed by induction on the depth of the subgraph. We need to distinguish, whether the node is on the left-branch from the root or not. First, we assume it is not. The minimal cases is a single pointer, which leads to a step $H$ and increases the distance to the diagonal $y = \frac{x}{k-1}$ by one unit. Now assume that a subgraph with $i > 0$ nodes is given. The root has $k$ children, which all have size less than $i$. Thus by induction, each part does not cross $y = \frac{x}{k-1}$ and moves one unit further to the right from the diagonal. Therefore, processing the $k$ children moves the path $k$ steps to the right from $\frac{x}{k-1}$, while (after that) processing the root, moves the path one unit up. Thus the path stays below $y = \frac{x}{k-1}$ and is one unit further to the right. Second, we assume that the node is on the diagonal. Then, the first child does not move the path one unit to the right, but the other $k - 1$ do. By induction, the path still does not cross the diagonal $\frac{x}{k-1}$ but the distance now also stays the same.

Now in the reverse direction, let us take a horizontally $k$-decorated path ending at $((k - 1)n, n)$. We want to recover a relaxed $k$-ary tree from this path. We start by noting that the number of up steps in the path is $n$ and therefore the number of nodes is $n + 1$. Our first step is a horizontal step.

We start by adding a $H$ step which corresponds to the left most leaf labelled 1. Then along with the path $P$, we create the spine of the the relaxed $k$-ary tree. Thus along the up steps we create nodes of the spine as the $i$th up step creates the $(i + 1)$th node in post-order. Along the horizontal steps we say that we add a pointer from the existing node that we are in to a node $j + 1$ which is indicated by the cross placed on the level $j$ below the path (counting from the bottom up). Completing this process we get a relaxed $k$-ary tree with its nodes labelled in post-order.

This bijection allows directly to derive the following recurrence relations, following the step-by-step construction of the paths. In Table 1 we give the initial terms for $k = 2, \ldots, 5$. 

\[ \text{Table 1} \]
Thus, by Lemma 7, the number of relaxed \( k \)-ary trees with \( n \) internal nodes is equal to \( r_{k-1}^{n,m} \).

### Table 1 Number of relaxed \( k \)-ary trees. Also the number of unlabeled acyclic single-source automata with \( n \) transient states on a \( k \)-letter input alphabet. The matrix consisting of these rows is given by A128249.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Relaxed ( k )-ary trees ( (r_k) )</th>
<th>OEIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>((1, 3, 16, 127, 1363, 18628, 311250, 6173791, \ldots))</td>
<td>A082161</td>
</tr>
<tr>
<td>3</td>
<td>((1, 1, 7, 139, 5711, 408354, 45605881, 7390305396, \ldots))</td>
<td>A082162</td>
</tr>
<tr>
<td>4</td>
<td>((1, 1, 15, 1000, 189035, 79278446, 63263422646, 86493299281972, \ldots))</td>
<td>A102102</td>
</tr>
<tr>
<td>5</td>
<td>((1, 1, 31, 6631, 5470431, 12703475581, 68149976969707, \ldots))</td>
<td>—</td>
</tr>
</tbody>
</table>

In a next step, we will also state the respective recurrences for compacted \( k \)-ary trees and minimal DFAs accepting a finite language on an alphabet of size \( k \). These results generalize [7, Proposition 2.11] and [6, Proposition 5], respectively.

In a relaxed \( k \)-ary tree an internal node will be called a cherry if all its children are pointers.

### Theorem 9. A relaxed \( k \)-ary tree \( C \) is a compacted \( k \)-ary tree if and only if no internal nodes \( u, v \) have the same children in the same order. Moreover, if \( C \) is not a compacted \( k \)-ary tree there exists a pair \( (u, v) \) with identical children and \( v \) is a cherry.

**Proof.** Let us take \( C \) to be a compacted \( k \)-ary tree. Let two internal nodes \( u, v \) have the same children in the same order. This implies that the \( k \)-ary trees associated with \( u \) and \( v \) are isomorphic, which violates the definition of a compacted tree.

Conversely, let us assume that \( C \) is not a compacted tree. Therefore from the definition of a compacted tree it follows that we can find at least one pair of internal nodes \( (u, v) \) such that the \( k \)-ary trees associated with them are the same. At this point if \( v \) is a cherry then we are done. But if \( v \) is not a cherry then we take the first child of both nodes, say \( u_1 \) and \( v_1 \), respectively, and note that \( T(u_1) = T(v_1) \). Now, if \( v_1 \) is not a cherry then we can continue this process. Therefore by infinite descent we see that there has to be two nodes \( u, v \) such that \( v \) is a cherry.

In order to continue, we need the following concept. First, recall that in each horizontally \( k \)-decorated path, each step \( H \) is decorated by a marked box below. Further, each up step \( U \) corresponds to an internal node in the \( k \)-ary tree. Thus, we assign to each step \( U \) a \( k \)-tuple \((u_1, u_2, \ldots, u_k)\) corresponding to the nodes of its children. (This will help us to construct the compacted trees from the relaxed ones.) Let us define a \( C_k \)-decorated path as a horizontally decorated path with the restriction that for consecutive steps \( H^k U \) (\( k \) steps \( H \) followed by \( U \)) the \( k \)-tuple \((h_1, h_2, \ldots, h_k)\) corresponding to the labels below the \( H \) steps, we have \((h_1, h_2, \ldots, h_k) \neq (u_1, u_2, \ldots, u_k)\) for all preceding steps \( U \).
Proposition 10. There is a bijection between the number of compacted \( k \)-ary trees of size \( n \) and \( C_k \)-decorated paths of length \( kn \).

Proof. Note that the \( C_k \)-decorated paths are a subset of the horizontally \( k \)-decorated paths and the previous bijection sends the relaxed \( k \)-ary trees to horizontally \( k \)-decorated paths. The \( C_k \)-decorated paths have been constructed in this way to reinforce the condition that the relaxed trees corresponding to these decorated paths are such that the \( k \)-ary trees associated with any two arbitrary nodes can never be identical.

This allows us, again by a direct step-by-step construction, to derive the following bivariate recurrence for \( C_k \)-decorated paths; see Table 2.

Proposition 11. Let \( c_{n,m} \) denote the number of \( C_k \)-decorated paths ending at \((n,m)\). Then

\[
\begin{align*}
    c_{n,m} &= c_{n,m-1} + (m+1)c_{n-1,m} - (m-1)c_{n-k,m-1} & \text{for } 1 \leq m \leq \frac{n}{k-1}, \\
    c_{n,m} &= 0 & \text{for } m > \frac{n}{k-1}, \\
    c_{n,0} &= 1 & \text{for } n \geq 0.
\end{align*}
\]

The number of compacted \( k \)-ary trees with \( n \) internal nodes is \( c_{(k-1)n,n} \).

Table 2 Number of compacted \( k \)-ary trees, which are defined as relaxed \( k \)-ary trees with the additional constraint that each fringe subtree is unique.

<table>
<thead>
<tr>
<th>( k )</th>
<th>Compacted ( k )-ary trees ( (c_k) )</th>
<th>OEIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( (1,1,3,15,111,1119,14487,230943,4395855,\ldots) )</td>
<td>A254789</td>
</tr>
<tr>
<td>3</td>
<td>( (1,1,7,133,5299,371329,40898599,6561293893,\ldots) )</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>( (1,1,15,975,182175,75961695,6042296655,82450320955455,\ldots) )</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>( (1,1,31,6541,5373571,12458850121,6679055986471,\ldots) )</td>
<td>—</td>
</tr>
</tbody>
</table>

We have a similar recursion for the minimal DFAs over a \( k \)-ary alphabet. We use the same scheme for the bijection with the \( H \) steps having a decoration. Since we have accepting and rejecting states, the \( U \) steps are colored either red or green. We call such paths 2-coloured. Again, we summarize the first values of Table 3.

Proposition 12. Let \( b_{n,m} \) denote the number of 2-coloured horizontally decorated paths corresponding to DFAs ending in \((n,m)\). Then

\[
\begin{align*}
    b_{n,m} &= 2b_{n,m-1} + (m+1)b_{n-1,m} - m b_{n-k,m-1} & \text{for } 1 \leq m \leq \frac{n}{k-1}, \\
    b_{n,m} &= 0 & \text{for } m > \frac{n}{k-1}, \\
    b_{n,0} &= 1 & \text{for } n \geq 0.
\end{align*}
\]

The number of minimal DFAs accepting a accepting a finite language on an alphabet of size \( k \) with \( n+1 \) states is \( b_{(k-1)n,n} \).
3 Asymptotics of relaxed \( k \)-ary trees

The goal of this section is to prove our main Theorem 1 on relaxed \( k \)-ary trees. As the proof is rather technical and complex, we will begin with an overview of the main steps.

First, in Section 3.1 we transform the recurrence (1) into a new recurrence \((d_{i,j})_{i,j \geq 0}\) by changing the used steps and extracting the super-exponential and certain exponential and polynomial contributions. Second, in Section 3.2 we perform a heuristic analysis of the asymptotics of \((d_{i,j})_{i,j \geq 0}\), and guess the shape for a rigorous proof. Using this shape, we build and prove in Section 3.3 explicit sequences \((\hat{X}_{i,j})_{i,j \geq 0}\) and \((\tilde{X}_{i,j})_{i,j \geq 0}\) that satisfy the same recurrence as \((d_{i,j})_{i,j \geq 0}\) but with the equality sign replaced by the inequality signs \(\leq\) and \(\geq\), respectively. This is the most technical part in which we heavily rely on computer algebra.

Finally, in Section 3.4 we use these explicit sequences to prove inductively asymptotically tight upper and lower bounds, which yield our main theorem.

3.1 Transformation into a Dyck-like recurrence

We start from recurrence (1) and our goal is to determine the asymptotics of \(r_{(k-1)n,n}\). First, we observe that the path closest to the diagonal given by \((H^{k-1}V)^n\) has a weight \((n!)^{k-1}\) as there are \(n\) \(H\) steps at height \(0, 1, \ldots, n - 1\). All other paths will get smaller weights. Therefore, after rescaling with this weight, all paths have a weight bounded by one. Note that it is technically easier to work with the rescaling \(((k-1)n)!\), which has by Stirling’s formula the same super-exponential growth. The difference in the exponential growth is a factor \((k-1)^{(k-1)n}\), which we will take into account later in (5). Thus, we set \(\tilde{r}_{n,m} = \frac{r_{n,m}}{(k-1)n)!}\) and get the new recurrence

\[
\tilde{r}_{n,m} = \frac{m + 1}{n} \tilde{r}_{n-1,m} + \tilde{r}_{n,m-1}, \quad m \leq \frac{n}{k-1}.
\]

Next, as we are interested in the asymptotics of \(\tilde{r}_{(k-1)n,n}\), we will transform this recurrence from North and East steps, to Dyck-like up and down steps. For this purpose, we define the new variables

\[
\begin{align*}
i &= n + m, \\j &= n - (k-1)m,
\end{align*}
\]

equivalently

\[
\begin{align*}
n &= \frac{(k-1)i+j}{k}, \\m &= \frac{i-j}{k}.
\end{align*}
\]

The idea behind this choice, is that \(i\) tracks the length of the walk, i.e., the number of steps, and \(j\) the distance to the diagonal. By this choice, we have \(i,j \geq 0\). This gives the following generalized Dyck-like recurrence:

\[
d_{i,j} = \tilde{U}(i,j)d_{i-1,j-1} + d_{i-1,j+k-1}, \quad i > 0, j \geq 0,
\]

with the initial condition \(d_{0,0} = 1\) and the weight \(\tilde{U}(i,j) = \frac{i-j+k}{(k-1)i+j}\). Thus, we have the new steps \((1,1)\) and \((1,-k+1)\). This is a simple directed lattice path model with space-dependent

<table>
<thead>
<tr>
<th>(k)</th>
<th>DFA ((m_k))</th>
<th>OEIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>((1, 1, 6, 60, 900, 18480, 487560, \ldots))</td>
<td>A331120</td>
</tr>
<tr>
<td>3</td>
<td>((1, 1, 14, 532, 42644, 6011320, 1330452032, \ldots))</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>((1, 1, 30, 3900, 1460700, 1220162880, \ldots))</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>((1, 1, 62, 26164, 43023908, 199596500056, \ldots))</td>
<td>—</td>
</tr>
</tbody>
</table>
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weights. Note that as the change in the \( x \)-direction is one unit per step, a path of length \( n \) consists of \( n \) steps, and it suffices therefore to track the current altitude. Therefore, from now on we consider only the changes in the \( y \)-direction, which we call jumps \(+1\) and \( -(k-1)\).

Let us now look at the drift of this new model. For now, we assume that \( i \) is large and that \( j = o(i) \). The drift \( \delta(i, j) \) at a point \((i, j)\) is defined as the expected next jump size when leaving \((i, j)\). Therefore, at \((i, j)\) the jump \(+1\) gets weight \( U(i, j = 1) \) and the jump \(-(k-1)\) weight 1 for \( j \geq k - 1 \) and 0 otherwise. Hence, we get that \( \delta(i, j) = 1 \) for \( 0 \leq j \leq k - 2 \) and

\[
\tilde{\delta}(i, j) = \frac{i - j + k}{(k-1)(i+1) + 1} - (k-1) = -\frac{k(k-2)}{k-1} + O\left(\frac{1}{i}\right), \quad \text{for} \ j > k - 2.
\]

Note that in the binary case \( (k = 2) \), the first term is zero and therefore the drift is converging to zero for large \( i \). However, in the general case the drift is negative for large \( i \). But we can define the following transformation to achieve the same behavior: \( d_{i,j} = (k-1)^{2n} \tilde{d}_{i,j} \) where \( n = \frac{(k-1)i + j}{k} \). This gives the final Dyck-like recurrence

\[
d_{i,j} = U(i, j) d_{i-1,j-1} + d_{i-1,j+k-1}, \quad i > 0, j \geq 0,
\]

with the initial condition \( d_{0,0} = 1 \) and the following weight for the up step

\[
U(i, j) = \frac{(k-1)^2(i - j + k)}{(k-1)i + j} = (k-1) \left(1 - \frac{k(j-k+1)}{(k-1)i + j}\right).
\]

The drift \( \delta(i, j) \) in this model is again \( \delta(i, j) = 1 \) for \( 0 \leq j \leq k - 2 \) but now we have

\[
\delta(i, j) = -\frac{k(k-1)(j-k+2)}{k(i+1) - i + j} = -\frac{k(j-k+2)}{i} + O\left(\frac{1}{i^2}\right), \quad \text{for} \ j > k - 2,
\]

and therefore converges to zero. In this final model (3), we are interested in \( d_{kn,0} \) since

\[
r_{(k-1)n,n} = ((k-1)n)! r_{(k-1)n,n} = ((k-1)n)! d_{kn,0} = \frac{((k-1)n)!}{(k-1)^{2n} k^{n}} d_{kn,0}
\]

\[
\sim \sqrt{k-1} (2\pi)^{1-k/2} \left(\frac{n!}{(k-1)^{k-1}}\right)^{1-k/2} d_{kn,0},
\]

where the last equality follows by Stirling’s formula.

### 3.2 Heuristic analysis

In the next step, we will now heuristically analyze the recurrence (3). Inspired by the binary case and numerical experiments, we use the ansatz

\[
d_{i,j} = h(i)f \left(\frac{j + 1}{i^{1/3}}\right).
\]

The function \( h(i) \) captures a macroscopic amplitude that is independent of \( j \), while the function \( f(x) \) captures the local behavior around the origin. The rescaling by \( i^{1/3} \) is motivated by an analogy to pushed Dyck path and the binary case [7].

Substituting this ansatz into the recurrence (3) and reordering we get

\[
\frac{h(i)}{h(i - 1)} = \frac{U(i, j) f \left(\frac{j + 1}{(i - 1)^{1/3}}\right) + f \left(\frac{j + k}{(i - 1)^{1/3}}\right)}{f \left(\frac{j + k}{i^{1/3}}\right)}.
\]
As the left-hand side is independent of \( j \), for large \( i \) both sides should have an expansion in \( i \) with whose coefficients are independent of \( j \). Let us now zoom into the region \( i^{1/3} \) by binding the variables \( i \) and \( j \) using the transformation \( j = x i^{1/3} + 1 \). This gives

\[
\frac{h(i)}{h(i-1)} = U(i, x i^{1/3} + 1) f \left( \frac{x i^{1/3} + 1}{(i-1)^{1/3}} \right) + f \left( \frac{x^{1/3} i^{1/3} + k + 1}{(i-1)^{1/3}} \right). \tag{7}
\]

Assuming now that \( f(x) \) has a convergent Taylor series expansion around \( x \), we get

\[
\frac{h(i)}{h(i-1)} = k + k \frac{(k-1) f''(x) - 2x f(x)}{2 f(x)} i^{-2/3} + O(i^{-1}).
\]

Hence, in order to be consistent, the left-hand side needs to have an expansion in decreasing powers of \( i^{1/3} \). In particular, it starts like

\[
\frac{h(i)}{h(i-1)} = k + c i^{-2/3} + O(i^{-1}),
\]

for a constant \( c \in \mathbb{R} \). Comparing coefficients, we see that \( f(x) \) has to satisfy the differential equation

\[
f''(x) = \frac{2(kx + c)}{k(k-1)} f(x).
\]

This differential equation is, as in the binary case, solved by the Airy functions of the first and second kind. Due to the combinatorial nature of the problem, we require \( f(x) \geq 0 \) for \( x \geq 0 \) as well as \( \lim_{x \to \infty} f(x) = 0 \). Therefore, we get up to a multiplicative constant the following solution

\[
f(x) = A \left( \frac{2^{1/3} (kx + c)}{k(k-1)^{1/3}} \right).
\]

Now, note that due the boundary conditions \( d_{n,-1} = 0 \) we must have \( f(0) = 0 \). Together, with \( f(x) \geq 0 \) for \( x \geq 0 \), this means that the argument of the Airy function must evaluate to the largest zero \( a_1 \approx -2.338 \) of \( A \). Therefore

\[
c = \frac{k(k-1)^{1/3}}{2^{1/3} a_1}
\]

and

\[
f(x) = A \left( a_1 + B x \right), \quad \text{where} \quad B = \left( \frac{2}{k-1} \right)^{1/3}.
\]

In order to capture the polynomial term, we need to use a more general ansatz than (6) that includes a second function \( g(x) \) capturing the scale of order \( i^{-1/3} \). In particular, we use

\[
d_{i,j} = h(i) \left( f \left( \frac{j + 1}{i^{1/3}} \right) + g \left( \frac{j + 1}{i^{1/3}} \right) \right). \tag{8}
\]

Note that the function \( g(x) \) will influence the terms starting from order \( i^{-1} \) in (7). Analogous computations as performed above for \( f(x) \) lead us to the ansatz

\[
g(x) = - \left( \frac{(k+2) x^2}{6(k-1)} + \frac{2^{2/3} a_1(k-2)x}{6(k-1)^{2/3}} \right) f(x).
\]
3.3 Explicit bounds

All these heuristic arguments above guide us to the following two results. These generalize [7, Lemmas 4.2 and 4.4], whose results are recovered by setting \( k = 2 \). The proofs are analogous to [4,7]; for the details we refer to the accompanying Maple worksheet. In particular, this shows that the method developed in [7] is powerful enough to analyze bivariate recurrences that include parameters.

\[ \textbf{Lemma 13.} \] Let \( k \geq 2 \) be an integer and \( B = \left( \frac{2}{k-1} \right)^{1/3} \). For all \( i, j \geq 0 \) let

\[
\tilde{X}_{i,j} := \left( 1 - \frac{2^{2/3}a_1(k-2)}{6(k-1)^{2/3}i^{2/3}} \frac{j}{i} - \frac{k+2}{6(k-1)} \frac{j^2}{i^2} + \frac{7k-11}{6k} \frac{j}{i} \right) \tilde{A}_i + \left( \frac{a_1^2(k-2)^2B^4}{7^2} \frac{j^2}{i^{2/3}} + \frac{a_1(k^2-4)^2B^5}{7^2} \frac{j^3}{i^{5/3}} + \frac{1}{i^{7/6}} \right) \tilde{A}_i
\]

\[
\tilde{s}_i := k \left( 1 + \frac{a_1}{B_i^{2/3}} + \frac{7k-6}{6i} \frac{j}{i} \right) \tilde{A}_i
\]

Then, for any \( \varepsilon > 0 \), there exists an \( \tilde{i}_0 \) such that

\[
\tilde{X}_{i,j} \tilde{s}_i \leq U(i,j) \tilde{X}_{i-1,j+1} + \tilde{X}_{i-1,j-1}
\]

for all \( i \geq \tilde{i}_0 \) and for all \( 0 \leq j < i^{2/3-\varepsilon} \), where \( U(i,j) \) is defined in (4).

\[ \textbf{Lemma 14.} \] Let \( k \geq 2 \) be an integer and \( B = \left( \frac{2}{k-1} \right)^{1/3} \). Choose \( \eta > \frac{(k+2)^2}{(2(k-1))^2} \) fixed and for all \( i, j \geq 0 \) let

\[
\tilde{X}_{i,j} := \left( 1 - \frac{2^{2/3}a_1(k-2)}{6(k-1)^{2/3}i^{2/3}} \frac{j}{i} - \frac{k+2}{6(k-1)} \frac{j^2}{i^2} + \frac{7k-11}{6k} \frac{j}{i} \right) \tilde{A}_i + \left( \frac{a_1^2(k-2)^2B^4}{7^2} \frac{j^2}{i^{2/3}} + \frac{a_1(k^2-4)^2B^5}{7^2} \frac{j^3}{i^{5/3}} + \frac{\eta m^4}{i^{7/6}} \right) \tilde{A}_i
\]

\[
\tilde{s}_i := k \left( 1 + \frac{a_1}{B_i^{2/3}} + \frac{7k-6}{6i} \frac{j}{i} + \frac{1}{i^{7/6}} \right) \tilde{A}_i
\]

Then, for any \( \varepsilon > 0 \), there exists an \( \tilde{i}_0 \) such that

\[
\tilde{X}_{i,j} \tilde{s}_i \geq U(i,j) \tilde{X}_{i-1,j+1} + \tilde{X}_{i-1,j-1}
\]

for all \( i \geq \tilde{i}_0 \) and for all \( 0 \leq j < i^{1+\varepsilon} \), where \( U(i,j) \) is defined in (4).

Note that in the binary case \( k = 2 \), many terms in the previous Lemmas 13 and 14 are zero. These terms do not affect the final asymptotics, but they are needed for the proof using generalized Newton polygons. In particular, they allow to set certain points on the convex hull to zero, which then leads to the same behavior as in the binary case. For this reason, the technical proofs follow nearly verbatim the binary ones and we omit them in this extended abstract and refer to [7] and the accompanying Maple worksheet.

These explicit recurrences that satisfy the recurrence (3) with \( = \) replaced by \( \leq \) and \( \geq \), are the key ingredient to prove our main theorem.
3.4 Proof of Theorem 1 on relaxed k-ary trees

We start with the lower bound. First, we define a sequence $X_{i,j} := \max\{X_{i,j}, 0\}$ which satisfies the inequality of Lemma 13 for all $j \leq \frac{1}{k1}$. Note that the factor of the Airy function $Ai$ becomes negative for large $j$. Then, we define an explicit sequence $\tilde{h}_i := \tilde{s}_i \tilde{h}_{i-1}$ for $i > 0$ and $\tilde{h}_0 = \tilde{s}_0$. Using this we can prove by induction that $d_{i,j} \geq C_0 \tilde{h}_i X_{i,j}$ for some constant $C_0 > 0$ and all $i \geq \tilde{i}_n$ and all $0 \leq j \leq \frac{1}{k1/2}$. Therefore,

$$d_{kn,0} \geq C_0 \tilde{h}_{kn} X_{kn,0} \geq C_0 \left( \prod_{s=1}^{kn} k \left( 1 + \frac{a_1}{B \iota^{2/3} + \frac{7k - 6}{6i}} + \frac{1}{\iota^{1/6}} \right) \right) \frac{a_1 + \frac{B}{(kn)^{1/3}}}{n^{2kn-n/6}}. \quad (9)$$

Finally, combining this with (5) we get the lower bound.

We continue with the upper bound, whose proof is similar, yet more technical. The starting point is Proposition 14 and, as in the lower bound, a function $X_{i,j}$ that is valid for all $0 \leq j \leq \frac{1}{k1/2}$. For this purpose we define as in the binary case [7] a sequence $\tilde{d}_{i,j}$ depending on some large integer parameter $I > 0$ such that

$$\tilde{d}_{i,j} := \begin{cases} d_{i,j} & \text{for } 0 \leq j \leq i^{3/4} \text{ and } i > I, \\ 0 & \text{otherwise.} \end{cases} \quad (10)$$

The missing key step is now to show that $d_{kn,0} = O(\tilde{d}_{kn,0})$. Combining this with the analogous computations performed for the lower bound above we get

$$\tilde{d}_{kn,0} \leq \tilde{C}_1 k\ln(e^{3a_1}(kn)^{1/3}/B) n^{3kn-n/6}.$$

To complete the prove we show $d_{kn,0} \leq 2\tilde{d}_{kn,0}$ using lattice path theory and computer algebra. We start from Equation (3) of $d_{i,j}$, which we interpret as a recurrence counting lattice paths. They are composed of steps $(1, 1)$ weighted by $U(i, j)$ and $(1, -k + 1)$ weighted by $1$ when the respective step ends at $(i, j)$. The total weight of a path is the product of its weights. Now, we are interested in the paths never crossing $y = 0$ and ending at $(kn, 0)$. Let now $p_{r,k,\text{kn}}$ be the number of such paths starting at $(r, s)$ and ending at $(kn, 0)$. From (3) we directly get

$$p_{r,s,\text{kn}} = \frac{(k - 1)^2(r - s + k)}{(k - 1)(r + 1) + s + 1} p_{r+1,s+1,\text{kn}} + p_{r+1,s-k+1,\text{kn}},$$

with $p_{r,1,\text{kn}} = 0$ and $p_{r,\text{kn},\text{kn}} = \delta_{s,0}$, where the factor is $U(r + 1, s + 1)$.

Now, we are able to show that

$$\frac{p_{r,s_1,\text{kn}}}{s_1 + 1} \geq \frac{p_{r,s_2,\text{kn}}}{s_2 + 1}, \quad (11)$$

for integers $0 \leq s_1 < s_2 \leq r \leq \text{kn}$ such that $k \mid s_2 - s_1$. The proof is completely elementary and uses reverse induction on $r$ starting from $r = \text{kn}$. We refer to our accompanying Maple worksheet.

Finally, from (11) we directly get

$$p_{r,s,\text{kn}} \leq (ky + 1)p_{r,0,\text{kn}}. \quad (12)$$

This allows to prove the following generalization of [7, Lemma 4.6] whose proof follows exactly the same lines and we omit it here. For the following statement, recall that $d_{i,j}$ is the weighted number of paths ending at $(i, j)$. Let $\tilde{d}_{i,j}$ be the number of these paths such that no intermediate point $(kx, ky)$ on the path satisfies $x > x^{1/4}$ and $y > x^{3/4}$.
Asymptotics of Relaxed $k$-Ary Trees

Lemma 15. For all $\varepsilon > 0$ there exists a constant $I_\varepsilon > 0$ that acts as the parameter $I$ in the definition of $d_{i,j}$ in (10), such that $d_{k,n,0} \leq (1 + \varepsilon)\tilde{d}_{kn,0}$ for all $n > 0$.

Proof. As in the binary case, we first rewrite the claimed inequality into $1 - \frac{d_{kn,0}}{d_{k,n,0}} \leq \frac{\varepsilon}{1 + \varepsilon}$. The left-hand side here represents the proportion of walks that pass through at least one point $(kx, ky)$ such that $x > I_\varepsilon$ and $y > x^{3/4}$. Let $s_{x,y,n}$ be the proportion of such walks that pass through one fixed such point:

$$s_{x,y,n} = \frac{d_{kx,ky}p_{kx,ky,kn}}{d_{kn,0}}.$$  

The idea is that the sum of these values over all violating points $x, y$ is of course an upper bound for our claim. So we want to prove that this sum is very small for large $x$.

By (12) combined with the fact that $s_{x,y,n} \leq 1$, we get

$$s_{x,y,n} \leq \frac{(ky+1)p_{kx,0,kn}d_{kx,ky}}{d_{kn,0}s_{x,0,n}} = (ky + 1)\frac{d_{kx,ky}}{d_{kx,0}} \leq \frac{ky + 1}{C_1k^{kx}e^{\lambda_1(kx)k/3/B_x}} \frac{1}{x} \frac{kx}{x+y} (k-1)(k-1)x+y \left(\frac{kx}{x+y}\right)$$

where we also used the lower bound (9) for $d_{kz,0}$ and the crude bound $d_{kx,ky} \leq (k-1)(k-1)x+y \left(\frac{kx}{x+y}\right)$. The latter holds, as we may bound non-negative paths ending at $(kx, ky)$ by unconstrained paths with weights $(k-1)$ for the up step $(1,1)$ and 1 for down step $(1,-k+1)$, since $U(i,j) \leq k-1$ for all $i,j \geq 0$. Now this last expression is completely explicit, and for large $x$ one can see that it is of order $\Theta(e^{-x^{1/2}})$. Now, the proof of the binary case follows verbatim and the claim follows.

Finally, this proves $d_{kn,0} \leq 2\tilde{d}_{kn,0}$ and ends the proof of our main Theorem 1.

4 Conclusion and Outlook

The aim of this paper was to show that the method from [7] developed for the asymptotics of compacted binary trees can be applied to more general recurrences. Previously, in [4] we showed how to handle more general weights including an integer parameter, while in this paper we generalized the used steps. Instead of steps $(1,1)$ and $(1,-1)$ of Dyck type we studied a recurrence with larger steps given by $(1,k-1)$ and $(1,-1)$, for an arbitrary fixed positive integer $k$. In particular, we proved in Theorem 1 that in the class of relaxed $k$-ary trees the phenomenon of a stretched exponential appears for any integer $k \geq 2$.

In the long version, we will also prove the generalizations from the binary to the $k$-ary case for compacted trees and minimal deterministic finite automata accepting a finite language on an alphabet of size $k$ for which we showed in Propositions 11 and 12 that their respective recurrences have similar shapes. We expect that the phenomenon of a stretched exponential persists also in these cases. In general, the presented method can be applied to more general cases including several parameters in the weights and also recurrences with more than two steps.

Another research direction is to generalize the previously studied relaxed binary trees of bounded right height [9] to the $k$-ary case. In the binary case, this class has been proved to be D-finite using exponential generating function methods. In the $k$-ary case, a similar rescaling, as we used in Section 3.1 by $n!^{k-1}$ should allow to analyze this class using generalized exponential functions of the type $\sum_{n \geq 0} a_n \frac{n^r}{(n!)^r}$. This class is also interesting, since the binary case has rich combinatorial properties, such as bijection and closed-form enumeration formulas [17], which are also worth to investigate in the $k$-ary case.
References


Matching Algorithms in the Sparse Stochastic Block Model

Anna Brandenberger
Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA, USA

Byron Chin
Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA, USA

Nathan S. Sheffield
Massachusetts Institute of Technology, Cambridge, MA, USA

Divya Shyamal
Massachusetts Institute of Technology, Cambridge, MA, USA

Abstract
In sparse Erdős–Rényi graphs, it is known that a linear-time algorithm of Karp and Sipser achieves near-optimal matching sizes asymptotically almost surely, giving a law-of-large numbers for the matching numbers of such graphs in terms of solutions to an ODE [9]. We provide an extension of this analysis, identifying broad ranges of stochastic block model parameters for which the Karp–Sipser algorithm achieves near-optimal matching sizes, but demonstrating that it cannot perform optimally on general stochastic block model instances. We also consider the problem of constructing a matching online, in which the vertices of one half of a bipartite stochastic block model arrive one-at-a-time, and must be matched as they arrive. We show that, when the expected degrees in all communities are equal, the competitive ratio lower bound of 0.837 found by Mastin and Jaillet for the Erdős–Rényi case [14] is achieved by a simple greedy algorithm, and this competitive ratio is optimal. We then propose and analyze a linear-time online matching algorithm with better performance in general stochastic block models.

2012 ACM Subject Classification
Theory of computation → Graph algorithms analysis

Keywords and phrases
Matching Algorithms, Online Matching, Stochastic Block Model

Digital Object Identifier
10.4230/LIPIcs.AofA.2024.16

Related Version
Extended Version: https://doi.org/10.48550/arXiv.2403.02140

Acknowledgements
We thank Elchanan Mossel for suggesting the problem, and David Jerison for helpful comments.

1 Introduction
Real-life allocation problems, particularly those related to the display of ads in search engine results, have motivated a substantial line of research investigating the problem of online matching in random graphs. Most prior work on this problem assumes the vertices on one side of a bipartite graph are drawn i.i.d. from an adversarially-chosen distribution. In that setting, upper bounds on the competitive ratio are known [13]. However, in Erdős–Rényi graphs, it is possible to exceed these bounds [14]. One might therefore hope that graphs arising in nature tend to permit better online matching algorithms than adversarial distributions. In this work, we consider matching problems in the stochastic block model, in which vertices belong to one of a constant number of classes, and the probability of an edge between two vertices depends only on their classes. This is a broad class of structured distributions on graphs, which includes the Erdős–Rényi model as a special case. In stochastic block models,
neither the optimal online matching algorithm nor the (offline) matching number are known. We make progress on both of these questions, finding expressions for the matching number in a number of regimes, and proposing and analyzing several heuristics for online matching.

1.1 Preliminaries

The idea of a population divided into a fixed number of distinct but internally-homogeneous groups is captured by the stochastic block model, first proposed by Holland et. al. to model social networks [6].

Definition 1 (Stochastic block model). For fixed $q$, consider $q$ disjoint sets of vertices (classes) $S_1, \ldots, S_q$, and a symmetric probability matrix associating a value $p_{ij} \in [0, 1]$ to each pair $i, j$ of classes. Given these parameters, the associated stochastic block model is the distribution over graphs obtained by including each edge $(u, v)$ independently with probability $p_{\sigma_u \sigma_v}$, where $\sigma_u$ and $\sigma_v$ are the classes to which $u$ and $v$, respectively, belong.

If $q = 1$, we recover the Erdős–Rényi graph $G(n, p)$ on $n$ vertices with edge probability $p$. If $q = 2$, where each class has $n$ vertices and $p_{12} = p$, $p_{11} = p_{22} = 0$, we recover the bipartite Erdős–Rényi graph $G(n, n, p)$.

We are interested in the number of vertices in a maximum-cardinality matching on a graph drawn from this distribution, which we call the matching number. We are also interested in the problem of constructing a matching online.

Definition 2 (Online bipartite matching problem). Given a bipartite stochastic block model, we can define an associated online matching problem. An algorithm is given the classes of $n$ right vertices, and knows a distribution over the left classes. For each of $n$ time-steps, a new left-node is revealed (a left label is drawn from the distribution, and coins are flipped according to the block model probabilities to determine which edges it has to the right vertices) – the algorithm then decides which, if any, of these edges to add to $M$. Once it has made this decision, it is never allowed to revisit that vertex.

The most interesting range of stochastic block model parameters turns out to be the sparse regime, when all probabilities $p_{ij}$ are $\Theta(1/n)$. When $p_{ij}$ grows faster than $1/n$, as $n$ grows to infinity the graph becomes dense enough such that with high probability, there is a near perfect matching between $S_i$ and $S_j$. On the other hand, when $p_{ij}$ grows slower than $1/n$, the graph becomes so sparse that we can include almost every edge in $M$. Therefore, we consider the regime in which $p_{ij} = c_{ij}/n$ for some constants $c_{ij}$.

1.2 Background

In 1981, Karp and Sipser demonstrated that a simple linear-time heuristic achieves matchings within $o(n)$ of the true matching number of Erdős–Rényi graphs with high probability [9]. By associating the performance of that algorithm with a Markov chain and examining the limiting differential equation, they were able to prove a law of large numbers on the matching number of such graphs. In 1998, Frieze, Pittel, and Aronson improved the error estimate of the Karp–Sipser algorithm in Erdős–Rényi graphs from $o(n)$ to $n^{1/5+o(1)}$ [1]. In 2011, Bohman and Frieze extended analysis of the Karp–Sipser algorithm to the model of graphs drawn uniformly over a fixed degree sequence, showing that a log concavity condition is sufficient for the algorithm to find near-perfect matchings in such graphs [2]. Because of its simplicity, the Karp–Sipser algorithm has also received attention as a practical method for data reduction; some recent work investigates efficient implementations [11, 12].
The online bipartite matching problem was first introduced by Karp, Vazirani and Vazirani in 1990; they achieved a tight $1 - 1/e$ competitive ratio on worst-case inputs [10]. In 2009, Feldman et. al. showed when the left vertices are instead drawn from an arbitrary known distribution, with integral expected arrival rates, it is possible to get a competitive ratio strictly better than $1 - 1/e$ [5]. For arbitrary distributions, the best known algorithm achieves competitive ratio 0.716, and there is an upper bound of 0.823 [8, 13]. There has also been work considering algorithms for specific left vertex distributions. Mastin and Jaillet found that in $G(n, n, p)$, the random bipartite graph where all edges are independent and equally likely to exist, all greedy algorithms achieve competitive ratio at least 0.837 – they conjectured that this lower bound is optimal, but were unable to compute the matching number [14]. Sentenac et. al. studied the problem in the 1-dimensional geometric model, where they found expressions for both the matching number and the performance of a particular online heuristic [16]. To the best of our knowledge, the only previous work that considers the stochastic block model is by Soprano-Loto et. al., who consider the regime where the graph is dense (i.e. all probabilities are constants not depending on $n$), and characterize when it is possible to achieve an asymptotically near-perfect matching [17].

1.3 Main Contributions

We show that the Karp–Sipser algorithm achieves near-optimal matchings for probability matrices $p_{ij}$ satisfying any of the following conditions. However, the algorithm does not achieve near-optimal matchings in general stochastic block models.

- **Equitable:** We call a stochastic block model “equitable” if each vertex has the same expected degree, i.e., for every $i$, $\sum_j p_{ij} |S_j| = \sum_j c_{ij} |S_j| / n = c$ for some constant $c$. We show that the asymptotic matching number for any such graph is $\alpha n + o(n)$ where $\alpha$ is an explicit constant. See Theorem 5 for the full statement.

- **Sub-Critical:** When $\sum_j c_{ij} |S_j| / n < e$ for all $i$, we show that the model is in a sub-critical regime similar to the one found for Erdős–Rényi graphs. We show that the asymptotic matching number converges to the solution of an explicit ODE, see Theorem 9.

- **Bipartite Erdős–Rényi:** We also determine, in terms of the solution of an explicit ODE, the asymptotic matching number of $G(kn, n, c/n)$, the bipartite graph with part sizes $kn$ and $n$ and independent edge probability $c/n$; see Lemma 13. This case is of particular interest as a simple example for which usual arguments about the Karp–Sipser algorithm fail.

With regards to the online matching problem, we will first show that a simple strategy, GREEDY, of matching to uniform random neighbors achieves the optimal 0.837 competitive ratio in any equitable model. We then propose the more sophisticated heuristic, SHORTSIGHTED, of preferring the available class that maximizes the probability of finding a match on the next step. While SHORTSIGHTED performs extremely close to the online optimal in experiments, we are able to show analytically that it is not an asymptotically optimal algorithm in general.

2 Analysis of the Karp–Sipser Algorithm for Offline Matching

2.1 Karp–Sipser Algorithm and Outline of Analysis

Karp and Sipser proposed the following greedy algorithm: whenever there exists a vertex of degree 1 in the graph, choose one uniformly at random, add its edge to the matching, and remove the vertex and its neighbor from the graph. When there are no degree 1 vertices, instead choose a uniform random edge to add to the matching, removing both of its incident vertices from the graph.
When there exist degree 1 vertices it is always “safe” to add their edges in the sense that there exists an optimal matching which includes these edges. Therefore, any “mistakes” the algorithm makes can only happen after the first time the graph no longer contains any degree 1 vertices (we call the steps before this **Phase 1**, and the steps after this **Phase 2**). The analysis of this algorithm in the Erdős–Rényi graph setting proceeds as follows [9, 1]:

1. Conditioned on the state of a Markov process on small tuples of integers, the graph maintains a simple distribution law even after several steps of the algorithm.

2. Estimating transition probabilities from the degree distribution, we can appeal to known approximation theorems to conclude that the Markov process stays close to the solution of a corresponding ODE as \( n \to \infty \) with high probability.

3. In Phase 2 of the algorithm, it is very likely that the algorithm finds a near-perfect matching on the remaining graph. Since the algorithm makes only optimal decisions in Phase 1, this means that overall it finds a matching within \( o(n) \) vertices of the true optimal value, and so the matching number of the graph is described by solutions to the ODE from step 2.

We apply steps analogous to 1 and 2 in the general stochastic block model. On the other hand, we find that step 3 does not always hold – that is, there exist stochastic block models in which Phase 2 does not find a near-perfect matching. We list some interesting cases in which we can show Phase 2 does find a near-perfect matching, and give an example where a precise analysis is possible even when it does not.

### 2.2 Convergence of Phase 1 Transitions to Continuous Approximation

In Appendix A, we show that to an observer tracking only the following values for all class labels \( i, j \): the number \( E_{ij} \) of \( j \)-type half-edges (i.e. edges whose other endpoint lies in class \( j \)) incident to label-\( i \) vertices, the number \( T_i \) of label-\( i \) vertices of degree exactly 1 (the “thin” vertices), and the number \( F_i \) of label-\( i \) vertices of degree at least 2 (the “fat” vertices), the system follows a Markov chain, whose transition probabilities we determine from the limiting distribution of degrees in the block model. Letting \( \bar{E}_{ij} = \frac{E_{ij}}{n} \), \( \bar{F}_i = \frac{F_i}{n} \), and \( \bar{T}_i = \frac{T_i}{n} \), where \( n \) is the total number of vertices in the original graph, this analysis gives

\[
\begin{align*}
E[\Delta \bar{E}_{ij}] &= -\omega_{ij} - \omega_{ji} - \sum_i \omega_i \delta_{ij} - \sum_j \omega_j \delta_{ji}, \\
E[\Delta \bar{F}_i] &= -\frac{n}{\sum_i \omega_i} \left( \frac{\bar{E}_{ij}}{n} \right) - \sum_j \sum_i \omega_{ji} \delta_{ii} \theta_i, \\
E[\Delta \bar{T}_i] &= -\frac{n}{\sum_i \omega_i} \left( \frac{\bar{E}_{ij}}{n} \right) - \sum_j \sum_i \omega_{ji} \delta_{ii} \left( \frac{\bar{E}_{ji}}{n} \right),
\end{align*}
\]

where \( h_i = \sum_i E_{ii} \), \( \omega_{ij} = \frac{T_i}{\sum_i T_i} \cdot \frac{E_{ij}}{E_i} \), \( \delta_{ij} = \frac{h_i - T_i}{h_i} \cdot \frac{1 - e^{-\lambda_i}}{1 - e^{-\lambda_i}} \cdot \frac{E_{ij}}{E_i} \), and \( \theta_i = \frac{h_i - T_i}{h_i} \cdot \frac{e^{\lambda_i} - 1}{e^{\lambda_i}}\), for \( \lambda_i \) a solution to \( \frac{\lambda_i (e^{\lambda_i} - 1)}{1 - e^{\lambda_i}} = \frac{h_i - T_i}{T_i} \). These values come from our degree distribution estimates in Appendix A, where \( h_i \) is the total number of half-edges attached to class \( i \), \( \omega_{ij} \) is the probability that a random degree-1 vertex is in class \( i \) and has neighbour in class \( j \), \( \delta_{ij} \) is the expected number of (additional) \( j \)-type half edges shared by the endpoint of a random class-\( i \) half-edge, and \( \theta_i \) is the probability that a random class-\( i \) half-edge is incident to a degree-2 vertex.

This is a process that takes order \( n \) time steps, and where the expected change at each time step scales like \( \frac{1}{n} \). Informally, we can observe that in the limit of \( n \), the many small steps should average out and produce a process evolving according to their expectations; this suggests looking at the following system of equations:
the Karp–Sipser algorithm achieves within total number of unmatched isolated vertices created in Phase 1 of the Karp–Sipser algorithm model is \( n \) with high probability at most \( \tau \) (this is formally justified in Appendix B). This implies the following:

Lemma 3. If \( Y(t) = \{ \tilde{E}_{ij}, \tilde{F}_i, \tilde{T}_i \} \) is a solution to the above ODE, with high probability the total number of unmatched isolated vertices created in Phase 1 of the Karp–Sipser algorithm is \( n (1 - 2\tau - \sum_j \tilde{F}_i(\tau)) + o(n) \), where \( \tau \) is the first time such that \( \tilde{T}_i(\tau) = 0 \) for all \( i \).

In the Erdős–Rényi case, studying Phase 2 of the Karp–Sipser algorithm reveals that with high probability at most \( o(n) \) unmatched isolated vertices are created, meaning that the algorithm is asymptotically optimal, and that the matching number is \( n (2\tau + \tilde{F}_i(\tau)) + o(n) \) with high probability. However, this analysis turns out not to work for general stochastic block model instances. We first illustrate a few examples (namely the equitable and sub-critical cases) where, with a little bit of work, we can prove similar results; then, we examine where the algorithm fails.

2.3 Equitable Case

Definition 4. We call stochastic block model parameters equitable if there is some constant \( c \) such that for all classes \( i \), \( \sum_j c_{ij} S_j / n = c \).

In other words, although the edge density in some parts of the graph may be higher than other parts, the expected degree of every vertex is \( c \) regardless of what label class it belongs to. In these cases, we show that not only does the Karp–Sipser algorithm construct an asymptotically-optimal matching, but that the matching size it constructs is asymptotically the same as the matching number of the Erdős–Rényi graph \( G(n, c/n) \). The intuition behind this claim is that, despite the nontrivial correlation between the edges of the graph, we expect the degree distributions to look the same everywhere. The crucial point we need to justify to make this intuition precise is that the degree distributions necessarily remain close to equal across classes, given that they start that way.

Theorem 5. With high probability, the matching number of an equitable stochastic block model is \( (1 - \frac{2\tau + x}{2} - \frac{2\tau + x}{2}) n + o(n) \), where \( x \) is the smallest solution to \( x = ce^{-ce^{-x}} \), and the Karp–Sipser algorithm achieves within \( o(n) \) of this value.

The theorem is proven with the help of the following three lemmas.
Lemma 6. Given an equitable stochastic block model, after Phase 1 of the Karp–Sipser algorithm, with high probability for every $i$, $F_i$ (number of vertices of degree at least 2; note that this is the same as total number of vertices because at the end of Phase 1 there are no vertices of degree 1) and $h_i$ (total number of incident edges) differ by at most $o(n)$ from the corresponding values in $G(n, \frac{\epsilon}{n})$.

Proof. This follows directly from our application of Wormald’s theorem. Observe that $(\frac{h_i(t)}{S_i}, \frac{F_i(t)}{S_i}, \frac{T_i(t)}{S_i})$ satisfy a symmetric system of equations, and have a symmetric initial condition, so the symmetry will be preserved by a solution. Since Wormald’s theorem guarantees that with high probability the result of Phase 1 differs by at most $o(n)$ from a solution to this ODE, we have the desired statement.

Lemma 7. Fix a constant $\epsilon > 0$, and suppose, at the start of Phase 2 of the Karp–Sipser algorithm, the values of $F_i/S_i$ and $h_i/S_i$ each differ by at most $o(n)$ between classes. If the Karp–Sipser algorithm is run until some class has average degree less than $2 + \epsilon$, with high probability at most $o(n)$ isolated vertices will have been produced since the start of Phase 2, and all classes will have average degree $2 + \epsilon + o(1)$.

Proof. In the regime where the average degree $h_i/F_i > 2 + \epsilon$ for all classes $i$, we want to argue that the number of steps between the times when the graph is free of thin vertices is small, so that by bunching those runs of degree-1 stripping together we can again control the evolution by an ODE. The following is a high-level treatment of the argument; formal justification from Wormald’s theorem is given in Appendix B:

When we first remove a random edge, this may create some vertices of degree 1. In removing those, we may create more vertices of degree 1. In general, the expected number of new degree-1 vertices created when a degree-1 vertex of class $i$ is removed is $\sum_j \frac{F_j}{S_j} \delta_i \delta_j \leq (\max_i \delta_i) (\max_j \theta_j)$, where $\delta_i$ is the expected number of half-edges sharing a vertex with a random class-$i$ half-edge, and $\theta_j$ is the probability that a random class-$i$ half-edge is attached to a degree-2 vertex. Now, when we have that the average degree in each class is at least $2 + \epsilon$, and that the difference in average degree between any pair of classes $i$ and $j$ is very small (say, less than $\gamma$), then we know by our degree estimates (see Appendix A) that $\delta_i \theta_j = \frac{\lambda_i}{1-e^{-\eta}} \cdot \frac{\lambda_j}{e^{\eta} - 1} < 1 - \eta$ for any pair $i$, $j$ of classes, where $\eta$ depends on $\gamma$ and $\epsilon$ (the existence of some $\gamma > 0$, $\eta > 0$ in terms of $\epsilon$ with this property is guaranteed by a continuity argument, see Appendix B). So, the expected number of degree-1 vertices created for each degree-1 vertex removed is at most a constant, $1 - \eta$, that is bounded away from 1. The size of a subcritical Galton–Watson tree with $1 - \eta$ expected offspring is very unlikely to exceed $O(1/\eta)$ – by a Chernoff bound, we can argue that it is exponentially unlikely in $n$ to achieve size $n^{O(1)}$. Thus, while we are within the region where average degrees are $\gamma$-close and greater than $2 + \epsilon$, the duration of a “run” of degree-1 stripping is w.h.p. much smaller than $n$, and we can appeal to the law of large numbers to claim the process evolves like its expectation. Whenever the average degree is the same in all classes, the expected change in the number of edges of a given type is proportional to the number of edges currently of that type (all edges in the graph are equally likely to be chosen as the first edge removed, equally likely to be the edge chosen one step into the run, etc). So, since average degrees start out $o(1)$ away from each other, we expect them to remain that way up until one of them drops below $2 + \epsilon$.

Now, note that the rate of creation of isolated vertices on a given step is always proportional to the fraction of thin vertices in the graph: when we remove a vertex (the neighbour of a thin vertex), it has $\delta_i$ other neighbours in expectation, and by the Markov property shown
in Appendix A, we know that those neighbour edges are equally likely to be any of the edges leaving the class. So, the number of vertices isolated at each step is in expectation at most \( \frac{\delta}{v} \) times the total number of degree-1 vertices, where \( v \) is the total number of vertices remaining (i.e. not matched or isolated) in the graph. For a run of length \( o^{(1)} \), there can only ever be \( n^{o(1)} \) thin vertices present at any given moment, so we expect to create \( o(1) \) isolated vertices in any given run. Thus, the total number created while we’re in this regime is \( o(n) \) with high probability. ▶

Lemma 8. If the Karp–Sipser algorithm is run to completion, starting from average degree \( 2 + \epsilon + o(1) \) in every class, with high probability at most \( 2n(1 - 2\log(2\epsilon)) \) isolated vertices are produced.

Proof. We’re no longer guaranteed that individual runs are short, so can’t argue that each run isolates only \( o(1) \) vertices in expectation. Instead, we will bound the number of isolated vertices by controlling the number of degree-1 vertices that are ever produced in this regime.

The only way to remove a thin vertex and create more than one in its place is to have its neighbour have degree greater than 2. Since no class has average degree more than \( 2 + 2\epsilon \), we know that the entire graph has at most \( 2n\epsilon \) edges associated with vertices of degree greater than 2. Those edges are the only places we can branch out and create more degree-1 things than we consume, so, throughout the course of the rest of the algorithm, there can never be more than \( 2n\epsilon \) thin vertices in the graph at once.

As in Lemma 7, we observe that the expected number of vertices isolated in a single step is at most \( \frac{4}{n} \leq \frac{2}{v} \) times the total number of degree-1 vertices in the graph, where \( v \) is the total number of remaining remaining. Using our bound on the number of degree-1 vertices, and a law-of-large numbers argument, we can upper bound the number of isolated vertices created in all remaining steps by \( 2n\epsilon + \int_{2n\epsilon}^{n} \frac{2n\epsilon v}{2n\epsilon} dv = 2n\epsilon(1 - 2\log(2\epsilon)) \).

Proof of Theorem 5. In Phase 1, the Karp–Sipser algorithm is guaranteed to perform optimally, and Lemmas 6, 7, and 8 guarantee that, for any constant choice of \( \epsilon \), with high probability Phase 2 isolates only \( o(n) + 2n(1 - 2\log(2\epsilon)) \) vertices. We can make this arbitrarily small by choice of \( \epsilon \); so, with high probability the total number of vertices isolated in Phase 2 is \( o(n) \), meaning that overall the algorithm is within \( o(n) \) of optimal. Since the ODE determining the evolution of Phase 1 evolves the same as in an Erdős–Rényi graph with parameter \( c/n \), the total number of lost vertices must be within \( o(n) \) of the number that would be lost in \( G(n, c/n) \). The matching number of \( G(n, c/n) \) is known to be \( \left(1 - x + ce^{-x} + xce^{-x}\right)n + o(n) \), where \( x \) is the smallest solution to \( x = ce^{-x} \) [9, 1], so that must also be the matching number in this case.

2.4 Sub-Critical case

In the Erdős–Rényi case, Karp and Sipser proved that the number of unmatched non-isolated vertices remaining in the graph after Phase 1 (which we follow recent literature in calling the “Karp–Sipser core” [3]) is \( o(n) \) with high probability if \( c < e \), and \( \Theta(n) \) with high probability if \( c > e \) [9]. Our above analysis implies that any equitable stochastic block model also follows this critical transition at \( c = e \). In this section, we examine criticality in the non-equitable case. We prove the following theorem:

Theorem 9. If \( \sum_{j} c_{ij} S_{ij} < e \) for all \( i \), then the Karp–Sipser core has size \( o(n) \) with high probability.

▶
Interestingly, however, we find that the converse is not true – in fact, it’s possible for the model to be subcritical even when $\sum_j c_{ij} \tilde{S}_j > e$ for all $i$. We note the following facts:

**Fact 10** (Karp and Sipser [9]). The set of vertices removed by Phase 1 is fixed, regardless of the order in which degree-1 vertices are stripped. So, if there exists some valid sequence of degree-1 strippings that removes a given vertex $v$ from the graph (either matching or isolating it), that vertex is not in the Karp–Sipser core.

**Fact 11** (Implied by a result of Mossel, Neeman and Sly [15] for 2 classes; Sly and Chin [4] for greater than 2 classes). For any constant $d$, in the limit of $n$ the $d$-neighbourhood of any vertex of $G$ (i.e., the subgraph obtained by a BFS of depth $d$ from the vertex) converges in distribution to the first $d$ levels of a multitype branching process, where nodes of type $i$ have independently $\text{Pois}(c_{ij} \tilde{S}_j)$ children of type $j$, and the root class corresponds to the class of the vertex in $G$.

If we can show that, under certain conditions, with probability tending to 1 with $d$, there exists a sequence of valid Karp–Sipser vertex removals in this tree, all of which are at depth at most $d$, and which result in the root being removed, this then implies that the Karp–Sipser algorithm is subcritical. This is because we know that, in the limit of $n$, any structure that appears in the first $d$ levels of the tree is equally likely to appear in the $d$-neighbourhood of a given vertex in $G$; so, if with probability at least $1 - \epsilon$ there is a way to remove the root of such a tree for any root class, the expected number of vertices remaining in $G$ after Phase 1 is at most $\epsilon n$. The following characterizes these conditions:

**Lemma 12.** The probability of removing the root of this branching process tends to 1 in the limit of $d$ whenever the system $x_i = e^{-\left(\sum_j c_{ij} \tilde{S}_j e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right)}$ has no more than one solution $(x_1, \ldots, x_q)$ in $[0, 1]^q$.

The proof of Lemma 12 is given in the extended version of the paper, where it is derived as a corollary of results about winning probabilities of games on multitype branching processes (those results are an extension of work of Holroyd and Martin on Galton–Watson trees [7], and may be of independent interest). We now prove the forward (true) direction of our claim.

**Proof of Theorem 9.** By the above analysis, it suffices to show that whenever $\sum_j c_{ij} \tilde{S}_j < e$ for all classes $i$, the function \[
\begin{bmatrix}
x_1 \\
\vdots \\
x_q
\end{bmatrix} \rightarrow \begin{bmatrix}
e^{-\left(\sum_j c_{ij} \tilde{S}_j e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right)} \\
\vdots \\
\end{bmatrix}
\] has only one root on $[0, 1]^q$. Denoting $e^{-\left(\sum_j c_{ij} \tilde{S}_j e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right)}$ as $f_i$, the Jacobian of this function looks like

\[
\begin{bmatrix}
f_1 \left(\sum_j (c_{ij} \tilde{S}_j) (c_{ij} \tilde{S}_i) e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right) - 1 & \ldots & f_1 \left(\sum_j (c_{ij} \tilde{S}_j) c_{ij} \tilde{S}_i e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right) \\
\vdots & \ddots & \vdots \\
f_q \left(\sum_j (c_{ij} \tilde{S}_j) c_{ij} \tilde{S}_i e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right) & \ldots & f_q \left(\sum_j (c_{ij} \tilde{S}_j) c_{ij} \tilde{S}_i e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)}\right) - 1
\end{bmatrix}
\]

The sum of the entries in the $i$th row of this matrix is $f_i \left(\sum_j (c_{ij} \tilde{S}_j) e^{-\left(\sum_k c_{jk} \tilde{S}_k x_k\right)} \cdot \sum_l (c_{jl} \tilde{S}_l)\right) - 1$. By assumption, we know $\sum_i (c_{ij} \tilde{S}_j) < e$. So, the above expression is strictly less than $e f_i \log f_i - 1$. For any value of $f_i$, $e f_i \log f_i$ is at
most 1 (taking the derivative, we find a unique maximum at \( f_i = 1/e \)). So, we have shown that the sum of every row of the Jacobian is negative everywhere. Now, suppose that this function has two distinct roots, \( x = (x_1, \ldots, x_q) \) and \( y = (y_1, \ldots, y_q) \). Let \( i \) be the index where \( y_i - x_i \) is maximal. We have increased \( x_i \) by \( (y_i - x_i) \), and increased all the other coordinates of \( x \) by at most \( (y_i - x_i) \). We know that the directional derivative of the \( i \)th coordinate in the \([1, \ldots, 1]^T \) direction is negative, and that the partial derivative with respect to every \( j \neq i \) is positive; this implies that the \( i \)th coordinate of the function at \( y \) must be smaller than the \( i \)th coordinate of the function at \( x \), so they cannot both be roots. ◀

As a consequence of this, since it is guaranteed to be optimal in Phase 1, we know the Karp–Sipser algorithm gives a near-optimal matching whenever \( \sum_j c_{ij} S_j < e \) for all \( i \). By examining the system given in Lemma 12, however, we find that this is not a necessary condition for subcriticality – the phase transition boundary is much more complicated.

2.5 Failure of the Karp–Sipser algorithm

In the previous sections we gave two instances where we can guarantee that the Karp–Sipser algorithm achieves a near-optimal matching, both which use essentially the same framework as the Erdős–Rényi case (i.e., showing that it can achieve within \( o(n) \) of a perfect matching during Phase 2, either because all degrees are close to 2 in the equitable case, or because the entire remaining graph has \( o(n) \) vertices in the subcritical case). However, the algorithm does not return a near-optimal matching in general, and even when it does, this analytical framework does not always work. For example, consider a stochastic block model with 4 classes, all of size \( n/4 \), and the following probability matrix:

\[
\begin{pmatrix}
0 & 100/n & 0 & 0 \\
100/n & 0 & 10000/n & 0 \\
0 & 10000/n & 0 & 100/n \\
0 & 0 & 100/n & 0
\end{pmatrix}.
\]

The matching number is very close to perfect. Even ignoring the edges between classes 2 and 3 entirely, we are left with two copies of \( G(n/4, n/4, 100/n) \), on which our equitable analysis guarantees a matching containing more than a .99 fraction of vertices. However, directly analyzing the Karp–Sipser algorithm, we find that Phase 1 finishes very quickly, because the graph is dense enough that very few degree 1 vertices are created. Then, in Phase 2, for a long time we are in the regime of short runs as described in our analysis of the equitable case; in this regime, the algorithm chooses many of its edges uniformly at random, and so likely choose many of them from between classes 2 and 3. Every edge chosen between classes 2 and 3, however, effectively decreases the matching number by 2. Formalizing this argument reveals that the Karp–Sipser algorithm on this graph finds a matching containing only slightly more than 1/2 of the vertices; an illustration is given in Figure 1.

This suggests the need for a modified version of the Karp–Sipser algorithm that is given the stochastic block model parameters, and takes into account the label classes of the vertices. We propose the following: whenever the algorithm must choose a random edge, instead of choosing uniformly over all edges it instead chooses uniformly from the edge type that we estimate will create the fewest degree-1 vertices on this step. This algorithm performed well in our experimental simulations for a range of block model parameters; we conjecture that it performs near-optimally asymptotically. We have been unable to prove this, however. Part of the reason for the difficulty of analysis lies in the fact that we no longer expect a perfect matching to be possible in Phase 2 – the following section illustrates this with a simple example.
2.6 Bipartite Erdős–Rényi case

The bipartite graph $G(n, n, c/n)$ with equal part sizes and i.i.d. edges corresponds to an equitable stochastic block model: each vertex on the left and each vertex on the right has $c$ expected neighbours. So, with high probability, the Karp–Sipser algorithm performs optimally and returns a matching the same size as that of $G(2n, c/2n)$. However, the asymmetric case $G(kn, n, c/n)$ where $k \neq 1$ is not equitable, because left vertices have $c$ expected neighbours while right vertices have $kc$ of them. It is this case that we analyze in this section. Note that, as before, the algorithm is guaranteed to be optimal for Phase 1; we need to show that it’s also near optimal for Phase 2. However, now even the optimal algorithm on Phase 2 is not guaranteed to find a near-perfect matching. Consider a graph with very unequal part sizes, and very high $c$; for example, $G(n, 10n, 1000/n)$. This graph is dense enough that we expect at least $5n$ vertices to remain on the right after Phase 1, however we know that the matching number of this graph is at most $n$ – so, we can’t actually expect Phase 2 to find a near-perfect matching. Thus, this is an example where the typical analytical framework does not apply [9, 1]. However, we can still use the Karp-Sipser algorithm to determine the matching numbers of such graphs. We sketch the argument.

Lemma 13. Let $F_l$, $F_r$ and $E$ denote the number of non-isolated unmatched vertices on the left, non-isolated unmatched vertices on the right, and edges in the graph after Phase 1 of the Karp–Sipser algorithm. With high probability, there exists a matching of size $\min(F_l, F_r) - o(n)$ on this graph. As a consequence, the asymptotic behavior of the matching numbers of bipartite Erdős–Rényi graphs can be determined from solutions to the ODEs described in Section 2.2.

Proof. Assume without loss of generality that $F_l \leq F_r$. We would like to show that there exists a matching of size $F_l - o(n)$. To do so, we recall by the Markov property (see Appendix A) of the Karp-Sipser algorithm that the distribution of the graph $G$ at this point in the process is a uniform random configuration model with $E$ edges on $F_l + F_r$ vertices, conditioned on being bipartite with part sizes $F_l$ and $F_r$, and having min degree 2. We'll couple $G$ with a graph $G'$ that’s drawn from a bipartite configuration model with $E$ edges, min degree 2, and parts both of size $F_r$. The way the coupling will work is to first generate $G'$, then delete all but the first $F_l$ vertices on the left (where “first” refers to some arbitrary ordering), and redistribute the half-edges connected to the deleted vertices among the remaining vertices on the left. Note there must exist some such randomized redistribution process that causes the resulting graph to be distributed as $G$, since degree sequences of the first $F_l$ left vertices in a graph distributed as $G'$ are dominated by degree sequences of the left vertices in a graph distributed as $G$. 

Figure 1 A stochastic block model on which the Karp–Sipser algorithm performs suboptimally.
To show that $G$ with high probability contains a matching of size $F_l - o(n)$, we draw $(G', G)$ according to this coupling. By our analysis of Phase 2 of the Karp–Sipser algorithm in equitable block models, we know that with high probability $G'$ contains a near-perfect matching. So, in particular, there exists a matching in $G'$ that contains $F_l - o(n)$ of the first $F_l$ vertices on the left. By construction of the coupling, all the edges involved in that matching are also present in $G$, so this implies the existence of a matching of size $F_l - o(n)$ in $G$.

This shows a lower bound on the matching number of $G(kn, n, c/n)$. Since Phase 1 of the Karp–Sipser algorithm is optimal, and once Phase 1 ends the matching number is clearly bounded by $\min(F_l, F_r)$, this lower bound is tight (up to $o(n)$).

This analysis works because, even though the Karp–Sipser core does not admit a perfect matching, we have an upper bound on its true matching number (namely, the size of the smaller of the two parts) that we can show is nearly achieved. This is a natural approach to analyzing the matching number of a random graph: try to show an upper bound on the matching number of the Karp–Sipser core, and then show a variation of the Karp–Sipser algorithm that achieves close to that upper bound on the core. It would be interesting to find other block models where this approach is successful. A simple case we note as an open direction is the bipartite setting where there is only one class on the left (i.e., the class graph is “star shaped”). On such graphs, Label-Aware Karp–Sipser simplifies to “prefer edges to the available right class with minimum average degree” – it seems conceivable that some form of analogous argument could show that this is optimal.

### 3 Analysis of Online Matching Heuristics

In this section, we consider the problem of online matching in bipartite stochastic block models with $q$ left and $q$ right classes. We assume that vertices are assigned classes uniformly and independently at random, with classes of the right vertices known to the algorithm ahead of time, and vertices on the left (along with all the edges incident to them) arriving one-at-a-time. Uniformity of the class distribution is roughly without loss of generality; variations could be approximated by further subdividing the classes.

Before discussing algorithms for online matching in stochastic block models, we recall the simpler setting of $G(n, n, c/n)$. First, note that any online algorithm that chooses not to match a left vertex when it is adjacent to at least one available right vertex is sub-optimal. Since, in this setting, all right vertices are indistinguishable, any online algorithm that always matches when possible is optimal. This gives the following:

Fact 14 (Mastin and Jaillet [14]). In the online setting, the expected size of a matching in $G(n, n, c/n)$ produced by an optimal online algorithm is given by $\left(1 - \frac{\ln(2 - e^{-c})}{c}\right)n$.

The stochastic block model setting allows for more nuance; designing optimal algorithms is nontrivial in general. While it is possible to brute-force compute an optimal online strategy in time $\Theta(n^{q+1})$ using dynamic programming, we leave open the question of whether such an optimum can be achieved asymptotically in constant time per decision. Instead, we first show that in the restricted class of equitable stochastic block models, a simple greedy heuristic still achieves asymptotically optimal matchings. We then propose a more sophisticated heuristic with good experimental performance, but demonstrate a case where it can be shown analytically to be asymptotically sub-optimal.
3.1 Analysis of GREEDY

First, consider the simplest possible matching heuristic. For each left vertex that arrives, GREEDY chooses uniformly at random one of the available edges adjacent to that vertex to add to the matching. While GREEDY is sub-optimal in general, we can show that it returns an asymptotically optimal matching in any equitable block model.

Lemma 15. In the equitable case, i.e. when all of the vertices have the same expected degree \( c = \frac{1}{q} \sum_i c_{ij} \), GREEDY returns a matching of expected size \( (1 - \ln(2 - e^{-\varepsilon})) n \) (as in the bipartite Erdős-Rényi case; see Fact 14).

Proof. Let \( R_j \) denote the set of vertices in right class \( j \), and \( R_j(t) \subseteq R_j \) denote the subset that remain unmatched after \( t \) steps. If the next left vertex to arrive has class \( i \), the probability that it has no available matches is \( \prod_{t=1}^{q} (1 - p_{il})^{R_i(t)} \). Conditional on at least one available match, the probability that GREEDY chooses to match to a vertex of \( R_j \) is \( \frac{p_{il} R_i(t)}{\sum_{t=1}^{q} p_{il} R_i(t)} + O\left(\frac{1}{n} R_i(t)\right) \) – this can be seen by replacing the selection process with “repeatedly choose a random right vertex and match with probability \( p_{il} \)”, which has the same distribution up to \( O\left(\sum_{t=1}^{q} R_i(t)\right) \) replacement error. So, we have

\[
| R_j(t+1) | \approx \begin{cases} 
| R_j(t) | - 1 & \text{with probability } \sum_{t=1}^{q} \frac{1}{q} \left( 1 - e^{-\sum_{t=1}^{q} p_{il} R_i(t)} \right) \frac{p_{il} R_i(t)}{\sum_{t=1}^{q} p_{il} R_i(t)} \\
| R_j(t) | & \text{with probability } 1 - \sum_{t=1}^{q} \frac{1}{q} \left( 1 - e^{-\sum_{t=1}^{q} p_{il} R_i(t)} \right) \frac{p_{il} R_i(t)}{\sum_{t=1}^{q} p_{il} R_i(t)} 
\end{cases}
\]

Letting \( x_j(\tau) = \frac{| R_j(\tau) |}{n} \), we can appeal to Wormald’s theorem to argue that this process is controlled in the limit \( n \to \infty \) by the following ODE:

\[
x_j' (\tau) = -\sum_{t=1}^{q} \frac{1}{q} \left( 1 - e^{-\sum_{t=1}^{q} c_{ij} x_i (\tau)} \right) \frac{c_{ij} x_j (\tau)}{\sum_{t=1}^{q} c_{ij} x_i (\tau)} \quad j \in \{1, 2, \ldots q\},
\]

with initial conditions \( x_j(0) = \frac{1}{q} \) for all \( j \in \{1, 2, \ldots q\} \). If we guess that the solution is symmetric – that is, that \( x_j(\tau) = \frac{x(\tau)}{q} \) for some \( x \) and all \( j, \tau \) – then these equations simplify to

\[
x' (\tau) = -\sum_{t=1}^{q} \left( 1 - e^{-\sum_{t=1}^{q} c_{ij} x(\tau)/q} \right) \frac{c_{ij} x(\tau)/q}{\sum_{t=1}^{q} c_{ij} x(\tau)/q} = -\sum_{t=1}^{q} \left( 1 - e^{-ex(\tau)} \right) \frac{c_{ij}}{c} = 1 - e^{-ex(\tau)},
\]

since when all the \( x_j(\tau) \) are equal, we also have all the \( x_j'(\tau) \) equal. Solving this ODE yields \( x(1) = \frac{\ln(2 - e^{-\varepsilon})}{c} \), meaning by Wormald’s that the expected matching size converges to \( \left( 1 - \frac{\ln(2 - e^{-\varepsilon})}{c} \right) n \).

Note that, unlike in \( G(n, n, c/n) \), it is not the case that any strategy for matching available vertices achieves this value – for example, the strategy of always preferring to match class \( R \) will perform worse in general. It was important that we chose a strategy that evenly distributed matches across right classes. We’ll now show that this lower bound is tight; i.e., that no algorithm can do asymptotically better than GREEDY on an equitable block model.

Lemma 16. In an equitable stochastic block model, if there are a total of \( | R_i(t) | \) unmatched vertices on the right, the probability of matching on the next step is maximized when those \( | R_i(t) | \) vertices are equally distributed among all classes (that is, each right class \( r \) has \( | R_r(t) | = \frac{| R_i(t) |}{q} \) unmatched vertices).
Proof. Let $\rho_r = \frac{|R_t^r|}{|R_t^r|}$ denote the fraction of unmatched right vertices belonging to class $r$ at time $t$. The probability of there being no available edge in the next step of the algorithm is, as $n \to \infty$, $\frac{1}{q} \sum_r e^{-\sum_r c_{ir} \rho_r}$. By AM-GM inequality, this is at least $(\prod_r e^{-\sum_r c_{ir} \rho_r})^{1/q} = e^{-\sum_r \frac{1}{q} \sum_r c_{ir} \rho_r} = e^{-\sum_r \frac{1}{q}(\sum_r c_{ir})\rho_r} = e^{-c}$, which is precisely the value obtained by setting all $\rho_r = \frac{1}{q}$.

\begin{proof}
From this fact, we see that no algorithm can do asymptotically better than GREEDY.
\end{proof}

\begin{theorem}
The optimal competitive ratio for any online algorithm in an equitable stochastic block model is
\begin{align*}
\frac{\text{matchingsize}}{c-\ln(2-e^{-c})} = \frac{x}{2e-2+xe^{-x}+xe^{-x}},
\end{align*}
where $x$ is the smallest solution of $x = ce^{-c}e^{-x}$.
\end{theorem}

\begin{proof}
First, note that this value is precisely what we’ve shown for the competitive ratio of GREEDY; this can be found by dividing the asymptotic matching size we proved in that case by the offline matching number we proved in Theorem 5. Therefore, it is left to establish that no algorithm can do better than GREEDY. We proceed by contradiction - assume there is a better algorithm, and consider the expected values of $\rho_r$ as in Lemma 16 in this algorithm. If the $\rho_r$’s stay within $o(1)$ of equal over all time, then the algorithm looks asymptotically identical to GREEDY. If at some point they become unequal, then at that time the algorithm must fall behind GREEDY and never catch up, by Lemma 16.
\end{proof}

Note that this value is the competitive ratio lower bound conjectured by Mastin and Jaillet to be tight for Erdős–Rényi graphs; as a special case, we have shown that conjecture [14].

### 3.2 A Less Greedy Algorithm

Although GREEDY is optimal in equitable models, it’s not difficult to describe non-equitable models where it’s very far from optimal. For example, if $p_{ij} < p_{il}$ for all $l$, it is always strictly better to match to vertices of class $j$ than class $l$ if possible (i.e. if one class is very rare to match to, it’s good to take those matches when the chance arises), but GREEDY does not do this. To correct this, one might consider always matching to the right class with the lowest expected degree – however it’s easy to see that this is not optimal, since when all classes have close to the same expected degree, it’s better to distribute matches more evenly across classes than to focus on the one with the smallest expected degree. Determining the appropriate extent to prefer rare classes versus trying to keep class sizes balanced is a non-trivial task.

A reasonable heuristic – which we’ll term SHORTSIGHTED – is to, at each step, minimize the probability of being unable to match the next vertex (i.e., the probability that the next left vertex to arrive has no available edges). That is, SHORTSIGHTED always chooses to match to the available class $l$ that minimizes $\sum_{i=1}^{q} \frac{1}{q} \prod_{j=1}^{q} (1 - p_{ij})^{|R_j^l|-1}_{j=i}$.

One might hope that looking a single step into the future is sufficient to determine the optimal class to match to, and so SHORTSIGHTED is an asymptotically optimal approach. Indeed, in a range of computer experiments we found that SHORTSIGHTED found a matching of almost the same size as a brute-force optimal online algorithm. However, it turns out that SHORTSIGHTED is not asymptotically optimal.
Figure 2 An example of stochastic block model parameters in which BRUTE-FORCE beats SHORTSIGHTED. Here all classes are of size $\frac{n}{2}$, and $p_{2,1} = 0$.

In the model shown in Figure 2, SHORTSIGHTED prefers class 1 whenever the number of unmatched vertices of class $R_1$ is at least $\frac{2\ln 2}{5} n$. By associating SHORTSIGHTED’s behaviour in the limit $n \to \infty$ with an ODE, we obtain that the expected size of the matching is $\approx 0.574946n$ (this analysis is outlined in Appendix B). To show this is suboptimal, consider the following algorithm: prefer class $R_1$ until $0.88n$ vertices have arrived, then thereafter prefer $R_2$. With essentially the same differential equation analysis as above, we find that the expected size of the matching is $\approx 0.575597n$. This algorithm out-performs SHORTSIGHTED by a linear factor in $n$ (albeit small, $\approx 0.0006n$), implying that SHORTSIGHTED is asymptotically sub-optimal.
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A.1 Passing to a Configuration Model

For analytical purposes, we consider the Karp–Sipser algorithm on multigraphs drawn from a configuration model, and then justify why the results translate to stochastic block models.

Definition 18 (Blocked configuration model). Let $G$ be a graph drawn from a stochastic block model. For each pair of labels $i, j$, let $E_{ij}$ denote the total number of edges between vertices of label $i$ and vertices of label $j$ in $G$ (when $i = j$, we let $E_{ii}$ denote twice the number of edges lying within class $i = j$, so that $E_{ij}$ always refers to the number of $j$-type half-edges attached to label-$i$ vertices). Construct a random multigraph as follows: if $i \neq j$, distribute $E_{ij}$ half-edges among the $i$ vertices and $E_{ij}$ half-edges among the $j$ vertices uniformly at random (à la balls-in-bins), then define edges by a uniform random pairing between the half edges on the $i$ and $j$ sides. This process defines a distribution over multigraphs, because in the process of “reshuffling” the half-edges of $G$ we introduce the possibility of multiple edges and self-loops.

Note that any result which holds with high probability in the blocked configuration model also holds with high probability for the stochastic block model, so we are justified in proving our results for this model instead (this is formally justified in the extended version of the paper).

A.2 Markov Property of Karp–Sipser Algorithm

As we run the Karp–Sipser algorithm on a random multigraph, the distribution changes, since the earlier steps of the algorithm have produced some effects conditional on the previous states of the graph. Fortunately, it turns out that these effects have a simple description.

Lemma 19. Suppose we generate a graph from the blocked configuration model and run the Karp–Sipser algorithm for an arbitrary number of steps. Then conditioned on the following, the resulting graph is still distributed according to the blocked configuration model.
For each pair of \((i, k)\) of block model labels, the number \(E_{ij}\) of edges between label class \(i\) and \(j\).

For each label class \(i\), the number \(T_i\) of label-i vertices of degree exactly 1 (the “thin” vertices).

For each label class \(i\), the number \(F_i\) of label-i vertices of degree at least 2 (the “fat” vertices).

Thus, if we collect all of these values into a tuple \(Y = (E_{ij}, T_i, F_i)\), the algorithm’s progress can be described by a Markov chain on \(Y\).

The proof of this lemma is a relatively straightforward counting argument; it is described in detail in the extended version of the paper.

A.3 Estimates on Degree Distributions

In order to determine transition probabilities of this Markov process, we first note the following straightforward lemma about the degree distribution (whose proof we will again defer to the extended version):

\begin{equation}
\Pr[d(v) = k] = \begin{cases} 
\frac{T_i}{\sum_l E_{il}} - T_i, & \text{for } k = 1 \\
\frac{\lambda_i^{k-1}}{(k-1)! e^{\lambda_i}} \left(\frac{\sum_l E_{il}}{E_{i}}\right) - \frac{T_i}{\sum_l E_{il}} \cdot \frac{\lambda_i^{k-1}}{(k-1)! e^{\lambda_i}}, & \text{for } k > 1,
\end{cases}
\end{equation}

where \(\lambda_i\) is a solution to \(\lambda_i e^{\lambda_i} - (\sum_l E_{il}) = \frac{T_i}{E_{il}}\).

This allows us to determine the probability that a random edge is adjacent to a degree 2 vertex, which is important for understanding the evolution of the algorithm.

\begin{equation}
\Pr[d(v) = 2] = \frac{\lambda_i^{2-1}}{2! e^{\lambda_i}} \left(\frac{\sum_l E_{il}}{E_{i}}\right) - \frac{T_i}{\sum_l E_{il}} \cdot \frac{\lambda_i^{2-1}}{2! e^{\lambda_i}}.
\end{equation}

The above lemma also allows us to determine the label distribution in the neighborhood of a randomly chosen edge.

\begin{equation}
\Pr[	ext{label of neighbour of } u] = \frac{\lambda_i^{k-1}}{e^{\lambda_i} - 1 - \frac{T_i}{\sum_l E_{il}}} \cdot \frac{E_{ik}}{\sum_l E_{il}}.
\end{equation}

A.4 Computing Transition Probabilities

From these degree distribution estimates, we produce estimates on the transition probabilities of the Markov process. On each step of the algorithm, if there exist degree 1 vertices, the algorithm chooses one of them and removes it and its neighbour. So, the graph loses one edge from between class \(i\) and \(j\) whenever that degree 1 vertex has its edge between \(i\) and \(j\). When the neighbour vertex is in class \(i\), the graph also loses edges equal to however many neighbours it had in class \(j\). Similar accounting can be made for the number of fat or thin vertices in a class: the graph loses a fat vertex either by having it as the neighbour of the degree 1 vertex we removed, or by having it initially have degree 2 and appear as the
neighbour of a removed neighbour, so that it’s then reduced to degree 1. A thin vertex is lost whenever its the removed degree 1 vertex, whenever its the neighbour of the removed vertex, or whenever its a neighbour of the neighbour of a removed vertex, but gain one whenever a degree 2 vertex is a neighbour-of-the-neighbour. To make these expressions explicit, we define the notation:

- Let $h_i$ denote the total number of half-edges in class $i$, $h_i = \sum_i E_{il}$.
- Let $\omega_{ij}$ denote the probability that a randomly selected degree-1 vertex is in class $i$ and has its neighbour in class $j$, $\omega_{ij} = \sum_i T_i / h_i$.
- Let $\delta_{ij}$ denote expected number of other $j$-type half-edges attached to the vertex a random half-edge in class $i$ is attached to. If $\lambda_i$ is a solution to $\sum (\lambda_i (e^{\lambda_i} - 1)} = \frac{h_i - T_i}{T_i}$, then, by our degree estimates, $\delta_{ij} = \frac{h_i - T_i}{h_i} \cdot \frac{\lambda_i}{e^{\lambda_i} - 1} \cdot E_{ij}$.
- Let $\theta_i$ denote the probability that a random half-edge attached to class $i$ is attached to a degree 2 vertex. Again, letting $\sum (\lambda_i (e^{\lambda_i} - 1)} = \frac{h_i - T_i}{T_i}$, we have $\theta_i = \frac{h_i - T_i}{h_i} \cdot \frac{\lambda_i}{e^{\lambda_i} - 1}$.

Now, while there are degree-1 vertices remaining in the graph, we can write the expected change in the description tuple after one step of the algorithm as

$$E[\Delta F_{ij}] = -\sum_i \omega_{ii} \delta_{ij} - \sum_i \omega_{ij} \delta_{ji}$$

$$E[\Delta T_i] = -\sum_i \omega_{ii} - \sum_i \omega_{ii} \left( \sum_l \omega_{il} \left( \frac{T_i}{h_i} \right) - \sum_j \sum_i \omega_{ij} \delta_{il} \theta_i \right)$$

On the other hand, when there are no degree 1 vertices remaining, we choose an edge uniformly at random, so, by similar reasoning,

$$E[\Delta E_{ij}] = -\sum_i \omega_{ii} \delta_{ij} - \sum_i \omega_{ij} \delta_{ji}$$

$$E[\Delta F_i] = -\sum_i \sum_l \left( \frac{2h_i}{\sum_k h_k} \right) \delta_{ij} - \sum_i \sum_l \left( \frac{2h_j}{\sum_k h_k} \right) \delta_{ji}$$

$$E[\Delta T_i] = \sum_i \left( \frac{2h_i}{\sum_k h_k} \right) \delta_{ij} \theta_i$$

An important point to note is that the expected transitions above are “scale-invariant”, meaning that they remain the same upon re-scaling all entries in $Y$ by the same amount. So, letting $E_{ij} = E_{ij}/n$, $T_i = T_i/n$, $F_i = F_i/n$, we can write (for Phase 1 – Phase 2 is similar):

$$E[\Delta \tilde{E}_{ij}] = -\sum_i \omega_{ii} \delta_{ij} - \sum_i \omega_{ij} \delta_{ji}$$

$$E[\Delta \tilde{F}_i] = -\sum_i \omega_{ii} \left( \frac{h_i - T_i}{h_i} \right) - \sum_i \sum_j \omega_{ij} \delta_{il} \theta_i$$

$$E[\Delta \tilde{T}_i] = \sum_i \left( \frac{2h_i}{\sum_k h_k} \right) \delta_{ij} \theta_i$$
B Conditions of Wormald’s Theorem

We on several occasions in this paper claim that particular Markov processes remain close to a limiting system of differential equations. In this section, we step through for each of those instances the justification of those claims. The key tool is a theorem of Wormald, restated in its general form below. Here, $n$ indexes a family of discrete time random processes, each of which has “history” sequence $H_n \in S^+_n$. The notation $Y_t$ is shorthand for $y(H_t)$.

**Theorem 23** (Wormald [19]). Let $a$ be fixed. For $1 \leq l \leq a$, let $y^{(l)} : \bigcup_n S^+_n \to \mathbb{R}$ and $f_l : \mathbb{R}^{a+1} \to \mathbb{R}$, such that for some constant $C$ and all $l$, $|y^{(l)}(h_t)| < Cn$ for all $h_t \in S^+_n$ for all $n$. Suppose also that for some function $m = m(n)$:

1. For some functions $w = w(n)$ and $\lambda = \lambda(n)$ with $\lambda \log n < w < n^{2/3}/\lambda$ and $\lambda \to \infty$ as $n \to \infty$, for all $l$ and uniformly for all $t < m$,
   $$\mathbb{P} \left[ |Y_{t+1}^{(l)} - Y_t^{(l)}| > \frac{\sqrt{w}}{\lambda^2 \log n} |H_t| \right] = o(n^{-3});$$

2. for all $l$ and uniformly over all $t < m$, we always have
   $$\mathbb{E}(Y_{t+1}^{(l)} - Y_t^{(l)} |H_t) = f_l(t/n, Y_t^{(1)}/n, \ldots, Y_t^{(a)}/n) + o(1);$$

3. for each $l$, the function $f_l$ is continuous and satisfies a Lipschitz condition on $D$, where $D$ is some bounded connected open set containing the intersection of $\{ (t, z^{(1)}, \ldots, z^{(a)}) : t \geq 0 \}$ with some neighbourhood of $\{ (0, z^{(1)}, \ldots, z^{(a)}) : \mathbb{P}(Y_0^{(l)} = z^{(l)}) \neq 0 \}$.

Then,

1. For $(0, z^{(1)}, \ldots, z^{(a)}) \in D$, the system of differential equations
   $$\frac{dz_l}{ds} = f_l(s, z_1, \ldots, z_a), \quad l = 1, \ldots, a,$$
   has a unique solution in $D$ for $z_l : \mathbb{R} \to \mathbb{R}$ passing through
   $$z_l(0) = z^{(l)}, \quad 1 \leq l \leq a$$
   and which extends to points arbitrarily close to the boundary of $D$.

2. Almost surely,
   $$Y_t^{(l)} = nz_l(t/n) + o(n)$$
   uniformly for $0 \leq t \leq \min \{ \sigma n, m \}$ and for each $l$, where $z_l(t)$ is the solution in (i) with $z^{(l)} = Y_0^{(l)}/n$, and $\sigma = \sigma(n)$ is the supremum of those $s$ to which a solution can be extended.

For a simple proof of Wormald’s theorem, we refer the reader to Warnke’s recent exposition [18].

B.1 Phase 1 of the Karp–Sipser algorithm

The first time we make use of this differential equations method is in the analysis of the first phase of the Karp–Sipser algorithm. We will outline how to apply Wormald’s theorem in this case. Here, we take $Y$ as we defined it, $f$ as the derivative we wrote down for the corresponding ODE, and note that with high probability, $y^{(l)}(h_t) < 100(\max_{ij} e_{ij})n$ for all
sufficiently large \( n \) (the \( F_i \) and \( T_i \) components of \( y^{(1)}(h_t) \) are clearly bounded by \( n \); w.h.p. the edge counts are all initially within a factor of 100 of their expectations, and once they start that way they never increase). We take the stopping time \( m \) to be the first time all of the \( T_i \) entries of \( Y \) drop below \( n^{0.01} \). Now,
1. Take for instance \( w = n^{0.5} \) and \( \lambda = \log n \). The probability that any vertex in the initial graph has degree polynomial in \( n \) decays exponentially in \( n \), and it can be observed that the magnitude of a transition is bounded by twice the maximum degree, so we certainly have the desired condition.
2. This convergence of expected transition size of the Markov process to \( f \) is precisely what is guaranteed by the convergence of our degree estimates. Note that this convergence holds as the total number of thin vertices, fat vertices, and edges is going to infinity, so taking our stopping time to be \( m \) prevents border cases once these values drop down to constant sizes.
3. To show that \( f \) is Lipschitz in the neighbourhood of solutions, it suffices to show that solutions to \( z'(t) = f(t, z) \) always maintain constant average degree in each label class. To do so, note that with high probability the initial average degrees are at most \( 100(\max_{i,j} c_{ij}) \) in each class, and then observe from the equations that whenever the average degree in a given class \( i \) is more than 100 at some time \( t \), then \( \sum_j \bar{E}_{ij}(t) > \bar{F}_{ij}(t) + \bar{T}_{ij}(t) \).
Note that we have only shown that the conditions of the theorem hold with high probability over initial graph configurations; clearly, this is sufficient for our desired result.

B.2 Phase 2 of the Karp–Sipser algorithm (equitable case)

We also use Wormald’s theorem to justify our analysis of the second phase of the algorithm in the equitable case. Here, \( Y_t \) is the state of the tuple after the \( i \)th run of the algorithm – i.e., the \( i \)th time where there are no thin vertices. We define \( f_i \) to be the expected change in the tuple that one of these runs would incur if the transition probability estimates from Appendix A held exactly and did not change throughout the run.

In order for this process to have the desired Lipschitz properties, we will need to define a more restricted domain than the entire possible space of tuples. In particular, we will fix some constants \( \gamma \) and \( \epsilon \), and consider the domain of \( Y \) to consist only of tuples where the average degree into each class differs by at most \( \gamma \), and is at least \( 2 + \epsilon \). The value of \( \epsilon \) is chosen in the analysis; to determine \( \gamma \), we observe the following:

- \( \lambda_i \) is defined such that \( \frac{\lambda_i (e^{\gamma} - 1)}{e^{\gamma} - 1} \) is equal to the average degree of class \( i \). This is monotonically increasing in the average degree of class \( i \); so there is some constant \( \lambda > 0 \) such that if the average degree in class \( i \) is at least \( 2 + \epsilon \), then \( \lambda_i > \lambda \).
- The function \( \delta_i \theta_i = \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} \) is bounded above by 1 and monotonically decreasing for \( \lambda_i > 0 \). So, there exists some constant \( \eta > 0 \) such that \( \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} < 1 - 2\eta \).
- \( \lambda_i, \lambda_j \mapsto \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} \) is uniformly continuous, so there exists some constant \( \kappa \) such that \( |\lambda_i - \lambda_j| < \kappa \) implies \( |\left( \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} \right) - \left( \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} \right) - \eta \) – which, if \( \lambda_i > 2 + \epsilon \), implies \( \frac{\lambda_i}{1 - e^{-\gamma}} \cdot \frac{\lambda_j}{e^{\gamma} - 1} < 1 - \eta \).
- When defined on the domain \([2 + \epsilon, \infty), \lambda_i \) is uniformly continuous as a function of the average degree of \( i \). So, we can define \( \gamma \) such that \( |\text{average degree in class } i - \text{average degree in class } j| < \gamma \) implies \( |\lambda_i - \lambda_j| < \kappa \) whenever average degrees are greater than \( 2 + \epsilon \).
We will define the stopping time $m$ of the process to be the first time it leaves this domain. Note that, as in Phase 1, the value of $|Y|$ is bounded by $100c_{\max}n$ with probability $1 - o(1)$, since it is initially and can only decrease. We’re now ready to verify the criteria of Wormald’s theorem.

1. Take again $w = n^{0.5}$ and $\lambda = \log n$. We can describe a single run of the algorithm as a branching process: each degree-1 vertex created by the algorithm corresponds to a node that has children according to the number of degree-2 vertices adjacent to its neighbour; this corresponds to expected offspring number of $\delta_{i}\theta_{j} < 1 - \eta$. After each removal we are uniform over graphs with the remaining statistics; so, as long as the branching process size is $o(n)$, we can treat the treat these offspring distributions roughly independently for each node (in particular, as long as the branching process is $o(n)$ with high probability, all offspring distributions have expectation at most $1 - \frac{2}{3}$ regardless of the values for the other nodes). To prove that $\mathbb{P}\left[Y_{t+1} - Y_{t} > \frac{\sqrt{w}}{\lambda^{2}\sqrt{\log n}} \mid H_{t}\right] = o(n^{-3})$, we therefore just need to show that the probability that a Galton–Watson tree with $\mu < 1 - \frac{2}{3}$ reaches size $\frac{w^{0.25}}{(\log n)^{0.75}}$ is $o\left(\frac{1}{n}\right)$; this follows from a standard Chernoff bound.

2. The reason that $\mathbb{E}(Y_{t+1} - Y_{t} | H_{t}) = f(t/n, Y_{t}^{(1)}/n, \ldots, Y_{t}^{(a)}/n) + o(1)$ holds is because we expect a constant run duration, and we know our initial degree estimates will hold with small error terms when we remove a constant portion of the graph.

3. Continuity of $f_{i}$ is clear from continuity of our degree estimates and the fact that small changes in the edge densities of the graph can’t bias the branching process too heavily. Similar justification that it’s Lipschitz on the given domain can be found by examining the degree estimate functions.

Since $Y_{0}/n$ is with high probability $o(1)$ from having equal average degrees, and this ODE keeps equal average degrees equal, with high probability the degrees stay within $o(1)$ of equal until the stopping time.

### B.3 Analysis of SHORTSIGHTED

Define the 2-D Markov Chain $Z_{t}$, where the first coordinate represented the number of unmatched $R_{0}$ vertices while the second coordinate represents the number of unmatched $R_{1}$ vertices at time $t$ during a run of SHORTSIGHTED. We have that $Z_{0} = (|R_{0}|, |R_{1}|)$. If we are in the regime where we prefer class $0$, we have transition probabilities as follows:

$$
\mathbb{P}(Z_{t+1} = (x-1, y) | Z_{t} = (x, y)) = \frac{1}{2} (1 - (1 - p_{0,0})^{x}) + \frac{1}{2} (1 - (1 - p_{1,0})^{y})
$$

$$
\rightarrow \frac{1}{2} \left(1 - e^{-c_{0,0}x/n}\right) + \frac{1}{2} \left(1 - e^{-c_{1,0}y/n}\right)
$$

$$
\mathbb{P}(Z_{t+1} = (x, y-1) | Z_{t} = (x, y)) = \frac{1}{2} (1 - p_{0,0})^{x} (1 - (1 - p_{0,1})^{y}) + \frac{1}{2} (1 - p_{1,0})^{y} (1 - (1 - p_{1,1})^{y})
$$

$$
\rightarrow \frac{1}{2} e^{-c_{0,0}x/n} \left(1 - e^{-c_{0,1}y/n}\right) + \frac{1}{2} e^{-c_{1,0}y/n} \left(1 - e^{-c_{1,1}y/n}\right)
$$

$$
\mathbb{P}(Z_{t+1} = (x, y) | Z_{t} = (x, y)) = \frac{1}{2} (1 - p_{0,0})^{x} (1 - p_{0,1})^{y} + \frac{1}{2} (1 - p_{1,0})^{y} (1 - p_{1,1})^{y}
$$

$$
\rightarrow \frac{1}{2} e^{-c_{0,0}x/n} e^{-c_{0,1}y/n} + \frac{1}{2} e^{-c_{1,0}y/n} e^{-c_{1,1}y/n}
$$

We now verify the three conditions of Wormald’s:
1. This simply comes from the fact that at each time step, each coordinate of $Z_t$ can change by at most 1.

2. We use the following fact from [14]: for $n > 0$, $c \leq n/2$, and $x \in [0, 1]$, we have

$$\left| e^{-cx} - \left(1 - \frac{c}{n}\right)^{nx} \right| \leq \frac{c}{ne}$$

We can apply this term-wise to each of our probabilities, giving us the desired condition.

3. $e^x$ is Lipschitz continuous on $[0, 1]$, therefore we have the third condition as well.

An essentially identical proof follows for the Markov chain where we prefer class 1. Therefore we may apply Wormald’s theorem to treat these expect transitions as exact in the continuous limit, and solve to determine the matching size. Verification of these conditions is similar for GREEDY.
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1 Introduction

The Twelvefold Way, a classification from the 1960s by Rota, was introduced to address the most fundamental enumeration problems associated with their combinatorial counting formulas. It has been extensively discussed in Stanley’s book [23, Section 1.9]. The distinct problems are related to the enumeration of functions defined from a set of elements denoted by \(N\) into another set denoted by \(K\). The respective cardinalities of these sets are denoted as \(n\) and \(k\). Each set may consist of either distinguishable or indistinguishable elements, resulting in consideration of four pairs of sets. Additional constraints pertain to the properties of the functions, whether they are injective, surjective, or arbitrary. Consequently, we encounter twelve cases when enumerating these functions. The counting solutions are well-known, as presented in Stanley’s book [23, Section 1.9]. In Table 1, we illustrate the classical combinatorial object enumerating each set of functions, in contrast to Stanley, who directly presents the counting solution.
### Table 1 The Twelvefold Way

* The notation \( k \cdot (k - 1) \cdots (k - n + 1); [n \leq k] \) is the Iverson bracket returning 1 when \( n \leq k \) and 0 otherwise; \( \{ \} \) and \( (\) stand respectively for the Stirling numbers of the second kind and the binomial coefficients; and \( p_k(n) \) is the number of integer partitions of \( n \) into \( k \) positive integers.

<table>
<thead>
<tr>
<th>els of ( \mathcal{N} )</th>
<th>els of ( \mathcal{K} )</th>
<th>( f ) is arbitrary</th>
<th>( f ) is injective</th>
<th>( f ) is surjective</th>
</tr>
</thead>
<tbody>
<tr>
<td>dist.</td>
<td>dist.</td>
<td>1.</td>
<td>( n )-sequence in ( \mathcal{K} )</td>
<td>( n )-permutation of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( k^n )</td>
<td>( k^n )</td>
</tr>
<tr>
<td>dist.</td>
<td>dist.</td>
<td>2.</td>
<td></td>
<td>( k^n )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( k^n )</td>
<td>([n]=1) ( {n}_k )</td>
</tr>
<tr>
<td>indist.</td>
<td>dist.</td>
<td>3.</td>
<td></td>
<td>( \binom{k+n-1}{n} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{k+n-1}{n} )</td>
<td>( \binom{k+n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>4.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{k+n}{n} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>5.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>6.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>7.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>8.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>9.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>10.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>11.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
<tr>
<td>indist.</td>
<td>indist.</td>
<td>12.</td>
<td>( n )-multisubset of ( \mathcal{K} )</td>
<td>( n )-subset of ( \mathcal{K} )</td>
</tr>
<tr>
<td>enumeration</td>
<td>lexic. unranking</td>
<td></td>
<td>( \binom{n-1}{n-k} )</td>
<td>( \binom{n}{k} )</td>
</tr>
</tbody>
</table>

In this paper, our focus lies in the generation of these classical combinatorial objects. To initiate our exploration, we arrange each object within a given class in lexicographic order. Subsequently, given the rank of an object, our goal is to construct it directly. This process is referred to as a lexicographic unranking algorithm. For instance, among the six permutations of \( \{1, 2, 3\} \), the first one (with rank 0 in lexicographic order) is \( [1, 2, 3] \), followed by the second one (with rank 1), which is \( [1, 3, 2] \), and so forth, culminating with the last one (rank 5) being \( [3, 2, 1] \). Consequently, the lexicographic unranking algorithm for the function with rank 4 returns \( [3, 1, 2] \). In Table 1, we provide references to such algorithms for 9 out of the 12 cases. However, for cases 3, 7, and 9, no knowledge about lexicographic unranking algorithms seems available in the literature. This paper introduces an approach to unranking in lexicographic order for the set partitions of an \( n \)-set into \( k \) blocks (case 9). Furthermore, we present extensions of this approach to address cases 3 and 7.

The problem of unranking objects emerges as one of the most fundamental challenges in combinatorial generation, as seen in [21], and is applicable in various domains such as software testing [17], optimization [9], or scheduling [24]. In different contexts, it serves as the core problem for generating complex structures, as observed in phylogenetics [2] and bioinformatics [1]. As mentioned earlier, to unrank, one must first establish a total order over the objects in question. The often-utilized order is the lexicographic order due to its ease of handling, leading to extensive study in the literature. However, Ruskey notes...
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in [20, p. 59] that lexicographic generation is typically not the most efficient, thus requiring particular care in lexicographic unranking. Knuth dedicates a section to the lexicographic generation of combinatorial objects in [11], relating it to the special case of Gray codes. Other combinatorial objects are also explored in Ruskey’s and Kreher and Stinson’s books on combinatorial generation [20, 12]. Skiena focuses on the practical implementation of such algorithms [22].

Usually, the approach for constructing structures using a recursive decomposition schema involves leveraging this decomposition to build a larger object from smaller ones. This method is extensively detailed in the well-known book by Nijenhuis and Wilf [18]. The approach has been systematically applied to decomposable objects in the context of analytic combinatorics, initially for recursive generation [6], and later for unranking methods [16].

**Related work.** Let us first quickly detail the classical unranking methods for the Twelvefold Way. As indicated in Table 1, cases 1, 8, and 11 are straightforward. In fact, an \( n \)-sequence in \( K \) consists of a word of length \( n \) over the finite alphabet \( K \), making lexicographic unranking direct. Cases 8 and 11 are extreme situations, both corresponding to the Iverson bracket \([n \leq k]\). As a result, the enumeration problems contain either one function (only when \( n \leq k \)) or none. The unranking method is trivial.

Cases 4, 5, and 6 are all associated with the enumeration of subsets and are directly related to combination enumerations. Various algorithms to solve such lexicographic unranking problems are relevant in the literature. In [7], we present a survey of the most efficient methods with a modern algorithm complexity analysis. Moreover, we introduce a new algorithm based on the factoradics number system, which is at least as efficient as the others.

Case 12 is associated with integer partition enumerations, and [12] presents an efficient recursive algorithm. This algorithm follows lexicographic order but for the reverse standard form of printing a partition. In standard form, partitions print the components from the largest to the smallest, whereas this algorithm is based on the reverse printing (from the smallest component to the largest one). It appears that, currently, there is no existing lexicographic unranking method specifically designed for the standard form of printing. Case 10 can be considered an extension of case 12, much like case 7 is an extension of case 9.

The last three cases pertain to set partition problems. Various combinatorial objects, such as permutations with a specific pattern [4], graph coloring [10], walks in graphs [5], or trees for phylogenetics [2], are enumerated by set partitions. In a recent paper [14] the uniform random generating for set partitions for given \( n \) and \( k \) is studied, in the context of clustering algorithms. However, as far as we know, there is no lexicographic algorithm that takes arguments \( n, k \) and the rank \( r \), returning the \( r \)-th partition in lexicographic order. Instead, there exists another classical object called a restricted growth sequence that is in bijection with set partitions (see [15, 20]). The unranking approaches presented in these works return such restricted growth sequences in lexicographic order. However, the natural bijection from restricted growth sequences to partitions does not preserve the lexicographic order.

**Main results.** To develop an efficient unranking generator for set partitions, we first introduce the lexicographic order over set partitions. Some care must be taken since we are dealing with sets of integers. Therefore, we use a standard printing of a set partition to obtain a canonical representation. We then introduce an ad hoc combinatorial algorithm to unrank set partitions in lexicographic order. Due to the very large integers manipulated in the algorithms, of order of \( n \log n \) bits, our algorithm computes the necessary ones on-the-fly in a lazy paradigm. The correctness and complexity of the algorithm are managed based
on specific combinatorial properties derived throughout the paper. Finally, we present some experiments using a Go\textsuperscript{1} implementation for our algorithm. We leverage the simple and efficient parallelism mechanism provided by this language to significantly reduce space consumption without degrading time consumption for large values of \( n \).

**Organization of the paper.** Following the introduction of the paper, Section 2 highlights the combinatorial aspects of set partitions and presents some preliminary properties. In Section 3, we introduce our method for unranking set partitions, providing key insights into proving the correctness and complexity of our approach. Additionally, we present ideas for running calculations in parallel and share experiments that validate our parallel approach. Finally, Section 4 extends our algorithm to address cases 3 and 7 from the Twelvefold Way.

# 2 Preliminaries

## 2.1 Context of set partitions

**Definition 1.** Let \( \mathcal{N} \) be a set of \( n \) distinguishable elements. A partition \( \pi \) of \( \mathcal{N} \) in \( k \) blocks is a collection \( B_1, B_2, \ldots, B_k \) of disjoint non-empty subsets of \( \mathcal{N} \) such that every element from \( \mathcal{N} \) belongs to exactly one \( B_i \), for \( i \in \{1, \ldots, k\} \).

As an example let \( \mathcal{N} \) be \( \{1, \alpha, 2, 3, 4, \beta, 6, 12\} \). The collection \( \{2, 3\}, \{4, 6, 12\}, \{\beta, 1, \alpha\} \) is a partition of \( \mathcal{N} \) in 3 blocks. In the rest of the paper, the set of positive integers from 1 to \( n \) is denoted by \([n]\). We can identify a set \( \mathcal{N} \) of \( n \) elements with \([n]\), thus from now we will only be interested in partitions for \([n]\).

**Definition 2.** Let \( 1 \leq k \leq n \) be two positive integers and \( \mathcal{N} \) be \([n]\). The set of \( k \)-partitions of \( \mathcal{N} \) is denoted by \( \mathcal{P}^n_k \). The sequential form of a partition of \( \mathcal{P}^n_k \) (i.e. a \( k \)-partitions of \( \mathcal{N} \)) is such that for all \( i \in [k] \), the block \( B_i \) contains the smallest integer from \([n]\) not present in \( \cup_{j<i}B_j \). Furthermore, for each block, it is represented in the increasing order of its elements.

For example \( \{1\}, \{2, 3, 5\}, \{4, 6\} \) is a 3-partition of \([6]\) represented in its sequential form. The sequential form is a canonical representation of the partition. As a shortcut, we will from now represent a partition simply as \( 1/235/46 \). In the paper we have chosen to use the terminology and the notations from Mansour [15].

**Fact.** Let \( 1 \leq k \leq n \) be two positive integers. The number of partitions in \( \mathcal{P}^n_k \) is the Stirling number of the second kind denoted by \( \binom{n}{k} \). It satisfies the following recurrence:

\[
\binom{n}{k} = \begin{cases} 
\binom{n-1}{k-1} + k \cdot \binom{n-1}{k} & \text{if } 1 < k < n; \\
1 & \text{otherwise, i.e. when } k = 1 \text{ or } k = n.
\end{cases}
\]

This sequence is stored in OEIS \texttt{A008277}\textsuperscript{2}. We now introduce a natural order over \( k \)-partitions.

**Fact.** Let \( A \) and \( B \) two subsets of positive integers. We say that \( A \leq B \) iff either

- \( A = B \), or
- \( A \subset B \) and \( \max(A) < \min(B \setminus A) \), or
- \( B \subset A \) and \( \min(A \setminus B) < \max(B) \), or
- \( \min(A \setminus B) < \min(B \setminus A) \).

The relation \( \leq \) is a total order over subsets of \([n]\).

\footnotesize
\textsuperscript{1} The Go language offers routines to manage concurrency.

\textsuperscript{2} OEIS stands for the On-line Encyclopedia of Integer Sequences.
For example \( \{1,3\} \leq \{1,3,4\} \) and \( \{1,3\} \leq \{1,4\} \). But we also have \( \{1,3,4\} \leq \{1,4\} \).

**Fact.** Let \( 1 \leq k \leq n \) be two positive integers. The lexicographic order\(^3\) over partitions from \( \mathcal{P}_k^n \), in sequential form, is well defined using the latter order to compare two blocks: in fact a partition in \( k \) blocks is a Cartesian product of \( k \) subsets of positive integers.

There is another classical representation for partitions called *canonical form* in [15]. A partition in \( k \) blocks is represented as a word over a \( k \)-letters alphabet. For example the partition \( 1/235/46 \) is represented by the word 122323. The \( i \)th letter is the index of the block containing the integer \( i \). Using this representation we can also define a lexicographic order over partitions, but here we compare partitions that do not necessarily contain the same numbers of blocks. The lexicographic order over the sequential form is not compatible with the lexicographic order used for the sequentical form we are interested in. This can be noted in the Table 2.

**Definition 3.** Using the lexicographic order over the sequential form for partitions in \( \mathcal{P}_k^n \), we define a ranking function assigning to each partition its rank corresponding to the number of \( k \)-partitions smaller than it in the lexicographic order.

**Table 2** Ranking of the 3-partitions of \( [5] \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1/2/345</td>
<td>12333</td>
<td>13</td>
<td>13/2/45</td>
<td>12133</td>
</tr>
<tr>
<td>1</td>
<td>1/23/45</td>
<td>12233</td>
<td>14</td>
<td>13/24/5</td>
<td>12123</td>
</tr>
<tr>
<td>2</td>
<td>1/234/5</td>
<td>12223</td>
<td>15</td>
<td>13/25/4</td>
<td>12132</td>
</tr>
<tr>
<td>3</td>
<td>1/235/4</td>
<td>12232</td>
<td>16</td>
<td>134/2/5</td>
<td>12113</td>
</tr>
<tr>
<td>4</td>
<td>1/24/35</td>
<td>12323</td>
<td>17</td>
<td>135/2/4</td>
<td>12131</td>
</tr>
<tr>
<td>5</td>
<td>1/245/3</td>
<td>12322</td>
<td>18</td>
<td>14/2/35</td>
<td>12313</td>
</tr>
<tr>
<td>6</td>
<td>1/25/34</td>
<td>12332</td>
<td>19</td>
<td>14/23/5</td>
<td>12213</td>
</tr>
<tr>
<td>7</td>
<td>12/3/45</td>
<td>11233</td>
<td>20</td>
<td>14/25/3</td>
<td>12312</td>
</tr>
<tr>
<td>8</td>
<td>12/34/5</td>
<td>11223</td>
<td>21</td>
<td>145/2/3</td>
<td>12311</td>
</tr>
<tr>
<td>9</td>
<td>12/35/4</td>
<td>11232</td>
<td>22</td>
<td>15/2/34</td>
<td>12331</td>
</tr>
<tr>
<td>10</td>
<td>123/4/5</td>
<td>11123</td>
<td>23</td>
<td>15/23/4</td>
<td>12231</td>
</tr>
<tr>
<td>11</td>
<td>124/3/5</td>
<td>11213</td>
<td>24</td>
<td>15/24/3</td>
<td>12321</td>
</tr>
<tr>
<td>12</td>
<td>125/3/4</td>
<td>11231</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Definition 4.** Let \( 1 \leq k \leq n \) be two positive integers. Let \( P \) be a partition from \( \mathcal{P}_k^n \), represented in the sequential form as \( B_1/B_2/\ldots/B_k \). An integer subset \( p \) is called prefix of \( P \) if \( p \subset B_1 \) and \( p \leq B_1 \).

For the partition \( 12/35/4 \), there are three possible prefixes \( \emptyset, 1 \) and 12. We can further extend the definition of prefixes of a partition by letting \( N \) being any subset of \( [n] \). Thus removing the first block of the latter partition gives \( 35/4 \), we define prefixes of the 2-partition (of \( \{3,4,5\} \)) to be \( \emptyset, 3 \) and \( 35 \). Here we formalize this extension.

**Definition 5.** The definition of a prefix \( p \) of a partition is extended to any set \( N \) partitioned in a sequence of blocks (with the first one being denoted by \( B_1 \)) such that \( p \leq B_1 \).

\(^3\) The lexicographic order of partitions from \( \mathcal{P}_k^n \) in sequential form is a total order.
2.2 Combinatorial properties

We are now interested in counting results for partitions sharing the same prefix. These are the core results for our unranking algorithm.

**Proposition 6.** Let \(1 \leq k \leq n\) be two positive integers. Let \(\ell\) and \(d\) be two integers such that either \(\ell = d = 1\) or \(1 < \ell \leq d\). For a given prefix \(1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-1} d\), we define \(S_k^n(\ell, d)\) to be the number of partitions in \(P_k^n\) accepting this prefix of length \(\ell\): We have

\[
S_k^n(\ell, d) = \sum_{u=0}^{\min(n-k-\ell+1,n-d)} \binom{n-\ell-u}{k-1} \binom{n-d}{u}.
\]

Let us remark that the notation \(S_k^n(\ell, d)\) is a bit confusing in the sense that it is relative to the whole prefix \(1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-1} d\). However the specific values of \(\alpha_2\) up to \(\alpha_{\ell-1}\) are not modifying the values of \(S_k^n(\ell, d)\).

**Proof.** First if \(\ell = d = 1\), then in the sequential form the first block necessarily contains 1. Thus \(S_k^n(1,1) = |P_k^n| = \binom{n}{k} = \sum_{u=0}^{n-k} \binom{n-1-u}{k-1} \binom{n-1}{u}\). The latter equality is given e.g. in [8, p. 251, Table 251].

In the second case when \(1 < \ell \leq d\), we aim at counting the number of partitions in \(P_k^n\) accepting \(1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-1} d\) as a prefix. In order to exhibit a combinatorial interpretation, we rewrite \(S_k^n(\ell, d)\) as

\[
S_k^n(\ell, d) = \sum_{u=0}^{\min((n-\ell)-(k-1),n-d)} \binom{n-(\ell+u)}{k-1} \binom{n-d}{u}.
\]

Once the prefix is given, it remains to complete the first block \(B_1\) from the partition, and then to calculate how we can further partition the other elements in the next blocks. The variable \(u\) in the sum corresponds to the number of elements that are appended to the prefix to complete \(B_1\). Its value ranges from 0 up to the maximal number of elements that we can append i.e. \((n-\ell) - (k-1)\) because at least \(k-1\) among the remaining \(n-\ell\) elements must be assigned to the other \(k-1\) blocks. Obviously the number of possible elements \(u\) is also upper bounded by the number of remaining elements, i.e. \(n-d\). Once the number \(u\) of elements for the completion of \(B_1\) is given, we choose \(u\) elements greater than \(d\): the number of possibilities is given by the binomial coefficient. Finally it remains to build the other blocks of the partition: we partition \(n-(\ell+u)\) elements into \(k-1\) blocks. Hence the formula is proved. \(\blacksquare\)

We introduce an example using Table 2 for \(P_3^n\). If we are interested in the prefix 13, then there are 3 partitions without completing block \(B_1\), in the sum, when \(u = 0\) we get \(13\) = 3. The other possible value is \(u = 1\) with the general term being \(\binom{2}{2} \binom{7}{1} = 2\) as it appears in the table.

In order to get a formula that is more efficient to calculate, we observe that the latter numbers \(S_k^n(\ell, d)\) depend essentially in three variables instead of four. The proof is direct with some variable renaming.

**Proposition 7.** Let \(n, k, d\) be integers with \(0 \leq k \leq n\) and \(0 \leq d \leq n\). By defining

\[
\tilde{S}_k^n(d) = \sum_{u=0}^{\min(n-k,n-d)} \binom{n-u}{k} \binom{n-d}{u}, \text{ we get } S_k^n(\ell, d) = \tilde{S}_k^{n-\ell}(d-\ell).
\]
We note that \( S_k^n(1,1) = \tilde{S}_{k-1}^{n-1}(0) = \binom{n}{k} \). Note that the 3-dimension sequence \( \tilde{S} \) seems not to be stored in OEIS. There exist several generalizations of Stirling numbers, but none of them apparently corresponds to our sequence \( \tilde{S} \).

**Corollary 8.** The numbers \( \tilde{S}_k^n(d) \) satisfy the following recurrence:

\[
\tilde{S}_k^n(d) = \begin{cases} 
\tilde{S}_{k-1}^{n-1}(d-1) + k \cdot \tilde{S}_k^{n-1}(d-1) & \text{if } 1 \leq k \leq n \text{ and } 1 \leq d \leq n; \\
\frac{n+1}{k+1} & \text{if } d = 0 \text{ and } 0 \leq k \leq n; \\
0 & \text{otherwise.}
\end{cases}
\] (2)

Note the later recurrence is similar to the one satisfied by Stirling numbers of the second kind (but with here a third variable \( d \) giving some kind of level of numbers).

**Proposition 9.** Let \( n, k, d \) be integers with \( 0 \leq k \leq n \) and \( 0 \leq d \leq n \). The function \( \tilde{S}_k^n(d) \) can be represented as a binomial transform:

\[
\tilde{S}_k^n(d) = \sum_{u=0}^{\min(n-d,k)} (-1)^u \binom{n+1-u}{k+1} \binom{d}{u}.
\]

The main idea of the proof consists in proving that the two expressions given in Propositions 7 and 9 are satisfying the same recurrence and thus are equal.

**Proof.** In order to prove this new expression for \( \tilde{S} \), we just have to prove that this expression satisfy the recurrence stated in Corollary 8. Substituting \( d = 0 \) by 0 we get the base case. We now consider the case where the three integers \( n, k, d \) satisfy \( 0 \leq k \leq n \) and \( 1 \leq d \leq n \). Using Proposition 9 in the case where \( 0 < k < n \) (the cases \( k = 0 \) or \( k = n \) are obvious) we have

\[
\tilde{S}_{k-1}^{n-1}(d-1) + k \cdot \tilde{S}_k^{n-1}(d-1) = \sum_{u=0}^{\min(n-k,d-1)} (-1)^u \binom{n-u}{k} \binom{d-1}{u} + k \cdot \sum_{u=0}^{\min(n-1-k,d-1)} (-1)^u \binom{n-u}{k+1} \binom{d-1}{u}.
\]

By using factorization and Stirling numbers of the second kind recurrence, we obtain:

\[
\tilde{S}_{k-1}^{n-1}(d-1) + k \cdot \tilde{S}_k^{n-1}(d-1) = \sum_{u=0}^{\min(n-k,d-1)} (-1)^u \left( \binom{n+1-u}{k+1} - \binom{n-u}{k+1} \right) \binom{d-1}{u}.
\]

After having telescoped the two sums we get the stated result.

Finally, given two prefixes, one being smaller than the second one, the next proposition allows to compute how many partitions are in-between the two prefixes. More formally:

**Proposition 10.** Let \( 1 \leq k \leq n \) be two positive integers. Let \( d_1 \in [n] \setminus \{1\} \), \( d_0 \in [d_1 - 1] \) and \( \ell > 1 \) be integers. For a given prefix \( 1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-2} d_0 \), the number of elements of \( \mathcal{P}_k^n \) that admit a length-\( \ell \) prefix satisfying \( 1 \alpha_2 \ldots \alpha_{\ell-2} d_0 d_1 \) (for all \( d_1 \) ranging from \( d_0 + 1 \) to \( d_1 + \ell \)) is given by

\[
R_k^n(\ell, d_0, d_1) = \tilde{S}_{k-1}^{n-\ell}(d_0 - \ell) - \tilde{S}_{k-1}^{n-\ell}(d_1 + 1 - \ell).
\]
3 Methods for unranking set partitions

Merging the combinatorial properties stated in the previous section, we are now ready to design algorithms to unrank set partitions in the lexicographic order.

3.1 Unranking algorithm design

Our aim consists in constructing the \( r \)-th partition related to a pair \( n, k \) in sequential form for the lexicographic order. The constructions follow the next main lines. The global idea consists in building the normalization of the partition. So we build together its block pattern and its reversed factoradics (seeing the partition as a size-\( n \) permutation).

- The building of the blocks is going from left to right;
- The construction of a block is also from left to right, component by component using a binary search approach;
- Finally once the block pattern and the reversed factoradics are set, a slight adaptation of the lexicographic permutation unranking algorithm gives the result.

The details for the correctness of our approach lies on the ranking function associated to the set partitions.

We first present in detail the main function \textsc{Unranking} of Algorithm 1. Using a loop, at each turn it defines the next block of the partition and then refine the value of the rank related to the remaining part of the partition. The result \( B \) returned by \textsc{Next\_Block} contains the indices of the components of the block that has been calculated and \( acc \) allows to update the rank so that it is related to the remaining part of the partition that must still be computed. With our previous definition, \( B \) is the normalization of the corresponding partition block. At the end of the function a dynamic extraction is executed in an array containing elements from 1 to \( n \) according to the indices in \( Res \).

\begin{algorithm}
\begin{algorithmic}[1]
\Function{Unranking}{$n, k, r$}
\State \( n' := n \)
\State \( Res := [] \)
\While {\( k > 1 \)}
\State \( (B, acc) := \textsc{Next\_Block}(n, k, r) \)
\State \textsc{Append}(\( Res, B \))
\State \( r := r - acc \)
\State \( n := n - \text{len}(B) \)
\State \( k := k - 1 \)
\EndWhile
\State \textsc{Append}(\( Res, [0, 0, \ldots, 0] \))
\State \( Res := \textsc{Extract}(n', Res) \)
\State \Return \( Res \)
\EndFunction
\end{algorithmic}
\end{algorithm}

\begin{algorithm}
\begin{algorithmic}[1]
\Function{Next\_Block}{$n, k, r$}
\State \( Block := [0]; acc := \{ k - 1 \} \)
\If {\( r < acc \)}
\State \Return \( (Block, 0) \)
\EndIf
\State \( d0 := 1; index := 2; inf := 2; sup := n \)
\State \textsc{complete} := \textsc{False}
\While {\textsc{not complete}}
\If {\( inf < sup \)}
\State \( mid := \lfloor (inf + sup)/2 \rfloor \)
\If {\( r >= acc + R_k^n(index - 1, d0, mid - 1) \)}
\State \( inf := mid + 1 \)
\Else
\State \( sup := mid \)
\EndIf
\EndIf
\State \( mid := inf; threshold := \{ n - index \} \)
\State \( acc := acc + R_k^n(index - 1, d0, mid - 2) \)
\State \textsc{Append}(\( Block, mid - index \))
\If {\( r < threshold + acc \)}
\State \textsc{complete} := \textsc{True}
\Else
\State \( index := index + 1 \)
\State \( d0 := mid; inf := d0 + 1; sup := n \)
\State \( acc := acc + threshold \)
\EndIf
\EndWhile
\State \Return \( (Block, acc) \)
\EndFunction
\end{algorithmic}
\end{algorithm}

\textit{Remove}(\( L, i \)) removes element with index \( i \) in \( L \).
The function NEXT_BLOCK takes parameters $n, k, r$ and returns essentially the first block of the $r$-th partition in $P^n_k$. In fact, using Table 2 the call NEXT_BLOCK(5, 3, 16) returns 0 1 1 (instead of 1 3 4), the latter block being obtained through a dynamic extraction of the element 0 in $[1, 2, 3, 4, 5]$ then the element 1 is extracted in the remaining part $[2, 3, 4, 5]$ and finally the element 1 in $[2, 4, 5]$. Constructing the blocks of indices instead of the blocks of values allows to neglect about the remaining elements for the further blocks construction. Note that obviously the last block of the partition contains only the indices 0 (Line 10 from Unranking Algorithm) and the first element of a block is always index 0, both due to the sequential form. Finally while calling UNRANKING(5, 3, 16), at the end of Line 10, Res contains [[0 1 1][0][0]]. Reading the components from right to left we get the factoradics 0 0 1 1 0 of the number 8 corresponding to the lexicographic rank of the permutation $[1, 3, 4, 2, 5]$ (cf. [7] for details).

**Theorem 11.** UNRANKING($n, k, \cdot$) is a lexicographic unranking algorithm for set partitions from $P^n_k$.

**Proof key-ideas.** The core of the function NEXT_BLOCK relies on the while loop (line 7). When it is entered (let say for the $i$-th time), the variable Block contains the length-$i$ prefix of the normalized (final) block. Thus at this evaluation the loop determines (with a binary search) the $i + 1$th element that is appended to Block. Then, we calculate if the block is finished (line 17) or if we continue (line 19).

### 3.2 Complexity analysis and experiments for unranking

In our implementation in Go⁴, we offer two approaches for the necessary Stirling numbers calculations: either a precomputation of them or a computation on the fly of those that are needed at each step. We never precompute the 3 dimension table $\tilde{S}^n_k(d)$. In fact, in many bad cases these numbers are of order of $n!$, thus precomputing would be too expensive while only few of the numbers are needed. We compute the necessary numbers $\tilde{S}^n_k(d)$ on the fly.

First let us recall the behavior of the sequence of Stirling numbers of the second kind when $k$ is ranging from 1 to $n$.

**Fact.** Let $1 \leq k \leq n$ be two positive integers. The sequence $\binom{n}{k}$ is unimodal and its maximum is reached when $k_n \sim n/\ln n$. Around this value, we have $\log \binom{n}{k_n} = \Theta(n \log n)$⁵. Furthermore, we have an upper bound valid for all $1 \leq k \leq n$:

$$\log \binom{n}{k} \leq (n-k) \log k + \log \binom{n}{k} \leq (n-k) \log k + k \log \frac{n \cdot e}{k}.$$  

See the fundamental paper of Rennie and Dobson [19] to get a proof for these results.

In the following we propose six distinct implementations of the function $\tilde{S}$ presented in Proposition 7 and underlying the function $R$ from Proposition 10.

- $S_v1$ direct implementation of the formula stated in Proposition 7;
- $S_v2$ implementation of the formula from Proposition 7 taking into account the symmetry of binomial coefficients, thus the sum contains half of the terms in comparison to $S_v1$ (and thus half of the multiplications);
- $S_v3$ direct implementation of the formula stated in Proposition 9;

---

⁴ Go implementation and the material used for repeating the experiments are all available [here](https://example.com).

⁵ In this paper we use the notation log for the logarithm in basis 2.
S_v4 implementation of the formula from Proposition 9 taking into account the symmetry of binomial coefficients, thus the sum contains half of the terms in comparison to S_v3; S_v5 is our most efficient algorithm without precomputations. The calculation way consists in deciding according whether a call to S_v2 or to S_v4 should be the most efficient, according to the number of terms in the sums interacting with Propositions 7 and 9; S_v6 same algorithm than S_v5 but with all necessary Stirling numbers of the second kind precomputed.

The integers computed during the unranking algorithm are very large, thus a classical complexity in the number of arithmetical operations is not precise. We hence are interested in the bit-complexity, corresponding the the number of atomic operations on digits. 

\[\text{Theorem } 12. \text{ For the time complexity, the algorithm Unranking based on each of the function } S_{v_i} \text{ has a bit-complexity bounded by} \]
\[O \left( \frac{(n-k)^3 M(n)}{n} \ln n \log k + \frac{k(n-k)^2 M(n)}{n} \ln n \log \left( \frac{n}{k} \right) \right), \]

where \( M(n) \) is the bit complexity for the multiplication of two numbers, each one containing \( n \) bits.

The naïve multiplication algorithm satisfies \( M(n) = \Theta(n^2) \). But using, for example, Karatsuba algorithm, we obtain \( M(n) = \Theta(n \log^3) \) for the time complexity. In Go\(^6\), as soon as the integers are greater than \( 2^{60} \), Karatsuba multiplication algorithm is used. In our context, almost all cases are thus based on the latter algorithm.

\[\text{Proof. } \text{We are interested in a worst case complexity analysis when } n \text{ is large and for } k \text{ ranging in } [n]. \text{ We are using the same kind of analysis in bit complexity as the one presented in [7, Section 4.3]. We compute an upper bound of the complexity in the central range of the Stirling numbers of the second kind. The central range, when } n \text{ tends to infinity, is observed when } k = \Theta(n/\ln n). \text{ A detailed similar analysis is presented in the paper [13]. In our context each Stirling number necessitates } \log \binom{n}{k} \text{ bits to be stored. They are multiplied by binomial coefficients containing at most } n \text{ bits. Thus Stirling numbers are separated in blocks of } n \text{ bits in order to use a multiplication of similar sizes numbers, inducing a time complexity bounded by } \log \binom{n}{k}/n \cdot M(n). \text{ Furthermore the number of calls the the function } \tilde{S} \text{ is } O((n-k) \ln n) \text{ induced by the repetitive calls to the binary search algorithm. Compiling all these upper bounds gives the stated bit-complexity.} \]

For approach S_v6, the following result establishes that the precomputation is negligible in terms of time complexity compared to the unranking itself. However note that the memory complexity is quadratic instead of linear (in \( n \)) by using the precomputation step.

\[\text{Proposition 13. The bit-complexity for the Stirling numbers precomputation is bounded by} \]
\[O \left( k(n-k)^2 M(\log k) + k^2(n-k) \frac{\log n}{\log k} M(\log k) \right). \]

In order to get the Stirling numbers on the fly, we use parallel computations. In fact, for each block determination, we observe that only two neighbors columns from the triangle of numbers are needed. Thus during the determination of a block, we compute in parallel the

---

\(^{6}\) Go documentation for big integers manipulations.
Time (in seconds) for unranking a partition in $\mathcal{P}_k^{1000}$ when $k$ is ranging in $[1000]$.

next two columns that will be necessary for the next block. Computing column $n - 1$ from column $n$ costs less time than the unranking algorithm. Thus, with parallel computation of the Stirling numbers, we achieve the same time complexity as the algorithm where Stirling numbers are precomputed while consuming a $O(n)$ amount of memory thus needing $O(n^2)$ memory size.

In Figure 1, we run experiments\(^7\) by fixing $n = 1000$ and $k$ ranging from 2 to 992 with steps of 15 units. For each value of $k$, 500 uniform samples are computed and the average time for the building of the partition is drawn for each Algorithm $S_{v1}$ up to $S_{v6}$. Obviously Algorithms $S_{v2}$ and $S_{v4}$ are better than their naïve versions respectively $S_{v1}$ and $S_{v2}$. It is interesting to note that the optimization $S_{v5}$, obtained by computing the most efficient formula between Propositions 7 and 9. Finally we remark that the Algorithm $S_{v5}$ is almost as efficient as $S_{v6}$ where all precomputation of Stirling numbers have been stored before the computation of the partition. Strangely, for the smallest values of $k$, we note that $S_{v5}$ is even faster than $S_{v6}$. This is probably due to the RAM accesses: in fact in some preliminary experiments with computers equipped with DDR5 RAM Algorithm $S_{v6}$ is always faster than $S_{v5}$, and this is what is expected.

4 Extension and conclusion

As we observe in Table 1, both enumeration cases 3 and 7 are some extended version of the enumeration case 9. An adaptation for the RANKING function allows to rank the families counted by cases 3 and 7; then adapting the unranking algorithm solves these cases.

4.1 Ordered set partitions

Recall Stirling numbers of the second kind are counting the numbers of surjective functions from set $\mathcal{N}$ to set $\mathcal{K}$, where the elements of $\mathcal{N}$ are distinguishable and those of $\mathcal{K}$ are indistinguishable. We can represent these functions as set partitions. Now, what happens

---

\(^7\) The experiments provided in this paper are driven by using a PC equipped with an Intel Xeon X5677 processor, 32GB of DDR4-SDRAM and running Debian GNU/Linux 12.
when elements of $\mathcal{K}$ are distinguished? These functions are counted by ordered Stirling numbers of the second kind. In addition, they can be represented as ordered set partitions, which are similar to set partitions except that the order of the subsets matters. For instance, while in the world of unordered set partitions, elements 14/25/3; 14/3/25; 25/14/3; 25/3/14; 3/14/25 and 3/25/14 are equivalent and represented by the partition 14/25/3 in sequential form, in the world of ordered set partition, the 6 elements are all different.

**Proposition 14.** Let $1 \leq k \leq n$, be two integers with $n$ being the cardinality of set $N$. The number of ordered set partitions of $N$ in $k$ (non empty disjoint) subsets is $k! \cdot \binom{n}{k}$. The family of these partitions is denoted by $O^n_k$.

The proof is direct: the blocks in the sequential form of a set partition are distinguishable, thus permuting them gives the associated ordered set partitions.

**Fact.** Let $1 \leq k \leq n$, be two integers, the lexicographic order on set partitions $P^n_k$ is easily extended to get the lexicographic order for the ordered set partitions from $O^n_k$.

We can now derive the enumeration core result in this new context.

**Proposition 15.** Let $1 \leq k \leq n$ be two integers. Let $\ell$ and $d$ be two integers such that either $\ell = d = 1$ or $1 \leq \ell \leq d$. For a given prefix $1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-1} d$, we define $T^n_k(\ell, d)$ to be the number of ordered set partitions in $O^n_k$ accepting this prefix.

$$T^n_k(\ell, d) = \sum_{u=0}^{\min(n-k-\ell+1, n-d)} k! \left\{ \binom{n-\ell-u}{k-1} \right\} \binom{n-d}{u}.$$  

This formula is the analogous to $S^n_k(\ell, d)$. Using the same variable changes, we also get a three variable function, like $S^n_k(d)$. Then we can deduce an adaptation of our first algorithm by replacing Stirling numbers of the second kind by ordered Stirling numbers of the second kind and using the latter formula.

4.2 Bell’s set partitions

We denote by $\mathcal{F}$ the family of these functions. Such functions can be represented as unordered set partitions with at most $k$ blocks where $k$ is the numbers of elements in $\mathcal{K}$.

Let $\mathcal{K}_i \subset \mathcal{K}$ be a subset of $i$ distinguishable elements and $\mathcal{B}_i$ the functions that are surjective from $\mathcal{N}$ into $\mathcal{K}_i$. We have $\mathcal{B}^n_k = \bigcup_{i=0}^k \mathcal{B}_i$ and for a given $i \in [k]$, $|\mathcal{B}_i| = \binom{n}{i}$. Obviously $|\mathcal{B}^n_k| = \sum_{i=0}^k |\mathcal{B}_i| = \sum_{i=0}^k \binom{n}{i}$. The cardinality of $\mathcal{B}^n_k$ is counted by the $k$-restricted Bell numbers and finally, when $k = n$, we get the Bell numbers.

**Fact.** Let $1 \leq k \leq n$, be two integers, the lexicographic order on set partitions $P^n_k$ is also lexicographic for $\mathcal{B}^n_k$.

**Proposition 16.** Let $1 \leq k \leq n$ be two integers. Let $\ell$ and $d$ be two integers such that either $\ell = d = 1$ or $1 \leq \ell \leq d$. For a given prefix $1 \alpha_2 \alpha_3 \ldots \alpha_{\ell-1} d$, we define $U^n_k(\ell, d)$ to be the number of Bell’s set partitions in $\mathcal{B}^n_k$ accepting of this prefix.

$$U^n_k(\ell, d) = \sum_{u=0}^{\min(n-k-\ell+1, n-d)} \sum_{i=1}^k \left\{ \binom{n-\ell-u}{i-1} \right\} \binom{n-d}{u}.$$  

As a final remark, the correctness of both previous algorithms is directly hanging to the one for the set partition algorithm. What is remaining is their complexity analysis: it is not difficult, and it will be written in a long version of this paper.
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1 Introduction

Consider an unlabeled binary rooted tree $t$ with $m(t)$ leaves. Colijn & Plazzotta [2] introduced a ranking for the unlabeled binary rooted trees, according to which the rank $f(t)$ of $t$ is determined from the ranks $\ell(t)$ of its left subtree and $r(t)$ of its right subtree: $f(t) = 1$ for $m(t) = 1$, and $f(t) = f(\ell(t))[f(\ell(t)) - 1]/2 + 1 + f(r(t))$ for $m(t) \geq 2$. To compute the Colijn-Plazzotta rank, or CP rank, of a tree $t$, the “left” and “right” subtrees of $t$ are arranged in a canonical order, such that $f(\ell(t)) \geq f(r(t))$.

The ranking $f$ bijectively associates positive integers to unlabeled binary rooted trees – which number 1, 1, 2, 3, 6, 11, 23, 46, 98 for trees of $n = 1$ to 10 leaves (the Wedderburn-Etherington numbers, OEIS A001190). Among trees with $n$ leaves, CP ranks vary greatly; for example, the 8-leaf symmetric tree has rank 11 and the 8-leaf caterpillar has rank 2,598,062.

The CP rank has been proposed for various uses in the mathematical study of evolutionary trees [2, 3, 9]. It provides a tree encoding with the property that similar shapes often have nearby ranks, even if they possess different numbers of leaves. As a result, it gives a basis for computing a distance between unlabeled trees of differing size – a useful metric for the evolutionary trees that might be produced from genetic sequences in pathogens and other organisms. Because highly balanced shapes have the smallest rank among trees with a fixed

1 Corresponding author.
number of leaves and highly unbalanced shapes have the largest rank, the CP rank can
serve as a measure of the balance of an unlabeled tree – for example, in studies that seek to
compare the balance of observed trees to that predicted by models of evolutionary processes.

The minimal and maximal CP ranks across all trees with a fixed number of leaves \( n \)
can assist in assessing the CP ranks of specific trees, for example by normalizing the CP
rank as a measure of tree balance. Rosenberg [9] studied the minimal and maximal CP
ranks across trees with \( n \) leaves, identifying the trees that give rise to those ranks. The
maximal rank, denoted \( b_n \), recursively follows \( b_n = b_{n-1} (b_{n-1} - 1)/2 + 2 \) for \( n \geq 2 \), with
\( b_1 = 1 \) [9, Theorem 9]. As a quadratic recursion of a form studied by Aho & Sloane [1], \( b_n \)
has asymptotic growth \( b_n \sim 2\beta^{2n} \) for a constant \( \beta \approx 1.05653 \) [9, Corollary 14].

The minimal CP rank, denoted \( a_n \), recursively follows [9, Theorem 6]

\[
a_n = \begin{cases} 
1, & n = 1 \\
\lfloor a_{[n/2]}(a_{[n/2]} - 1)/2 + 1 + a_{[n/2]}, & n \geq 2.
\end{cases}
\]

(1)

For \( n \) equal to a power of 2, Rosenberg [9] showed that the recursion for \( a_n \) is related to that
for \( b_n \), producing \( a_n \sim 2\alpha^n \) for a constant \( \alpha = \beta^2 \), \( \alpha \approx 1.24602 \) [9, Theorem 13]. For general
\( n \), however, Rosenberg [9] gave only an upper bound, \( a_n < (\frac{3}{2})^n \) [9, Proposition 15].

Here we obtain the asymptotic growth of \( a_n \). Informally, our main result, obtained in
Theorems 6 and 9 and summarized in Corollary 10, states that the minimal Colijn-Plazzotta
rank \( a_n \) across trees with \( n \) leaves is approximately equal to \( 2[2^{P(\log_2 n)}]^n \), where \( P \) is a
bounded periodic function of period 1. Moreover, the minimum and supremum of \( 2^P \) are
given by constants \( c_1 \approx 1.24602 \) and \( c_2 \approx 1.33429 \).

Extremal properties of the non-differentiable periodic functions arising from recursions
such as eq. 1 that involve \( \lfloor n/2 \rfloor \) and \( \lceil n/2 \rceil \) are often difficult to characterize; many examples
therefore rely on case-dependent approaches. The computation here uses an inductive method
for studying the extrema.

2 An elementary improvement to the bounds on \( a_n \)

We begin by providing a refined exponential upper and lower bound on \( a_n \) for \( n \geq 66 \) that
improves upon the \( (\frac{3}{2})^n \) exponential upper bound in [9].

\textbf{Proposition 1.} For all integers \( n \geq 66 \), \( 3(1.2)^n < a_n < (1.34)^n \).

\textbf{Proof.} We proceed via induction on \( n \). For the base case, we verify computationally from
eq 1 that \( 3(1.2)^n < a_n < (1.34)^n \) for all integers \( 66 \leq n \leq 132 \). For the inductive hypothesis,
assume that \( 3(1.2)^k < a_k < (1.34)^k \) for all \( k \), \( 66 \leq k < n \). Because we have already considered
\( 66 < n \leq 132 \), suppose \( n > 132 \). Writing \( a_n = \frac{1}{2}a_{[n/2]}(a_{[n/2]} - 1) + a_{[n/2]} + 1 \), by the
inductive hypothesis, we have for the lower bound

\[
a_n > \frac{3(1.2)^{[n/2]}[3(1.2)^{[n/2]} - 1]}{2} + 3(1.2)^{[n/2]} + 1
\]

\[
= \frac{9}{2}(1.2)^{2[n/2]} - \frac{3}{2}(1.2)^{[n/2]} + 3(1.2)^{[n/2]} + 1
\]

\[
\geq \frac{9}{2}(1.2)^{2[n/2]} + \left[-\frac{3}{2}(1.2)^{3} + 1\right] + (1.2)^{[n/2]} + 1 > \frac{9}{2}(1.2)^n + 1.2(1.2)^{[n/2]} + 1 > 3(1.2)^n.
\]
For the upper bound, by the recursive formula for $a_n$ and the inductive hypothesis,

$$a_n < \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} \left(1 - \frac{1}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1 + \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1$$

$$= \frac{1}{2} \left(\frac{1.34}{2}\right)^{2\left\lfloor n/2 \right\rfloor} - \frac{1}{2} \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1 + \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1$$

$$\leq \frac{1}{2} \left(\frac{1.34}{2}\right)^{2\left\lfloor n/2 \right\rfloor} + \left( - \frac{1}{2} + 1 \right) \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1$$

$$= \frac{1}{2} \left(\frac{1.34}{2}\right)^{2\left\lfloor n/2 \right\rfloor} + \left( - 0.33 \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 0.5 \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1 \right) < \left(\frac{1.34}{2}\right)^{n},$$

where the last step follows by noting that $-0.33 \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 0.5 \left(\frac{1.34}{2}\right)^{\left\lfloor n/2 \right\rfloor} + 1 < 0$ for $0.5 + \sqrt{1.57}/0.66$, or $n > 2 \log([0.5 + \sqrt{1.57}]/0.66)/\log(1.34) \approx 6.6754.$

We continue now with a more precise analysis via the methods of [4].

3 Obtaining the periodically varying exponential order

Hwang et al. [4] studied recurrences with the $n$th term written in terms of $\left[\frac{n}{2}\right]$ and $\left[\frac{n}{2}\right].$ Such recurrences can arise in tree problems, in which a quantity associated with the root is written in terms of corresponding quantities for subtrees (see also e.g. [6, 8]). The floor and ceiling function give rise to periodicity in the exponential orders of the associated sequences.

Theorem 5 of [4], which considers recurrences that involve $\left[\frac{n}{2}\right]$, enables asymptotic evaluation of $a_n$ from eq. 1. Denote $\{t\} = t - \lfloor t \rfloor$, writing $\{t^-\}$ as the left-continuous version of $\{t\}$: $\{t^-\} = 1$ for integer $t$, and $\{t^-\} = \{t\}$ otherwise. In other words, $\{t^-\} = 1 - \{-t\}$.

Theorem 2 ([4]). Suppose $f(n) = 2f(\left[\frac{n}{2}\right]) + g(n)$ for $n \geq 2$, where $f(1)$ is given and $g(1) = 0$. Suppose further that the function $G_m(t) = \sum_{k=0}^{m} 2^{-k}g(\lfloor 2^{k}t \rfloor)$ converges uniformly to $G(t) = \sum_{k=0}^{\infty} 2^{-k}g(\lfloor 2^{k}t \rfloor)$ for $t \in [1, 2]$.

Then for $n \geq 1$, we have $f(n) = nP(\log_2 n) - Q(n)$, with $P$ and $Q$ defined by

$$P(t) = 2^{-\{t^-\}} \left[ G(2^{\{t^-\}}) + 2f(1) \right]$$

$$Q(n) = G(n) - g(n) = \sum_{k=1}^{\infty} 2^{-k}g(2^{k}n).$$

The theorem states that for a class of recurrences in which $f(n)$ is expressed in terms of $f(\left[\frac{n}{2}\right])$, $f(n)$ can be written in terms of a periodic function $P$ that varies with the fractional part of $\log_2 n$. We rewrite $a_n$ from eq. 1 in a form suited to the theorem.

Expanding eq. 1, for $n \geq 2$, we have $a_n = \frac{3}{2}a_{n/2} - \frac{3}{2}a_{[n/2]} + a_{[n/2]} + 1$, with $a_1 = 1$.

We augment the definition by writing $a_0 = 0$. Writing $a_n = 2g_n - \frac{1}{2}$, we have $g_0 = \frac{1}{2}$, $g_1 = \frac{3}{4}$, and for $n \geq 2$, $g_n = g_{n/2} + h_n$, where $h_n = g_{[n/2]} - g_{[n/2]} + \frac{11}{16}$, with $h_0 = \frac{11}{16}$ and $h_1 = \frac{11}{16}$.

Let $\lambda_n = \log_2 g_n$. Then $\lambda_0 = -2$, $\lambda_1 = \log_2 \frac{3}{4}$, and for $n \geq 2$, $\lambda_n = 2\lambda_{[n/2]} + \mu_n$, where $\mu_n = \log_2 (1 + h_n/g_{[n/2]})$ for $n \geq 2$. We set $\mu_1 = 0$; a value for $\mu_0$ is not needed.

Proposition 3. For $n \geq 2$, the sequence $\lambda_n$ can be written $\lambda_n = nP(\log_2 n) - Q(n)$, where

$$P(t) = 2^{-\{t^-\}} \left( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{2^{k}(t^-)} \right)$$

$$Q(n) = \sum_{k=1}^{\infty} 2^{-k} \mu_{2^{k}n}.$$
**Proof.** First, \( \lambda_n \) has the correct recursive form for the theorem: \( \lambda_n = 2\lambda_{\lfloor n/2 \rfloor} + \mu_n \) for \( n \geq 2 \), with \( \lambda \) and \( \mu \) in the roles of \( f \) and \( g \). \( \lambda_1 \) is given, equaling \( \log_2 \frac{3}{4} \), and \( \mu_1 = 0 \) by definition.

Note that the \( \mu_n \) depend on the \( \lambda_n \), which is not the case for \( g(n) \) in Theorem 2 in relation to \( f(n) \), so that Theorem 2 does not immediately apply. However, because \( f(n) \) here is solved in closed form without error, we can check the conditions of the theorem—which amounts to showing the convergence of an infinite series—and still apply the resulting solution to \( \lambda_n \).

If we can show uniform convergence of \( G_m(t) = \sum_{k=0}^{m} 2^{-k} \mu_{[2k]t} \) to \( G(t) = \sum_{k=0}^{\infty} 2^{-k} \mu_{[2k]t} \) on \( t \in [1,2] \), then the proposition will follow by Theorem 2, with \( f \) replaced by \( \lambda \) and \( g \) by \( \mu \). To prove this uniform convergence result, we first note that

\[
\mu_n = \log_2 \left( 1 + \frac{g_{\lfloor n/2 \rfloor} - g_{\lfloor n/2 \rfloor} + \frac{11}{16}}{g_{\lfloor n/2 \rfloor}^2} \right) = \log_2 \left( 1 + \frac{1}{g_{\lfloor n/2 \rfloor}^2} + \frac{11}{16} \right) \geq \log_2 \left( 1 + \frac{1}{g_{\lfloor n/2 \rfloor}^2} \right).
\]

The inequality follows from \( g_{\lfloor n/2 \rfloor} \leq g_{\lfloor n/2 \rfloor} \), which holds because \( g_n = \frac{1}{2} (a_n + \frac{1}{2}) \) and \( \{a_n\}_{n=1}^{\infty} \) is strictly increasing [9, Lemma 5]. Then \( \{g_n\}_{n=1}^{\infty} \) is also strictly increasing. We conclude that there exists a constant upper bound on \( \log_2 \left[ 1 + \left( \frac{1}{16} / g_{\lfloor n/2 \rfloor}^2 \right) \right] \) that is applicable for all \( n \geq 1 \). Next, notice that

\[
\mu_n = \log_2 \left( 1 + \frac{g_{\lfloor n/2 \rfloor} - g_{\lfloor n/2 \rfloor} + \frac{11}{16}}{g_{\lfloor n/2 \rfloor}^2} \right) \geq \log_2 \left( 1 + \frac{1}{g_{\lfloor n/2 \rfloor}^2} \right).
\]

Because \( \{g_n\}_{n=1}^{\infty} \) is strictly increasing and \( g_2 = \frac{2}{3} \), we can conclude that for all \( n \geq 4 \), \( \mu_n \geq \log_2 \left( 1 - 1/g_{\lfloor n/2 \rfloor} \right) \geq \log_2 \left( 1 - 1/g_2 \right) = \log_2 \left( \frac{1}{3} \right) \). Hence, \( \mu_n \geq \min \left( \mu_1, \mu_2, \mu_3, \log_2 \left( \frac{1}{7} \right) \right) \) for all \( n \geq 1 \), showing that \( \mu_n \) is also bounded below by a constant applicable for all \( n \geq 1 \).

Because \( \mu_n \) is bounded below and above by constants applicable for all \( n \), there exists a constant \( M \) such that \( |\mu_n| < M \) for all \( n \geq 1 \). We use this constant to show that \( G_m(t) \) converges uniformly to \( G(t) = \sum_{k=0}^{\infty} 2^{-k} \mu_{[2k]t} \) for \( t \in [1,2] \). Indeed, if we let \( g_k(t) = 2^{-k} \mu_{[2k]t} \), we then have that \( G_m(t) = \sum_{k=0}^{m} g_k(t) \). Because \( |g_k(t) - |2^{-k} \mu_{[2k]t}| \leq 2^{-k}M \) for all \( t \in [1,2] \) and \( k \geq 0 \) and \( \sum_{k=0}^{\infty} 2^{-k}M = 2M \), it follows by the Weierstrass M-test that \( G_m(t) \) converges uniformly to \( G(t) \) on \( t \in [1,2] \), as desired.

By Theorem 2, we deduce that \( \lambda_n = nP(\log_2 n) - Q(n) \), where \( P \) and \( Q \) are defined by

\[
P(t) := 2^{-\lfloor t^- \rfloor} \left[ G(2^{\lfloor t^- \rfloor}) + 2\lambda_1 \right] = 2^{-\lfloor t^- \rfloor} \left( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2k+(t^-)]} \right) \quad (4)
\]

\[
Q(n) := G(n) - \mu_n = \sum_{k=1}^{\infty} 2^{-k} \mu_{2^k n} \quad (5)
\]

Examples of \( a_n, g_n, h_n, \lambda_n, \mu_n, P(\log_2 n) \) and \( Q(n) \) for small values of \( n \) appear in Table 1. Values for \( P(\log_2 n) \) and \( Q(n) \) are numerical approximations, and values for \( \lambda_n \) and \( \mu_n \) are rounded to four decimal places. To find the asymptotic growth of \( a_n \), we use Proposition 3:

\[
a_n = 2g_n - \frac{1}{2} = 2(2^{\lambda_n} - \frac{1}{2}) = 2[2^nP(\log_2 n) - Q(n)] - \frac{1}{2} = 2[2^{-Q(n)} \cdot 2^nP(\log_2 n)] - \frac{1}{2}.
\]
We use a lemma from A to show in B that \( Q(n) \to 0 \) as \( n \to \infty \). It follows that \( a_n \sim 2^{2P(\log_2 n)} \). The asymptotic exponential growth of \( a_n \) thus depends only on the value of \( \log_2 n \). Because \( P \) is a periodic function with period 1, we have that \( P[\log_2(2n)] = P[1 + \log_2 n] = P[\log_2 n] \). The base of the exponent of \( a_{2n} \) is the same as that of \( a_n \) for any \( n \). A plot of \( 2^P(t) \) as a function of \( t \in [0,1] \) appears in Figure 1.

The function in Figure 1 appears to have many discontinuities, the most visually apparent of which lies at \( t = 0 \). In the next section, we show that \( 2^P(t) \) has its supremum as \( P(t) \) approaches 0 from the right and its minimum at \( t = 0 \).

### 4 The upper bound on the exponential order

From Section 3, \( a_n \sim 2^{2P(\log_2 n)} \). Hence, to find upper and lower bounds on the exponential order of \( a_n \), we must find the extreme values of \( 2^{P(\log_2 n)} \). Because \( P \) is a 1-periodic function, it suffices to find the extrema of \( 2^P(t) \) on \( t \in [0,1] \).

We obtain the upper bound in Theorem 6 and the lower bound in Theorem 9. The proof of Theorem 6 requires an inequality that concerns a certain sum involving the \( \mu_n \). To prove the inequality, Lemma 4 obtains a term-wise result for terms in the sum that have a sufficiently high index. The term-wise result does not hold for terms with a small index, and Lemma 5 addresses their sum all at once. The lemmas are proven in C.
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Lemma 4. \( \mu_{2k+1} - 2^{-t}\mu_{2^k+t} - \lambda_1(2^{-t} - 1) > -[\mu_2 - 2^{-t}\mu_2 - \lambda_1(2^{-t} - 1)] \) for all integers \( k \geq 11 \) and all \( t \in (0,1) \).

Lemma 5. For all \( t \in (0,1) \),
\[
\sum_{k=1}^{10} \left[ 2^{-k}\mu_{2k+1} - 2^{-k-t}\mu_{2^k+t} - 2^{-k}\lambda_1(2^{-t} - 1) \right] > -\sum_{k=1}^{10} 2^{-k}\left[ \mu_2 - 2^{-t}\mu_2 - \lambda_1(2^{-t} - 1) \right].
\]

Theorem 6. \( \sup_{t \in (0,1)} 2^{P(t)} = \lim_{t \to 0^+} 2^{P(t)} \).

Proof. Because \( 2^x \) is a strictly increasing function with respect to \( x \), finding the supremum of \( 2^{P(t)} \) on \( (0,1) \) is equivalent to finding the supremum of \( P(t) \). For \( t \in (0,1) \), \( \{t^{-} \} = t \). Hence, applying the definition of \( P(t) \) from eq. 4,
\[
\lim_{t \to 0^+} P(t) = \lim_{t \to 0^+} 2^{-\{t^{-} \}} \left( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k}\mu_{2^k+t-1} \right) = 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k}\mu_{2^k+1}.
\]
Proving that \( P(t) < \lim_{t \to 0^+} P(t) \) for \( t \in (0,1) \) is equivalent to proving
\[
2^{-t} \left( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k}\mu_{2^k+t-1} \right) < 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k}\mu_{2^k+1}.
\] (6)

Rearranging eq. 6 and noting \( 2 = \sum_{k=0}^{\infty} 2^{-k} \), we must prove \( \sum_{k=0}^{\infty} [2^{-k}\mu_{2^k+t-1} - 2^{-k-t}\mu_{2^k+t}] = 2^{-k}\lambda_1(2^{-t} - 1) > 0 \), or equivalently, extracting the \( k = 0 \) term,
\[
\mu_2 - 2^{-t}\mu_2 - \lambda_1(2^{-t} - 1) + \sum_{k=1}^{\infty} \left[ 2^{-k}\mu_{2^k+1} - 2^{-k-t}\mu_{2^k+t} - 2^{-k}\lambda_1(2^{-t} - 1) \right] > 0.
\] (7)

By Lemmas 4 and 5, we have the following:
\[
\begin{align*}
[\mu_2 - 2^{-t}\mu_2 - \lambda_1(2^{-t} - 1)] &+ \sum_{k=1}^{10} \left[ 2^{-k}\mu_{2^k+1} - 2^{-k-t}\mu_{2^k+t} - 2^{-k}\lambda_1(2^{-t} - 1) \right] \\
&+ \sum_{k=11}^{\infty} \left[ 2^{-k}\left[ \mu_{2^k+1} - 2^{-t}\mu_{2^k+t} - \lambda_1(2^{-t} - 1) \right] \right] \\
&> \left[ \mu_2 - 2^{-t}\mu_2 - \lambda_1(2^{-t} - 1) \right] \left[ 1 - \sum_{k=1}^{10} 2^{-k} - \sum_{k=11}^{\infty} 2^{-k} \right] = 0.
\end{align*}
\]
The chain of inequalities verifies eq. 7, proving the theorem.

The lower bound on the exponential order

We can use techniques similar to those of Section 4 to find the minimum of \( 2^{P(t)} \) for \( t \in [0,1) \). Again, we need two lemmas, one for terms with a sufficiently large index, and another for terms with small values for the index. The lemmas are proven in D.

Lemma 7. For integers \( k \geq 11 \) and all \( t \in (0,1) \):
\[
2^{-t}\mu_{2^k+t} - 2^{-1}\mu_{2^k+1} - \lambda_1(2^{-1} - 2^{-t}) > -\left[ 2^{-t}\mu_2 - 2^{-1}\mu_2 - \lambda_1(2^{-1} - 2^{-t}) \right].
\]
Lemma 8. For all \( t \in (0, 1) \),
\[
\sum_{k=1}^{10} \left[ 2^{-k-t} \mu_{[2^{k+1}]} - 2^{-k-1} \mu_{2^{k+1}} - 2^{-k} \lambda_1(2^{-1} - 2^{-t}) \right] 
\geq - \sum_{k=1}^{10} 2^{-k} \left[ 2^{-t} \mu_2 - 2^{-1} \mu_2 - \lambda_1(2^{-1} - 2^{-t}) \right].
\]

Theorem 9. \( \min_{t \in (0, 1)} 2^P(t) = 2^P(0) \).

Proof. As before, \( 2^x \) is an increasing function in \( x \), so that finding the minimum of the 1-periodic \( 2^P(t) \) is equivalent to finding the minimum of \( P(t) \) over \( (0, 1) \). We must show that
\[
P(0) = 2^{-t} \left[ 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^{k+1}]} \right] < 2^{-t} \left[ 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^{k+1}]} \right] = P(t),
\]
for all \( t \in (0, 1) \). Equivalently, replacing \( 2 \) by \( \sum_{k=0}^{\infty} 2^{-k} \), we must show \( \sum_{k=0}^{\infty} [2^{-k-t} \mu_{[2^{k+1}]} - 2^{-k-1} \mu_{2^{k+1}} - 2^{-k} \lambda_1(2^{-1} - 2^{-t})] > 0 \). Using Lemmas 7 and 8,
\[
\sum_{k=0}^{\infty} [2^{-k-t} \mu_{[2^{k+1}]} - 2^{-k-1} \mu_{2^{k+1}} - 2^{-k} \lambda_1(2^{-1} - 2^{-t})] 
> 2^{-t} \mu_2 - 2^{-1} \mu_2 - \lambda_1(2^{-1} - 2^{-t}) - \sum_{k=1}^{10} 2^{-k} \left[ 2^{-t} \mu_2 - 2^{-1} \mu_2 - \lambda_1(2^{-1} - 2^{-t}) \right] 
- \sum_{k=11}^{\infty} 2^{-k} \left[ 2^{-t} \mu_2 - 2^{-1} \mu_2 - \lambda_1(2^{-1} - 2^{-t}) \right] 
= [2^{-t} \mu_2 - 2^{-1} \mu_2 - \lambda_1(2^{-1} - 2^{-t})] \left[ 1 - \sum_{k=1}^{10} 2^{-k} \right] = 0.
\]

6 Summary of exponential bounds

Theorems 6 and 9 produce the following corollary. We define two constants, \( c_1 \) and \( c_2 \):
\[
c_1 = 2^P(0) = 2^{\frac{1}{2} (2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{2^{k+1}})} \approx 1.2460208329836624
\]
\[
c_2 = \lim_{\log_2 n \to 0} 2^P(\log_2 n) = 2^{2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{2^{k+1}}} \approx 1.3342827071604892.
\]

Corollary 10. \( \limsup_{n \to \infty} [a_n/(2c_2^n)] = 1 \), and \( \liminf_{n \to \infty} [a_n/(2c_2^n)] = 1 \).

Proof. \( a_n \sim 2[2^P(\log_2 n)]^{n} \) by Proposition 3, or \( \lim_{n \to \infty} [a_n/(2[2^P(\log_2 n)]^{n})] = 1 \). By Theorem 6, the supremum of \( 2^P(\log_2 n) \) on \( [0, 1) \) is attained at \( \{\log_2 n\} \to 0^+ \). By definition of \( c_2 \), the supremum is \( \lim_{\log_2 n \to 0^+} 2^P(\log_2 n) = c_2 \). Hence, \( \limsup_{n \to \infty} [a_n/(2c_2^n)] = 1 \).

Similarly, by Theorem 9, the minimum of \( 2^P(\log_2 n) \) is attained at \( \{\log_2 n\} = 0 \). The minimum is thus \( 2^P(0) = c_1 \). We conclude that \( \liminf_{n \to \infty} [a_n/(2c_1^n)] = 1 \).

Note that the constant \( c_1 \) is equal to the value of \( \alpha \) in \([9, \text{Theorem 13}]\), which finds \( a_{2^n} \sim 2\alpha(2^n) \). We can also improve on the upper bound \( a_n < (\frac{3}{2})^n \) from \([9, \text{Proposition 15}]\), producing a corollary that gives the strictest exponential upper bound possible for \( a_n \).

Corollary 11. \( a_n < 2c_2^n \) for all \( n \geq 1 \).
Proof. By Proposition 3, \( a_n = 2 \left[ 2^{-Q(n)} \right] \left[ 2^{P(\log_2 n)} \right]^n - \frac{1}{2} \) for all \( n \geq 1 \). In B, we prove \( Q(n) > 0 \) for every integer \( n \geq 1 \). By Theorem 6, we have \( a_n = 2 \left[ 2^{-Q(n)} \right] \left[ 2^{P(\log_2 n)} \right]^n - \frac{1}{2} < 2 \left[ 2^{-Q(n)} \right] \left[ 2^{P(\log_2 n)} \right]^n < 2 \left[ 2^{P(\log_2 n)} \right]^n < 2e^2. \)

A result of [4] (see also [5]) enables a computation of \( \mathbb{E}[P(t)] \), producing an approximation for the mean of the exponential order \( P(t) \) over the unit interval for \( t \). Theorem 3 of [4] obtains the analogous quantity to \( \mathbb{E}[P(t)] \) for recursions \( f(n) = f([n/2]) + f([n/2]) + g(n) \). To obtain our next result, we follow its reasoning for a recursion of the form \( f(n) = f([n/2]) + g(n) \).

We wish to compute the mean \( \int_0^1 P(t) \, dt \). In the proof of Proposition 3, we showed that \( \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k t]} \) is bounded above by a constant applicable for all \( t \), so that the 1-periodic \( P(t) \) is also bounded on unit intervals for \( t \), say \( t \in [0, 1] \). To show that the bounded \( P(t) \) is integrable on \([0, 1]\), it remains to show that \( P(t) \) is continuous almost everywhere.

We show \( P(t) = 2^{-t} \left( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k t]} \right) \) is continuous outside the countable set \( S = \bigcup_{k=1}^{\infty} S_k \), where \( S_k = \{ t : t \in [0, 1] \text{ and } 2^{k+i} \in \mathbb{N} \} \). It suffices to show that \( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k t]} \) is continuous for \( t \in (0, 1) \setminus S \).

For a positive integer \( N \), recall from the proof of Proposition 3 the uniform convergence of \( G_m(t) = \sum_{k=0}^{m} 2^{-k} \mu_{[2^k t]} \) on \( t = [1, 2] \) (and uniform boundedness of \( \mu_n \) by \( M \) for all \( n \)). Choose \( \epsilon_N > 0 \) such that \( \sum_{k=N+1}^{\infty} 2^{-k} \mu_{[2^k t]} \) is continuous outside the countable set \( S = \bigcup_{k=1}^{\infty} S_k \), where \( S_k = \{ t : t \in [0, 1] \text{ and } 2^{k+i} \in \mathbb{N} \} \). It suffices to show that \( 2\lambda_1 + \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k t]} \) is continuous for \( t \in (0, 1) \setminus S \).

Then \( \left| \sum_{k=N+1}^{\infty} 2^{-k} \mu_{[2^k t]} \right| < \epsilon_N \). We let \( N \) grow large, concluding that \( P(t) \) is continuous almost everywhere and integrable.

For the integral, with \( G(t) = \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k t]} \), we have that \( \int_0^1 2^{-t} G(t) \, dt = \int_0^1 2^{-1-t} \lambda_1 \, dt + \int_0^1 2^{-t} G(2^t) \, dt = \lambda_1 / \log 2 + \int_0^1 2^{-t} G(2^t) \, dt \). Define \( \mu(v) = \mu_{[v]} \). It remains to compute

\[
\int_0^1 2^{-t} G(2^t) \, dt = \frac{1}{\log 2} \int_1^2 v^{-2} G(v) \, dv = \frac{1}{\log 2} \int_1^2 v^{-2} \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k v]} \, dv
\]

By DCT,

\[
\lim_{m \to \infty} \int_1^2 \sum_{k=0}^{m} v^{-2} 2^{-k} \mu_{[2^k v]} \, dv = \lim_{m \to \infty} \sum_{k=0}^{m} \int_0^1 v^{-2} 2^{-k} \mu_{[2^k v]} \, dv
\]

\[
= \frac{1}{\log 2} \lim_{m \to \infty} \sum_{k=0}^{m} \int_2^{2^k} y^{-2} \mu(y) \, dy = \frac{1}{\log 2} \lim_{m \to \infty} \int_1^{2^{m+1}} y^{-2} \mu(y) \, dy.
\]

To justify use of the dominated convergence theorem (DCT), we note that for \( v \in [1, 2] \), \( \left| \sum_{k=0}^{m} v^{-2} 2^{-k} \mu_{[2^k v]} \right| \leq \sum_{k=0}^{m} v^{-2} 2^{-k} \mu_{[2^k v]} \leq \sum_{k=0}^{\infty} v^{-2} 2^{-k} \mu_{[2^k v]} \leq \sum_{k=0}^{\infty} 2^{-k} \mu_{[2^k v]} \), a quantity that is uniformly bounded for all \( v \). Next, notice that

\[
\int_1^{2^{m+1}} y^{-2} \mu(y) \, dy = \sum_{n=2}^{m+1} \int_1^n y^{-2} \mu(y) \, dy = \sum_{n=2}^{m+1} \int_1^n y^{-2} \mu([y]) \, dy
\]

\[
= \sum_{n=2}^{m+1} \mu_n \int_1^n y^{-2} \, dy = \sum_{n=2}^{m+1} \frac{\mu_n}{n(n-1)}.
\]

Therefore,

\[
\frac{1}{\log 2} \lim_{m \to \infty} \int_1^{2^{m+1}} y^{-2} \mu(y) \, dy = \frac{1}{\log 2} \lim_{m \to \infty} \sum_{n=2}^{m+1} \frac{\mu_n}{n(n-1)} = \frac{1}{\log 2} \sum_{n=2}^{\infty} \frac{\mu_n}{n(n-1)}.
\]
We have proven the following proposition.

**Proposition 12.** The mean value of $P(t)$ on the unit interval $[0, 1]$ is

$$
\int_0^1 P(t) \, dt = \frac{\lambda_1}{\log 2} + \frac{1}{\log 2} \sum_{n=2}^{\infty} \frac{\mu_n}{n(n-1)}.
$$

By Jensen’s inequality on the convex function $\varphi(x) = 2^x$, we obtain a numerical lower bound on the mean of the exponential order $2^{P(t)}$,

$$
\int_0^1 2^{P(t)} \, dt = E[2^{P(t)}] \geq 2^{E[P(t)]} = 2^\int_0^1 P(t) \, dt \approx 1.2860382564771475.
$$

Note that the mean values of $P(t)$ and $2^{E[P(t)]}$ represent means for uniformly distributed $t$; they do not correspond to means over integers $n$ with fixed $\lfloor \log_2 n \rfloor$, as $\log_2 n$ does not have a uniformly distributed fractional part over integers $n$ with fixed $\lfloor \log_2 n \rfloor$.

**7 Discussion**

We have solved the problem of finding an exact expression for the asymptotic growth of $a_n$, the minimal Colijn-Plazzotta rank among unlabeled binary rooted trees with $n$ leaves. We find that $a_n$ has periodically varying exponential growth, with exponential order depending on $\lfloor \log_2 n \rfloor$ (Section 3). Its value lies in $[1.24602083293662, 1.3342827071604892]$, where the lower bound is achieved if $\lfloor \log_2 n \rfloor = 0$ and the upper bound is approached as $\lfloor \log_2 n \rfloor \to 0^+$ (Sections 5 and 4). We have obtained the tight upper bound $a_n < 2c_n^2$ for all $n \geq 1$, where $c \approx 1.3342827071604892$ (Corollary 11), improving upon an earlier bound.

The growth of $a_n$ is slowest when $n$ is a power of two and fastest when $n$ is slightly larger than a power of two. This result captures the “jumps” that occur in CP rank near powers of two. For example, in [9, Figure 1] the ratio $a_n/(2\alpha^n)$ for $\alpha \approx 1.24602$ is near 1 if $n$ is a power of two but sharply increases when $n$ is one larger than a power of two. The jumps are visible numerically: $a_{32} = 2279$ yet $a_{33} = 20369$, and $a_{64} = 2598061$ yet $a_{65} = 207440176$. The dependence of the exponential growth of $a_n$ on $\lfloor \log_2 n \rfloor$ reflects these discontinuities.

Maranca & Rosenberg [7] studied an extension of CP rank to strictly and at-most-$k$-furcating trees, $k \geq 2$, where each internal node of a strictly $k$-furcating tree has exactly $k$ children, and each internal node of an at-most-$k$-furcating tree has at least two and at most $k$ children. For such trees, the same questions about the minimal and maximal rank among trees with $n$ leaves can be posed. The work of [4] contains theorems that can potentially be used for asymptotics in these more general cases, whose analyses we defer to future work.

The Colijn-Plazzotta rank has been suggested for use in tree balance indices [3, 9]. Our results characterize the minimal value of the rank across trees with a fixed number of nodes, so that a statistic such as $[f(t) - a_n]/(b_n - a_n)$ or $[\log f(t) - \log a_n]/(\log b_n - \log a_n)$ normalized to lie in $[0, 1]$ can be used as a measure of the balance of a tree.

**References**

We provide an upper bound for $x |\mu_x|$. This bound is utilized in Sections 4 and 5, as well as for a result in Section 3. First, we need an upper bound on $|\log_2 x|$ for all positive reals $x$.

**Lemma 13.** For all $x > 0$, $|\log_2 x| \leq \frac{1}{2}(\log_2 e) |x - \frac{1}{2}|$.

**Proof.** For $x \geq 1$, we show $\log x \leq \frac{1}{2}(x - \frac{1}{2})$. Writing a function $f(x) = \log(x) - \frac{x}{2} + \frac{1}{2x}$, we have $f(1) = 0$ and $f'(x) = -(1-x^2)/(2x^2) \leq 0$ for $x \geq 1$. As a function that begins at 0 for $x = 1$ and is nonincreasing for $x \geq 1$, $f(x) \leq 0$ for $x \geq 1$. For $0 < x < 1$, we show $\log x \geq \frac{1}{2}(x - \frac{1}{2})$. This statement follows by noting $\frac{1}{2} > 1$ and applying the case of $x \geq 1$. □

Next, we need a uniform lower bound on the expression $1 + g_{[n/2]}/g_{[n/2]}^2 - 1/g_{[n/2]} + 11/(16g_{[n/2]}^2)$ for $n \geq 66$; the use of $n \geq 66$ follows Proposition 1.

**Lemma 14.** For all integers $n \geq 66$, $1 + g_{[n/2]}/g_{[n/2]}^2 - 1/g_{[n/2]} + 11/(16g_{[n/2]}^2) > \frac{1}{2}$.

**Proof.** Because $g_n = (2e_n + 1)/4$ is positive, we have that $1 + g_{[n/2]}/g_{[n/2]}^2 - 1/g_{[n/2]} + 11/(16g_{[n/2]}^2) > 1 - 1/g_{[n/2]} \geq 1 - 1/g_{33}$, where the last inequality follows from the monotonicity of $g_n$. We have $1 - 1/g_{33} \approx 0.9999 > \frac{1}{2}$, as desired. □

We are now ready for the main result of this appendix.

**Lemma 15.** For all integers $x \geq 245$, $x |\mu_x| < (2\lambda_1 + \mu_2)/2$.

**Proof.** First note that $1 + g_{[x/2]}/g_{[x/2]}^2 - 1/g_{[x/2]} + 11/(16g_{[x/2]}^2) > 0$ for $x \geq 245$ by the stronger result in Lemma 14. Using Lemma 13,

$$x |\mu_x| = x |\log_2 \left(1 + \frac{g_{[x/2]}}{g_{[x/2]}^2} - \frac{1}{g_{[x/2]}} + \frac{11}{16g_{[x/2]}^2}\right)|$$

$$\leq x (\log_2 e) \left|\frac{g_{[x/2]}}{g_{[x/2]}^2} - \frac{1}{g_{[x/2]}} + \frac{11}{16g_{[x/2]}^2}\right|$$

$$\leq x (\log_2 e) \left|\frac{g_{[x/2]}}{g_{[x/2]}^2} - \frac{1}{g_{[x/2]}} + \frac{11}{16g_{[x/2]}^2}\right|$$

$$\leq x (\log_2 e) \left(\frac{g_{[x/2]}}{g_{[x/2]}^2} - \frac{1}{g_{[x/2]}} + \frac{11}{16g_{[x/2]}^2}\right)$$

$$\leq x (\log_2 e) \left(\frac{g_{[x/2]}}{g_{[x/2]}^2} - \frac{1}{g_{[x/2]}} + \frac{11}{16g_{[x/2]}^2}\right).$$

Appendix

### A Upper bound on $x |\mu_x|$
Using Proposition 1 with the fact that \( g_n = (2a_n + 1)/4 \), we have that for \( n \geq 66 \),
\[
\frac{2}{(1.2)^n} > \frac{1}{g_n} = \frac{4}{2a_n + 1} > \frac{4}{2(1.34)^n + 1}
\]
\[
\frac{(1.2)^n}{2} + \frac{1}{4} < \frac{a_n}{2} + \frac{1}{4} = g_n < \frac{(1.34)^n}{2} + \frac{1}{4}.
\]

The bounds in eqs. 8 and 9 and Lemma 14 then yield
\[
x|\mu_x| < \frac{x(\log_2 e)}{2} \left[ \frac{(1.34)^{x/2}}{2} + \frac{1}{4} \right] + \frac{(1.34)^{x/2}}{2} + \frac{2}{(1.2)^{x/2}} + \frac{11}{16} \left( \frac{2}{(1.2)^{x/2}} \right)^2
\]
\[
= 3x(\log_2 e) \left[ \frac{(1.34)^{x/2}}{2} + \frac{1}{4} \right] + \frac{2}{(1.2)^{x/2}} + \frac{11}{16} \left( \frac{2}{(1.2)^{x/2}} \right)^2
\]
\[
\leq 3x(\log_2 e) \left[ \frac{(1.34)^{x/2}}{2} + \frac{1}{4} \right] + \frac{2}{(1.2)^{x/2}} + \frac{11}{16} \left( \frac{2}{(1.2)^{x/2}} \right)^2
\]
\[
= (3\log_2 e) \left[ x \left( \frac{\sqrt{1.34}}{1.2} \right)^x + x \left( \frac{1}{\sqrt{1.2}} \right)^x + \frac{15}{8} x \left( \frac{1}{1.2} \right)^x \right].
\]

Eq. 10 sums constant multiples of three terms of the form \( xa^x \), where \( a < 1 \). For \( a < 1 \), function \( f(x) = xa^x \) attains its maximum at \( x_{\text{max}} = -1/\log a \) and is decreasing for \( x > x_{\text{max}} \).
With \( \sqrt{1.34}/1.2, 1/\sqrt{1.2} \) and 1/1.2 in the role of \( a \), \( x_{\text{max}} \) evaluates to approximately 27.7880, 10.9696, and 5.4848, respectively. The sum of three decreasing functions is also decreasing. It follows that for \( x \geq -1/\log(\sqrt{1.34}/1.2) \approx 27.7880 \), the quantity in eq. 10 is decreasing.

To show that the quantity in eq. 10 is less than \( (2\lambda_1 + \mu_2)/2 \) for \( x \geq 245 \), it suffices to show that if \( x = 245 \) is inserted into eq. 10, the result is bounded above by \( (2\lambda_1 + \mu_2)/2 \); indeed, with \( x = 245 \), we get 0.15718 in eq. 10, while \( (2\lambda_1 + \mu_2)/2 \approx 0.1609640474436812 \).

### B Properties of \( Q(n) \)

We give two results about \( Q(n) \): Lemma 16 for Section 3, and Lemma 17 for Section 6.

**Lemma 16.** \( \lim_{n \to \infty} Q(n) = 0 \).

**Proof.** We apply Lemma 15. For all \( n \geq 245 \), noting \( (2\lambda_1 + \mu_2)/2 < \mu_2/2 \) because \( \lambda_1 < 0 \),
\[
Q(n) = \sum_{k=1}^{\infty} 2^{-k} \mu_{2^n} \leq \sum_{k=1}^{\infty} 2^{-k} |\mu_{2^n}| < \sum_{k=1}^{\infty} 2^{-k} \frac{\mu_2}{2(2^k n)} \leq \sum_{k=1}^{\infty} 2^{-k} \frac{\mu_2}{2(2^k n)}.
\]
For \( n \geq 245 \), we have \( Q(n) < [\mu_2/(2n)] \sum_{k=1}^{\infty} 4^{-k} = \mu_2/(6n) \), so \( Q(n) \to 0 \) as \( n \to \infty \).

**Lemma 17.** For all positive integers \( n \), \( Q(n) > 0 \).

**Proof.** By definition, \( \mu_n = \log_2 [1 + (g_{[n/2]} - g_{[n/2]} + \frac{14}{16}/|g_{[n/2]}|)]. \) For any integer \( n \geq 1 \),
\[
\mu_{2n} = \log_2 [1 + (g_n - g_n + \frac{14}{16}/g_n^2)] = \log_2 [1 + 11/(16g_n^2)] > 0,
\]
noting \( g_n > 0 \) because \( a_n > 0 \).

By definition of \( Q(n) \), for any positive integer \( n \geq 1 \), \( Q(n) = \sum_{k=1}^{\infty} 2^{-k} \mu_{2^n} = \sum_{k=1}^{\infty} 2^{-k} \mu_{2^n} > 0 \), where the last inequality follows because \( \mu_{2^n} > 0 \) for each \( k \geq 1 \).
C. Proofs of Lemmas 4 and 5 for Section 4

This appendix proves Lemmas 4 and 5, used in the proof of Theorem 6. First, we prove two additional lemmas, Lemmas 18 and 19, needed for the proof of Lemma 4.

Lemma 18. \( \mu_{2k+1} + 2\lambda_1 + \mu_2 > [2^k/(2^k + 1)](\mu_{2k+1} + 2\lambda_1 + \mu_2) \) for all integers \( k \geq 11 \) and all \( t \in [\log_2(2^k + 1), 1) \).

Proof. Because we assume \( k \geq 11 \) and \( t > 0 \), \( [2^k+t] \geq 245 \) and \( 2^k + 1 \geq 245 \). We apply Lemma 15 twice, to \([2^k+t]\) and then to \(2^k+1\). From the first application, we obtain \([2^k+t]\mu_{2k+1} < (2\lambda_1 + \mu_2)/2\), from which \(2^k\mu_{2k+1} < (2\lambda_1 + \mu_2)/2\).

From the second application, we obtain \((2^k + 1)|\mu_{2k+1}| < (2\lambda_1 + \mu_2)/2\). We then have

\[
\frac{2^k}{2^k+1}\mu_{2k+1} - \mu_{2k+1} \leq \left| \frac{2^k}{2^k+1}\mu_{2k+1} \right| + |\mu_{2k+1}| \leq \frac{2^k}{2^k+1} + \frac{2^k+1}{2^k+1} = \frac{1}{2^k+1}(2\lambda_1 + \mu_2).
\]

Adding \(\mu_{2k+1} + [2^k/(2^k + 1)](2\lambda_1 + \mu_2)\) to both sides, we obtain the result.

Lemma 19. \( \mu_2 + 2\lambda_1 + \mu_2 > 0 \) for all integers \( x \geq 1 \).

Proof. For \( 1 \leq x \leq 244 \), we verify the finite number of cases computationally. For \( x \geq 245 \), we can use Lemma 15 to obtain \( x|\mu_x| < (2\lambda_1 + \mu_2)/2 \). Noting that \( \lambda_1 < 0 \), we have \(|\mu_x| < \mu_2/(2x)\), from which \(\mu_2 > -\mu_2/(2x)\) because \(\mu_2 > 0\). We then have \(\mu_2 + 2\lambda_1 + \mu_2 > -\mu_2/(2x) + 2\lambda_1 + \mu_2 \geq -\mu_2/(2\cdot 245) + 2\lambda_1 + \mu_2 \approx 0.31957706816604603 > 0 \).

We are now ready to provide a lower bound on \(\mu_{2k+1} - 2^{-t}\mu_{2k+1}\), applicable for all \(k \geq 1\) and all \(t \in (0,1)\), and independent of \(k\). In particular, we prove Lemma 4.

Proof of Lemma 4. The desired inequality is equivalent to

\[
\mu_{2k+1} + 2\lambda_1 + \mu_2 > 2^{-t}(\mu_{2k+1} + 2\lambda_1 + \mu_2). \tag{11}
\]

By Lemma 19, \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > 0\) for all positive integer values of \([2^k+t]\), and specifically for \(k \geq 11\) and \(t \in (0,1)\). Therefore, the right-hand side of eq. 11 is strictly decreasing in \(t\) other than at discontinuities: values of \(t\) at which \([2^k+t]\) increments by 1. For fixed \(k\), the discontinuities are precisely those values of \(t\) at which \(2^k+t\) is one of the integers \(2^k, 2^k+1, \ldots, 2^{k+1}-1\), the values \(t = \log_2(2^k + n) - k\) for integers \(n, 0 \leq n \leq 2^k - 1\).

To verify inequality 11 for all \(t \in (0,1)\), it suffices to check points at which \(t\) approaches a discontinuity from the right. For \(t \to 0^+\), inequality 11 becomes \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > 2^{-t}(\mu_{2k+1} + 2\lambda_1 + \mu_2)\), which holds from the positivity of \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > 0\) by Lemma 19.

At \(t = \log(2^k + n) - k\) for integers \(1 \leq n \leq 2^k - 1\), because the discontinuity is approached from the right, \(t > \log_2(2^k + 1) - k\), so that \(2^{-t} < 2^{-\left|\log_2(2^k+1)-k\right|} = 2^k/(2^k + 1)\). Lemma 18 gives \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > [2^k/(2^k + 1)](\mu_{2k+1} + 2\lambda_1 + \mu_2) > 2^{-t}(\mu_{2k+1} + 2\lambda_1 + \mu_2)\). \(\blacktriangleleft\)

Proof of Lemma 5. Moving terms with \(t\) to one side, we must prove, for all \(t \in (0,1)\),

\[
\sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) > 2^{-t}\sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2). \tag{12}
\]

Because \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > 0\) by Lemma 19 for all \(k, 1 \leq k \leq 10\), and \(t \in (0,1)\), the right-hand side of eq. 12 is decreasing except at values of \(t\) where \([2^k+t]\) increments by one: set \(S = \{\log_2(2^k + n) - k : 1 \leq k \leq 10, 0 \leq n \leq 2^k - 1\}\). Hence, to verify eq. 12 for all \(t \in (0,1)\), it suffices to examine only the limits as \(t\) approaches points in \(S\) from the right.
First, for \(0 \in S\), as \(t \to 0^+\), inequality 12 approaches \(\sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) > 2^{-t} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2)\), which holds by Lemma 19, noting \(t > 0\).

Next, denote the points in finite set \(S' = \{\log_2(2^k + n) - k : 1 \leq k \leq 10, 1 \leq n \leq 2^k - 1\}\) by \(t_1 < t_2 < \ldots < t_K\), where \(K = |S'|\). Notice that if \(t \in (t_i, t_{i+1}]\) for some \(i\), then the right-hand side of inequality 12 is maximized as \(t \to t_i^+\). Furthermore, for all \(t \in (t_i, t_{i+1}]\):

\[
2^{-t} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) < \lim_{t \to t_i^+} 2^{-t} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) \\
< 2^{-t_i} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+i+1} + 2\lambda_1 + \mu_2),
\]

where \(\epsilon > 0\) satisfies \(t_i + \epsilon < t_{i+1}\) for all \(i, 1 \leq i \leq K - 1\); we can take \(\epsilon = \frac{1}{2} \min_{1 \leq i \leq K - 1}(t_{i+1} - t_i)\). Hence, to prove inequality 12, it suffices to prove the stronger inequality

\[
\sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) > 2^{-t_i} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+i+1} + 2\lambda_1 + \mu_2). 
\]

for each \(i, 1 \leq i \leq K\). The advantage of inequality 13 over 12 is that it can be computationally verified by testing a finite number of points. In particular, we consider each \(t_i \in S'\), choose an appropriate \(\epsilon (\epsilon = 10^{-16}\) suffices), and verify inequality 13 with that \(t_i\) and \(\epsilon\).

**D Proof of Lemmas 7 and 8 for Section 5**

This appendix proves two lemmas used for Theorem 9. First, Lemma 20 gives a refined upper bound for \(|\mu_x|\) that improves upon Lemma 15. This lemma is needed for Lemma 7.

**Lemma 20.** For all integers \(x \geq 267, 2^{[\log_2 x]}|\mu_x| < (2\lambda_1 + \mu_2)/2\).

**Proof.** From eq. 10, \(|\mu_x| \leq 3(\log_2 e) [(\sqrt{1.34}/1.2)^x + (1/\sqrt{1.2})^x + 15/(8(1.2)^x)]\). Because \(2^{[\log_2 x]} \leq 2^{\log_2 x} = x\), it follows that \(2^{[\log_2 x]} \leq 2(2^{[\log_2 x]}) \leq 2x\). Hence, it suffices to prove that \(2x|\mu_x| \leq (2\lambda_1 + \mu_2)/2\) for integers \(x \geq 267\). That is, we can show the stronger inequality

\[
2x(3 \log_2 e) \left(\frac{\sqrt{1.34}}{1.2}\right)^x + \frac{1}{(\sqrt{1.2})^x} + \frac{15}{8(1.2)^x} < \frac{2\lambda_1 + \mu_2}{2}.
\]

As in A, the left-hand side is the sum of three terms of the form \(x^a\), where \(a < 1\). By the same argument, this sum is decreasing for \(x \geq -1/\log(\sqrt{1.34}/1.2) \approx 27.7880\). Hence, it suffices to show that the sum is less than \((2\lambda_1 + \mu_2)/2\) at \(x = 267\), which can be accomplished computationally. Therefore, \(2^{[\log_2 x]}|\mu_x| < (2\lambda_1 + \mu_2)/2\) for \(x \geq 267\).

**Proof of Lemma 7.** Moving all the terms involving \(t\) to one side, we must prove

\[
2^{-t}(\mu_{2t+1} + 2\lambda_1 + \mu_2) > 2^{-1}(\mu_{2t+1} + 2\lambda_1 + \mu_2). 
\]

Lemma 19 finds that \(\mu_{2t+1} + 2\lambda_1 + \mu_2 > 0\) for all \(k \geq 11\) and \(t \in (0, 1)\). Therefore, except at discontinuities where \(2^{k+t}\) is an integer and \([2^{k+t}]\) increments by 1, the left-hand side strictly decreases as we increase \(t\). It suffices to check inequality 14 at those discontinuities and as \(t \to 1^-\). First, as \(t \to 1^-\), inequality 14 becomes \(2^{-t}(\mu_{2k+1} + 2\lambda_1 + \mu_2) > 2^{-1}(\mu_{2k+1} + 2\lambda_1 + \mu_2)\), a result that follows because \(\mu_{2k+1} + 2\lambda_1 + \mu_2 > 0\) and \(0 < t < 1\).
Next, because \( t \in (0, 1) \), \( 2^{k+t} \) is an integer if and only if \( t = \log_2(2^k + n) - k \) for an integer \( 1 \leq n \leq 2^k - 1 \). Plugging \( t = \log_2(2^k + n) - k \) into inequality 14 yields \( 2^k/(2^k + n)((2^k + n) + 2\lambda_1 + \mu_2) > 2^{-1}(\mu_{2k+1} + 2\lambda_1 + \mu_2) \). Because \( \mu_{2k+n} + 2\lambda_1 + \mu_2 > 0 \), it suffices to prove the stronger inequality \( 2^k/(2^k + 1)((2^k + n) + 2\lambda_1 + \mu_2) > 2^{-1}(\mu_{2k+1} + 2\lambda_1 + \mu_2) \), or equivalently, \( 2^k/(2^k + 1)\mu_{2k+n} - \frac{1}{2}\mu_{2k+1} > -\frac{1}{2}/(2^k + 1)(2\lambda_1 + \mu_2) \).

By Lemma 20, which applies for \( k \geq 11 \) because \( 2^k + n \geq 267 \), we have \( 2^k/\lambda_1 < (2\lambda_1 + \mu_2)/2 \) and \( 2^{k+1}\mu_{2k+n} < (2\lambda_1 + \mu_2)/2 \). Furthermore, by Lemma 15, we have that \( 2^{k+1}\mu_{2k+1} < (2\lambda_1 + \mu_2)/2 \), from which \( (2^{k+1} - 1)\mu_{2k+1} < (2\lambda_1 + \mu_2)/2 \). We then obtain

\[
\frac{2^k}{2^k + 1} \mu_{2k+n} - \frac{1}{2} \mu_{2k+1} \geq -\left| \frac{2^k}{2^k + 1} \mu_{2k+n} \right| - \frac{1}{2} \mu_{2k+1}
\geq -\frac{1}{2} \frac{1}{2(2^k + 1)}(2\lambda_1 + \mu_2) - \frac{1}{2} \frac{1}{2(2^k + 1)}(2\lambda_1 + \mu_2) = -\frac{1}{2(2^k + 1)}(2\lambda_1 + \mu_2). \]

**Proof of Lemma 8.** Moving all the terms involving \( t \) to one side, we must prove

\[
2^{-1} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) > \sum_{k=1}^{10} 2^{-k-1}(\mu_{2k+1} + 2\lambda_1 + \mu_2). \tag{15}
\]

The terms in both summands are positive (Lemma 19). Therefore, except at the discontinuities in the left-hand side, the left-hand side strictly decreases with \( t \). Hence, it suffices to check inequality 15 precisely at the discontinuities of the left-hand side and as \( t \to 1^- \).

As \( t \to 1^- \), the left-hand side of inequality 15 decreases to \( \lim_{t \to 1^-} 2^{-t} \sum_{k=1}^{10} 2^{-k}(\mu_{2k+1} + 2\lambda_1 + \mu_2) = \sum_{k=1}^{10} 2^{-k-1}(\mu_{2k+1} + 2\lambda_1 + \mu_2) \), verifying inequality 15 at \( t \to 1^- \).

Hence, it remains to check inequality 15 at the discontinuities of the left-hand side, the points in \( S' = \{ \log_2(2^k + n) - k : 1 \leq k \leq 10, 1 \leq n \leq 2^k - 1 \} \) used in C. We can computationally verify that inequality 15 holds for the finitely many points in \( S' \).
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1 Introduction

Sums involving binomial coefficients occur frequently in enumerative and analytic combinatorics. For example,

$$\sum_{k=0}^{n} \frac{1}{k+1} \binom{n+k}{n} \binom{n}{k}$$

yields the large Schröder numbers, which count (among other things) many different types of lattice paths and permutations. The sum

$$\sum_{k=0}^{\lfloor n/2 \rfloor} \binom{n}{2k} \frac{(2k)!}{2^k k!}$$

counts involutions, or matchings in complete graphs. There is a well-established toolkit for dealing with such sums, based on techniques such as the (discrete) Laplace method, the Stirling approximation of factorials and binomial coefficients, and the Mellin transform. See [5] for a comprehensive account of these and many other tools. While these methods are well known and in some sense mechanical, it is still not straightforward to implement them in a computer as they often involve ad-hoc estimates and careful splitting into different cases/regions of summation that are analyzed separately. Moreover, while a lot of the complications can often be hidden in $O$-terms, things become more involved when explicit error bounds are desired.
This paper aims to make a contribution towards building a toolkit for asymptotic analysis in the context of computer algebra, including guaranteed error bounds with explicit constants. The example we use to illustrate the methods is based on a question from a recent paper by Bóna and DeJonge [1]: let $a_n$ be the number of 132-avoiding permutations of length $n$ that have a unique longest increasing subsequence, which is also the number of plane trees with $n + 1$ vertices with a single leaf at maximum distance from the root, or the number of Dyck paths of length $2n$ with a unique peak of maximum height. Moreover, let $p_n = \frac{a_n}{C_n}$, where $C_n = \frac{1}{n+1} \binom{2n}{n}$ is the $n$-th Catalan number. This can be interpreted as the probability that a 132-avoiding permutation of length $n$ chosen uniformly at random has a unique longest increasing subsequence – equivalently, that a plane tree with $n + 1$ vertices has a single leaf at maximum distance from the root, or that a Dyck path of length $2n$ has a unique peak of maximum height.

**Problem 1** (Bóna and DeJonge [1]). *Is it true that the sequence $p_n$ is decreasing for $n \geq 3$?*

While it would obviously be interesting to have a combinatorial proof, it turns out (as we will explain in the following section) that the problem can be translated in a fairly mechanical fashion (using generating functions) into a purely analytic problem: specifically, the inequality

$$F(n) = \sum_{k=1}^{n} k\sigma(k) (k^2 - 3n + 2)(2k^2 - n) \left(\frac{2n}{n-k}\right) < 0$$

for all $n \geq 5$, where $\sigma(k)$ is the sum of divisors of $k$. The standard approach to deriving an asymptotic formula for such a sum (cf. [4, Section 5]) involves the following steps:

- Split the sum into “small” and “large” values of $k$.
- Show that the contribution of large values is negligible.
- Approximate the binomial coefficient $\left(\frac{2n}{n-k}\right)$, e.g. by means of Stirling’s formula, for small values of $k$.
- Turn the sum into an infinite sum, again at the expense of a negligible error term.
- Apply the Mellin transform to obtain an integral representation for the resulting infinite sum.
- Use residue calculus to derive the final asymptotic formula.

As we will see, the problem is complicated in this particular instance by the occurrence of nontrivial cancellations, making precise estimates challenging. The asymptotic formula (that will be proven in this paper)

$$F(n) = \left(\frac{2n}{n}\right) \left( -\frac{n^2}{8} + \frac{n}{24} + o(n) \right)$$

shows that the answer to the question of Bóna and DeJonge is affirmative for sufficiently large $n$. However, the $o$-notation hides an error term that is potentially huge for small values of $n$, so it is not clear what “sufficiently large” means. In order to show that $p_n$ is increasing for all $n \geq 3$, we will have to prove a version of (2) with explicit error bounds. To this end, we present a new package for the computer mathematics system SageMath [11] that enhances the core implementation of asymptotic expansions, and in particular the arithmetic with SageMath’s analogue of $O$-terms with explicit error bounds, called $B$-terms. See Section 3 for a guided tour through the features of our package. We then demonstrate the practical usage of our package in Section 4 in which we derive the desired explicit bounds for $F(n)$. 
2 Reducing the problem

One of the possible combinatorial interpretations of the sequence \( a_n \) is in terms of lattice paths. Specifically, as it was mentioned before, \( a_n \) is the number of Dyck paths of length \( 2n \) (i.e., lattice paths starting at \((0, 0)\) and ending at \((2n, 0)\) whose steps are either “up” \((1, 1)\) or “down” \((1, -1)\)) with a unique peak of maximum height. Such a path can be decomposed into two pieces: before and after the peak. The part before the peak needs to be a path that finishes at its maximum height \( h \) (but does not reach it earlier, since the peak is unique), and the path after the peak needs to be a path that starts at its maximum height \( h \) and never returns to it (which can also be seen as the reflection of a path that finishes at its maximum height but does not reach it earlier). Such paths were analyzed in [2] and [8]. Specifically, [8, Proposition 2.1] states that the probability that a simple symmetric random walk of length \( n \) never drops below 0 and finishes at its maximum height \( h \) (which can also be reached earlier) is precisely

\[
2^{[z^{n+1}]} \frac{1}{U_{h+1}(1/z)},
\]

where \( U_{h+1} \) is the Chebyshev polynomial of the second kind of degree \( h + 1 \). A path that finishes at its maximum height \( h \) without reaching that height before is obtained from a path that finishes at its maximum height \( h - 1 \) by adding one more step up. Since every path of length \( n \) has probability \( 2^{-n} \) to occur under the model of a simple symmetric random walk, it follows that the (ordinary) generating function for paths of maximum height \( h \) that finish at the maximum and do not reach it earlier is

\[
\sum_{n \geq 0} 2^n x^{n+1} \cdot 2^{[z^{n+1}]} \frac{1}{U_h(1/z)} = \frac{1}{U_h(1/(2x))}.
\]

For example,

\[
\frac{1}{U_3(1/(2x))} = \frac{x^3}{1 - 2x^2} = x^3 + 2x^5 + 4x^7 + \cdots
\]

is the generating function for paths that finish at their maximum height 3 and do not reach this height before the final step. The formula is even true for \( h = 0 \): \( \frac{1}{U_0(1/(2x))} = 1 \) is indeed the correct generating function in this case.

Since the paths we are interested in can be seen as pairs of paths that finish at their maximum height and do not reach this height before, we find that the generating function of \( a_n \) is

\[
A(x) = \sum_{n=0}^{\infty} a_n x^{2n} = \sum_{h=0}^{\infty} \frac{1}{U_h(1/(2x))^2}.
\]

We can simplify the expression by means of the substitution \( x = \frac{\sqrt{t}}{1+t} \). Note that this yields \( \frac{1}{2x} = \frac{1+t}{2\sqrt{t}} = \cosh(\frac{1}{2} \log t) \). Since \( U_h(\cosh w) = \frac{\sinh((h+1)w)}{\sinh w} \), this implies that

\[
U_h(1/(2x)) = \frac{\sinh(\frac{h+1}{2} \log t)}{\sinh(\frac{1}{2} \log t)} = t^{-h/2} \cdot \frac{1 - t^{h+1}}{1 - t}.
\]

Thus

\[
A(x) = \sum_{h=0}^{\infty} \frac{t^h (1-t)^2}{(1 - t^{h+1})^2}.
\]
Now we can obtain an alternative expression for \( a_n \) by applying Cauchy’s integral formula to the generating function \( A(x) \). For suitable contours \( \mathcal{C} \) and \( \mathcal{C}' \) around 0, we have

\[
\begin{aligned}
a_n &= \frac{1}{2\pi i} \oint_{\mathcal{C}} \frac{A(\sqrt{z})}{z^{n+1}} \, dz = \frac{1}{2\pi i} \oint_{\mathcal{C}'} \sum_{h=0}^{\infty} \frac{t^h(1-t)^2}{(1-t^{h+1})^2} \cdot \frac{(1-t)^{2n+2}}{t^{n+1}} \cdot \frac{(1-t)}{(1+t)^3} \\
&= \sum_{h=0}^{\infty} \frac{1}{2\pi i} \oint_{\mathcal{C}'} \frac{(1-t)^3(1+t)^{2n-1}}{t^{n+1-h}(1-t^{h+1})^2} \, dt,
\end{aligned}
\]

using the substitution \( \sqrt{z} = \frac{t}{1+t^2} \) (or equivalently \( z = \frac{t^2}{1+t^2} \)). It follows that

\[
\begin{aligned}
a_n &= \sum_{h=0}^{\infty} [t^{n-h}](1-t)^3(1+t)^{2n-1} = [t^{n+1}] \sum_{h=0}^{\infty} \frac{t^h}{(1-t^{h+1})^2} (1-t)^3(1+t)^{2n-1} \\
&= \sum_{k=1}^{\infty} \sum_{h=0}^{\infty} \sigma(k) t^k (1-t)^3(1+t)^{2n-1} = \sum_{k=1}^{\infty} \sigma(k) [t^{n+1-k}](1-t)^3(1+t)^{2n-1} \\
&= \frac{n+1}{k} \left( \frac{2n-1}{n+1-k} \right) - 3 \left( \frac{2n-1}{n-k} \right) + 3 \left( \frac{2n-1}{n+1-k} \right) - \left( \frac{2n-1}{n+1-k} \right) \\
&= \frac{n+1}{k} \frac{4k\sigma(k)(2k^2-3n+2)(2n-1)!}{(n+1-k)!(n+1+k)!}. 
\end{aligned}
\]

We remark here that the identity \([t^a](1+t)^b = \binom{b}{a}\) that we are using even remains true for negative \( a \) or for \( a > b \) if the binomial coefficient is considered to be 0 then. The manipulation in the final step is consistent with this.

Problem 1 is equivalent to the inequality \( C_{n+1} a_n > C_n a_{n+1} \) for \( n \geq 3 \), and since \( C_{n+1} = \frac{4n+2}{n+2} C_n \), it can also be expressed as \( (4n+2) a_n > (n+2) a_{n+1} \). Hence we are left to consider the inequality

\[
\sum_{k=1}^{n+1} \frac{4k\sigma(k)(2k^2-3n+2)(4n+2)(2n-1)!}{(n+1-k)!(n+1+k)!} > \sum_{k=1}^{n+2} \frac{4k\sigma(k)(2k^2-3n-5)(n+2)(2n+1)!}{(n+2-k)!(n+2+k)!},
\]

which reduces to

\[
\sum_{k=1}^{n+2} \frac{8k\sigma(k)(k^2-3n-4)(2k^2-n-2)(2n+1)(2n-1)!}{(n+2-k)!(n+2+k)!} < 0
\]

after some manipulations. After multiplication by

\[
n(n+1)(2n+3) = \frac{(2n)(2n+2)(2n+3)(2n+4)}{8},
\]

can be expressed as

\[
\sum_{k=1}^{n+2} k\sigma(k)(k^2-3n-4)(2k^2-n-2) \left( \frac{2n+4}{n+2-k} \right) < 0.
\]

Finally, replacing \( n+2 \) by \( n \), what we have to prove in order to settle Problem 1 is that

\[
\sum_{k=1}^{n} k\sigma(k)(k^2-3n+2)(2k^2-n) \left( \frac{2n}{n-k} \right) < 0
\]

for all \( n \geq 5 \), which is precisely (1).
In this section, we provide the necessary background on $B$-terms and their software implementation. We base our work on the module for computing with asymptotic expansions [7] in SageMath [11]. While this module presently also offers some basic support for $B$-terms, we have extended its capabilities to add support for computations involving an additional monomially bounded variable (e.g., $k$ with $n^\alpha \leq k \leq n^\beta$ for some $0 \leq \alpha < \beta$ where $n \to \infty$), as well as Taylor expansions with explicit error bounds. These improvements are not yet included in the module directly, but can be made available to your local installation of SageMath simply by running

```
sage -pip install dependent_bterms
```

from your terminal. Alternatively, the module can be installed by executing a cell containing

```
!pip install dependent_bterms
```

from within a SageMath Jupyter notebook.

We will now briefly walk through the core functionalities of our toolbox. The central interface is the function

```
AsymptoticRingWithDependentVariable
```

which generates a suitable parent structure for our desired asymptotic expansions. Listing 1 demonstrates how it is used to instantiate the structure that will be used throughout the following examples. We consider $1 = n^0 \leq k \leq n^{4/7}$, i.e., $\alpha = 0$ and $\beta = 4/7$.

```
sage: import dependent_bterms as dbt
dsage: AR, n, k = dbt.AsymptoticRingWithDependentVariable(.....: 'n^QQ', 'k', 0, 4/7, bterm_round_to=3, default_prec=5.....: )
sage: AR
Asymptotic Ring <n^QQ> over Symbolic Ring
```

The arguments passed to the interface are, in order,

- **growth_group** – the (univariate) growth group\(^1\) modeling the desired structure of the asymptotic expansions. For example, ‘$n^\text{QQ}$’ represents terms like $42n^{9/13}$ or $O(n^{7/42})$.
- **dependent_variable** – a string representation of the symbolic variable being endowed with asymptotic growth bounds, e.g., ‘$k$’.
- **lower_bound_power** – a real number $\alpha \geq 0$ representing the power to which the ring’s independent variable is raised to obtain the lower monomial power.
- **upper_bound_power** – a real number $\beta > \alpha \geq 0$, analogous to **lower_bound_power**, just for the upper bound.
- **bterm_round_to** – a non-negative integer or **None** (the default), determining the number of floating point digits to which the coefficients of $B$-terms are automatically rounded. If **None**, no rounding is performed.

---

\(^1\) See SageMath’s documentation on asymptotic expansions and the **AsymptoticRing** for an introduction to the algebraic terminology used here.
Any other keyword arguments (like `default_prec` in Listing 1 above) are passed to the constructor of `AsymptoticRing`.

In this structure, arithmetic with asymptotic expansions in $n$ can be carried out as usual, see Listing 2. The `default_prec` parameter specified above controls the order of the automatic expansions.

### Listing 2  Arithmetic and automatic expansions in `AsymptoticRing`.

```
sage: (1 + 3*n) * (4*n^(-7/3) + 42/n + 1)
3*n + 127 + 42*n^(-1) + 12*n^(-4/3) + 4*n^(-7/3)
sage: prod((1 + n^(-j)) for j in srange(1, 10)) * (1 + O(n^(-10)))
1 + n^(-1) + n^(-2) + 2*n^(-3) + 2*n^(-4) + 3*n^(-5) + 4*n^(-6) + 5*n^(-7) + 6*n^(-8) + 8*n^(-9) + O(n^(-10))
sage: n / (n - 1)
1 + n^(-1) + n^(-2) + n^(-3) + n^(-4) + O(n^(-5))
```

In the implementation of the `AsymptoticRing` shipped with SageMath, asymptotic expansions internally rely on ordering their summands with respect to the growth of the independent variable(s), regardless of attached coefficients.

In the extension of our `dependent_bterms` module, expansions are aware of the growth range contributed by the dependent variable appearing in coefficients. In fact, in our modified ring, expansions are ordered with respect to the upper bound of the coefficient growth combined with the growth of the independent variable. This explains the – at first glance counterintuitive – ordering of the summands in Listing 3. The individual growth ranges of the summands are printed at the end of the listing.

### Listing 3  Arithmetic involving the dependent variable.

```
sage: k*n^2 + O(n^(3/2)) + k^3*n
k^3*n + k*n^2 + O(n^(3/2))
sage: for summand in expr.summands.elements_topological():
    print(f"{summand}␣→␣{summand.dependent_growth_range()}")
O(n^(3/2)) → (n^(3/2), n^(3/2))
k*n^2 → (n^2, n^(18/7))
k^3*n → (n, n^(19/7))
```

Automatic power series expansion (with an $O$-term error) also works natively in our modified ring, see Listing 4. Observe that the error term $O(n^{-15/7})$ would actually be able to partially absorb some of the terms in the automatic expansion like $(k/2 + 1/6)n^{-3}$. This partial absorption is, however, not carried out automatically due to performance reasons. Using the `simplify_expansion` function included in our module expands the symbolic coefficients and enables the error terms to carry out all allowed (partial) absorptions.

### Listing 4  Automatic expansions and manual simplifications.

```
sage: auto_expansion = exp((1 + k)/n)
sage: auto_expansion
1 + (k + 1)*n^(-1) + (1/2*(k + 1)^2)*n^(-2) + (1/6*(k + 1)^3)*n^(-3) + (1/24*(k + 1)^4)*n^(-4) + O(n^(-15/7))
sage: dbt.simplify_expansion(auto_expansion)
1 + (k + 1)*n^(-1) + (k^2 + k + 1/2)*n^(-2) + (k^3 + 1/2*k^2)*n^(-3) + (k^4 + 1/2*k^3)*n^(-4) + O(n^(-15/7))
```

Now let us turn to the core feature of our extension: $B$-terms. In a nutshell, $B$-terms are $O$-terms that come with an explicitly specified constant and validity point. For example, the term $B_{n \geq 10}(42n^3)$ represents an error term that is bounded by $42n^3$ for $n \geq 10$. 

Listing 5 demonstrates basic arithmetic with $B$-terms. It is worth spending a moment to understand how the resulting constants are determined. In the first example, the $B$-term $B_{n \geq 10}(5/n)$ absorbs the exact term $3/n^2$ of weaker growth. It does so by automatically estimating $\frac{3}{n^2} \leq \frac{3}{n_0}$ (as the term is valid for $n \geq 10$) and then directly absorbing the upper bound; $\frac{53}{10} = 5 + \frac{3}{10}$.

The same mechanism happens in the second example. In order to avoid the (otherwise rapid) accumulation of complicated symbolic expressions in the automatic estimates, we have specified (via the `bterm_round_to`-parameter that we have set to 3) that $B$-terms should automatically be rounded to three floating point digits. This is why the constant is given as $[(1 + 10^{-1/3}) \cdot 10^3] \cdot 10^{-3} = \frac{394}{200}$.

**Listing 5** Arithmetic with $B$-terms and the dependent variable.

```
sage: 7*n + AR.B(5/n, valid_from=10) + 3/n^2
sage: AR.B(1/n, valid_from=10) + n^(-4/3)
B(293/200*n^(-1), n \geq 10)
sage: AR.B(1/n, valid_from=10) + n^(-4/3)
B(3373/1000*abs(k^3)*n^(-3), n \geq 10)
```

The third example in Listing 5 illustrates arithmetic involving the dependent variable, which requires additional care. With $1 \leq k \leq n^{4/7}$ in place, the growth of the given $B$-term ranges from $\Theta(n^{-3})$ to $\Theta(n^{-13/7})$. The growth of the explicit term that is added ranges from $\Theta(n^{-5})$ to $\Theta(n^{-21/7})$. In this setting, we consider the explicit term to be of weaker growth, as the lower bound of the $B$-term is stronger than the lower bound of the explicit term, and likewise for the upper bound. Thus we may let the $B$-term absorb it. We do so by first estimating

$$\left| \frac{1-2k+3k-4k^3}{n^5} \right| \leq \frac{(1+2+3+4)k^3}{n^5} = \frac{10k^3}{n^5}.$$ 

As the power of $k$ in this bound is larger than the maximal power of $k$ in the $B$-term, we may not yet proceed as above (otherwise we would increase the upper bound of the $B$-term, which we must avoid). Instead, we use first use $k \leq n^{4/7}$, followed by $n \geq 10$, to obtain

$$\frac{10k^3}{n^5} \leq \frac{10k^2}{n^{31/7}} \leq \frac{10k^2}{10^{1/7} \cdot n^3} = 10^{-3/7} \cdot \frac{k^2}{n^3},$$

which the $B$-term can now absorb directly. Hence the value of the $B$-term constant is determined by $[(3 + 10^{-3/7}) \cdot 10^3] \cdot 10^{-3} = \frac{3373}{1000}$.

Finally, our module also provides support for $B$-term bounded Taylor expansion (again, also involving the dependent variable) in form of the `taylor_with_explicit_error` function. An example is given in Listing 6: we first obtain a Taylor expansion of $f(t) = (1 - t^2)^{-1}$ around $t = (1 + k)/n + B_{n \geq 10}(k^3/n^2)$. Using the `simplify_expansion` function rearranges the terms and lets the $B$-term absorb coefficients (partially) as far it is able to. Observe that it may happen that the attempted simplification produces summands with a smaller upper growth bound that the implementation cannot absorb ($B_{n \geq 10}(k^3/n^3)$ vs. $n^{-2}$ in this case). The expansion is still correct; just not as compact as it could be. We can also use the `simplify_expansion` function with the `simplify_bterm_growth` parameter set to `True` to collapse the dependent variables in all $B$-terms by replacing them with their upper bounds, resulting in a single “absolute” $B$-term.
Listing 6 B-term bounded Taylor expansions.

```python
sage: arg = (1 + k)/n + AR.B(k^3/n^3, valid_from=10)
sage: ex = dbt.taylor_with_explicit_error(
        ...: lambda t: 1/(1 - t^2), arg,
        ...: order=3, valid_from=10)
sage: ex
1 + ((k + 1)^2)*n^(-2) + B((abs(7351/250*k^3 + 30*k^2 + 30*k + 10))*n^(-3), n >= 10)
sage: dbt.simplify_expansion(ex)
1 + k^2*n^(-2) + B((abs(7351/250*k^3 + 30*k^2 + 30*k + 10))*n^(-3), n >= 10) + (2*k + 1)*n^(-2)
sage: dbt.simplify_expansion(ex, simplify_bterm_growth=True)
1 + k^2*n^(-2) + B(41441/1000*n^(-9/7), n >= 10)
```

4 Asymptotic analysis

In the following, we provide the steps of the analysis of the sum $F(n)$, aided by the software package that was presented in the previous section. We will verify (1) for $n \geq N = 10000$ by means of an asymptotic analysis with explicit error terms. For $n < N$, one can verify the inequality with a computer by determining $F(n)$ explicitly in all cases.

All computations carried out in this section can be found in the SageMath notebook located at

https://arxiv.org/src/2403.09408/anc/2024-bona-dejonge.ipynb,

and a corresponding static version (containing computations and results) is available at


4.1 Approximating the binomial coefficients

It is useful to divide the entire sum by $\binom{2n}{n}$ and to approximate the quotient. Note that we have

$$\frac{\binom{2n}{n-k}}{\binom{2n}{n}} = \frac{n(n-1) \cdots (n-k+1)}{(n+1)(n+2) \cdots (n+k)} = \frac{n}{n-k} \prod_{j=1}^{k} \frac{n-j}{n+j} = \frac{n}{n-k} \prod_{j=1}^{k} \frac{1-j/n}{1+j/n}.$$

This can be rewritten as

$$\frac{\binom{2n}{n-k}}{\binom{2n}{n}} = \frac{n}{n-k} \exp \left( \sum_{j=1}^{k} \log(1-j/n) - \log(1+j/n) \right) = \frac{n}{n-k} \exp \left( - \sum_{j=1}^{k} \sum_{r=1}^{\infty} \frac{2j^r}{r n^r} \right),$$

an expression that will also be used later. It follows from it that

$$\frac{\binom{2n}{n-k}}{\binom{2n}{n}} \leq \frac{n}{n-k} \exp \left( - \sum_{j=1}^{k} \frac{2j}{n} \right) \leq \frac{n}{n-k} \exp \left( - \frac{k^2}{n} \right).$$

For small enough $k$, we can also obtain an asymptotic expansion. This will be discussed later.
4.2 The tails

In order to replace the binomial coefficient by a simpler expression that is amenable to a Mellin analysis, we first have to handle the tails of the sum. For this purpose, we require an explicit bound for the divisor function \( \sigma(k) \) in form of a constant \( A > 0 \) such that

\[
\sigma(k) \leq A \cdot k \cdot \log \log n \tag{5}
\]

for \( 1 \leq k \leq n \) when \( n \geq N \). Assume temporarily that \( N \leq k \leq n \). Then, using an inequality due to Robin [10],

\[
\frac{\sigma(k)}{k} \leq e^\gamma \log \log k + \frac{0.6483}{\log \log k} \leq e^\gamma \log \log n + \frac{0.6483}{\log \log N} \leq \left( e^\gamma + \frac{0.6483}{\log \log N} \right) \log \log n.
\]

For \( N = 10000 \), we can choose \( A = \frac{52}{25} \geq e^\gamma + \frac{0.6483}{\log \log n} \), and we can let the computer verify that (5) also holds for \( 1 \leq k \leq n = N \).

For \( k > \frac{n}{2} \), (4) combined with the fact that the binomial coefficients \( \binom{2n}{n-k} \) are decreasing in \( k \) gives us

\[
0 \leq \frac{1}{\binom{2n}{n}} \sum_{n/2 < k \leq n} k \sigma(k)(k^2 - 3n + 2)(2k^2 - n) \binom{2n}{n-k} \leq 4nk^6(\log \log n)e^{-k^2/n} \leq (A \log \log n) n^7e^{-k^2/n},
\]

since it is easily verified that \( \sum_{n/2 < k \leq n} k^6 \leq \frac{n^7}{4} \) for \( n > 5 \). Thus, the contribution of the sum in this range is

\[
\frac{1}{\binom{2n}{n}} \sum_{n/2 < k \leq n} k \sigma(k)(k^2 - 3n + 2)(2k^2 - n) \binom{2n}{n-k} = B_{n \geq N} \left( \frac{52}{25} e^{-n/4} n^7 \log \log n \right). \tag{6}
\]

Next, fix a constant \( \alpha \in (\frac{1}{2}, \frac{3}{4}) \); the precise value is in principle irrelevant if one is only interested in an asymptotic formula. However, for our computations with explicit error bounds it is advantageous to take a value close to \( \frac{3}{4} \), so we choose \( \alpha = \frac{7}{10} \). We bound the sum over all \( k \in [n^\alpha, n/2] \). Here, we have

\[
\frac{1}{\binom{2n}{n}} \sum_{n^{\alpha} < k \leq n/2} k \sigma(k)(k^2 - 3n + 2)(2k^2 - n) \binom{2n}{n-k} \leq 2e^{-k^2/n}
\]

by (4), thus (assuming that \( N \) is large enough that \( k^2 \geq n^{2\alpha} \geq 3n \) whenever \( n \geq N \), which we can easily verify for \( N = 10000 \) and \( \alpha = 7/10 \))

\[
0 \leq \frac{1}{\binom{2n}{n}} \sum_{n^\alpha \leq k \leq n/2} k \sigma(k)(k^2 - 3n + 2)(2k^2 - n) \binom{2n}{n-k} \leq \sum_{n^\alpha \leq k \leq n/2} 4Ak^6 \log k \log \log k \frac{2}{n} \leq (4A \log \log n) \sum_{n^\alpha \leq k \leq n/2} k^6 \frac{2}{n} e^{-k^2/n}.
\]
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The function \( t \mapsto t^6 e^{-t^2/n} \) is decreasing for \( t \geq \sqrt{3n} \), thus in particular for \( t \geq n^\alpha \) under our assumptions. This implies that (by a standard estimate for sums in terms of integrals)

\[
\sum_{n^\alpha \leq k \leq n/2} k^6 e^{-k^2/n} \leq n^{6\alpha} e^{-n^{2\alpha-1}} + \int_{n^\alpha}^\infty t^6 e^{-t^2/n} \, dt.
\]

The integral can be estimated by elementary means: for \( T = n^\alpha \),

\[
\int_T^\infty t^6 e^{-t^2/n} \, dt \leq \frac{1}{T} \int_T^\infty t^7 e^{-t^2/n} \, dt = \frac{n}{2T} (6n^3 + 6n^2 T^2 + 3n T^4 + T^6) e^{-T^2/n}.
\]

For large enough \( n \geq N \), this is negligibly small. This can be quantified with the help of some explicit computations with \( B \)-terms. We find that

\[
\frac{1}{(\frac{T}{n})^2} \sum_{n^\alpha \leq k \leq n/2} \left( \frac{2n}{n-k} \right)^t k^6 e^{-k^2/n} = B_{n \geq N} \left( \frac{25073}{5000} e^{-n^{2\alpha/5}} n^{\frac{2}{9}} \log \log n \right).
\]

### 4.3 Approximating the summands

So we are left with the sum over \( k < n^\alpha \). Here, we can expand the exact expression in (3): this can be done by cutting the sum over \( r \) at some point (we choose the cutoff at \( R = 9 \)) and estimating

\[
0 \leq \sum_{j=1}^k \sum_{r=R}^{\infty} \frac{2j^r}{r n^r} \leq \sum_{j=1}^k \frac{2j^R}{R n^R (1 - j^2/n^2)}
\]

by means of a geometric series (observe that the factor \( 1 - j^2/n^2 \) in the denominator stems from the fact that we are only summing over odd \( r \)), and then further

\[
\sum_{j=1}^k \frac{2j^R}{R n^R (1 - j^2/n^2)} \leq \frac{2}{R n^R (1 - k^2/n^2)} \left( k^R + \int_0^k t^R \, dt \right)
= \frac{2}{R n^R (1 - k^2/n^2)} \left( k^R + \frac{k^{R+1}}{R+1} \right),
\]

followed by a Taylor expansion of the exponential multiplied with the expansion of \( \frac{n}{n-k} \), cf. (3). The full and sufficiently precise asymptotic expansion can be found in our auxiliary SageMath notebook. It reads

\[
\frac{(2n-k)}{(2n)} = e^{-k^2/n} \left( 1 - \frac{k^4 + k^2}{6n^3} + \frac{k^6}{72n^6} + \frac{k^2}{n^2} - \frac{k^{12}}{1296n^9} - \frac{3k^6}{20n^5} + \frac{k^{16}}{31104n^{12}} \right.
\]

\[
+ \cdots + B_{n \geq N} \left( \frac{k^{24}}{10000n^{15}} \right) + B_{n \geq N} \left( \frac{9k^{21}}{10000n^{15}} \right) + \cdots,
\]

where the summands are ordered based on their individual upper growth bound (found from substituting \( k = n^\alpha \)). The ellipses \( \cdots \) indicate terms that are left out as the expression would otherwise be very long. If it were required, this expansion could also be made more precise. Let us now split the expression inside the brackets: let \( S(n, k) \) denote the sum of all “exact” terms, and \( S_B(n, k) \) the sum of all \( B \)-terms. We want to evaluate

\[
\sum_{1 \leq k < n^\alpha} k \sigma(k) \left( S(n, k) + S_B(n, k) \right) (k^2 - 3n + 2)(2k^2 - n) e^{-k^2/n}.
\]
Let us first deal with the error estimate: since \( |(k^2 - 3n + 2)(2k^2 - n)| \leq 2k^4 + 3n^2 \) for all \( k \) and \( n \), it suffices to bound
\[
\sum_{1 \leq k < n^\alpha} kS_B(n, k)\sigma(k)(2k^4 + 3n^2)e^{-k^2/n} \\
\leq (A \log \log n) \sum_{1 \leq k < n^\alpha} S_B(n, k)(2k^6 + 3n^2k^2)e^{-k^2/n} \\
\leq (A \log \log n) \sum_{k \geq 1} S_B(n, k)(2k^6 + 3n^2k^2)e^{-k^2/n}.
\]

For a positive function \( f(t) \) that is increasing up to some maximum \( t_0 \) and decreasing thereafter, it is well known that \( \sum_{k \geq 1} f(k) \leq f(t_0) + \int_0^{t_0} f(t) \, dt \). This can now be applied to \( t \to t^{1/2} \) to find, with the help of computer algebra,
\[
\sum_{1 \leq k < n^\alpha} kS_B(n, k)\sigma(k)(2k^4 + 3n^2)e^{-k^2/n} = B_{n \geq N} \left( \frac{146718899}{10000} \sqrt{n \log \log n} \right). \tag{8}
\]

While this error is not quite as small as those collected so far, for \( n = 10000 \) it is still only about 26.1\% of the eventual main term.

Now we can consider the remaining sum
\[
\sum_{1 \leq k < n^\alpha} k\sigma(k)S(n, k)(k^2 - 3n + 2)(2k^2 - n)e^{-k^2/n}.
\]

To this end, we first add back the terms with \( k \geq n^\alpha \) and estimate their sum.

For \( k \leq n^{3/4} \) the expansion in \( S(n, k) \) can be bounded above, \( S(n, k) \leq c_1 \approx 4.372 \), and for \( k \geq n^{3/4} \) we have \( S(n, k) \leq k^{20}/(10000n^{15}) \). As for the other factors in our summands, we can bound \( (k^2 - 3n + 2)(2k^2 - n) \) from above by \( 2k^4 \). For an estimate of \( \sigma(k) \) we use (5) in the range \( k < n^{3/4} \), and for the remaining case of \( k \geq n^{3/4} \) we use the well-known weaker bound \( \sigma(k) \leq k^2 \). This leaves us with
\[
\sum_{n^\alpha \leq k < n^{3/4}} k\sigma(k)S(n, k)(k^2 - 3n + 2)(2k^2 - n)e^{-k^2/n} \\
\leq 2Ac_1 \log \log n \sum_{n^\alpha \leq k < n^{3/4}} k^6e^{-k^2/n} = B_{n \geq N} \left( \frac{12553}{5000} e^{-n^{2/5}} n^{19/4} \log \log n \right), \tag{9}
\]
and
\[
\sum_{k \geq n^{3/4}} k\sigma(k)S(n, k)(k^2 - 3n + 2)(2k^2 - n)e^{-k^2/n} \\
\leq \frac{2}{10000 n^{15}} \sum_{k \geq n^{3/4}} k^{27}e^{-k^2/n} = B_{n \geq N} \left( \frac{3}{2000} e^{-n^{1/2}} n^{11/2} \right), \tag{10}
\]
where the sums have been bounded using the same integral estimate as before.

### 4.4 Mellin transform

Having estimated all error terms related to pruning and completing the tails of the sum, we now want to evaluate
\[
\sum_{k \geq 1} k\sigma(k)S(n, k)(k^2 - 3n + 2)(2k^2 - n)e^{-k^2/n}. \tag{11}
\]
This sum is a linear combination of sums of the form
\[ \sum_{k \geq 1} k^a n^b \sigma(k)e^{-k^2/n}. \] (12)

In the precision chosen in our accompanying SageMath worksheet, there are 121 such summands, to be precise. Set \( t = n^{-1} \), refer to the sum in (12) as \( g_{a,b}(t) \) and let \( d_{a,b} \) denote the coefficients such that the sum in (11) can be written as \( \sum_{a,b} d_{a,b} g_{a,b}(t) \). The Mellin transform (see [4] for a general reference) of \( g_{a,b}(t) \) is given by
\[ g_{a,b}(s) = \int_0^\infty t^{s-1} \sum_{k \geq 1} k^a t^{-b} \sigma(k)e^{-k^2t} \, dt = \zeta(2s-2b-a-1)\zeta(2s-2b-a)\Gamma(s-b). \]

By the Mellin inversion formula, the original function \( g_{a,b}(t) \) can be recovered from its transform via
\[ g_{a,b}(t) = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \zeta(2s-2b-a-1)\zeta(2s-2b-a)\Gamma(s-b)t^{-s} \, ds \]
for \( c > \frac{a}{2} + b + 1 \). We may shift the line of integration further left as long as we collect all corresponding residues. In a first step, we shift the line of integration to \( c = 3/4 \). While in some summands poles occur as far right as \( s = 7/2 \), a straightforward computation reveals that, as mentioned in the introduction of this article, nontrivial cancellations take place: after summing all contributions, non-zero residues in the half-plane where \( \Re(s) \geq 3/4 \) can only be found for \( s = 1 \) and \( s = 2 \), where we collect a contribution of
\[ \sum_{s_0 \in \{1,2\}} \sum_{a,b} d_{a,b} \text{Res}(g_{a,b}(s), s = s_0) = -\frac{1}{8t^2} + \frac{1}{24t} = -\frac{n^2}{8} + \frac{n}{24}, \] (13)
which proves the asymptotic main term given in (2).

We now need to determine an explicit error bound for these shifted integrals. To do so, we investigate, individually for each summand, how far we can shift the line of integration to the left (in half-integer units) until \( \Re(s) = c_{a,b} \) without collecting any further residues.

In a central region of \( c_{a,b} + iw \) for \( |w| \leq 100 \) we use rigorous integration via interval arithmetic to determine the value of the shifted integrals. Outside, for \( |w| > 100 \), we determine a suitable upper bound of the integrand. For \( \Gamma(c_{a,b} + iw) \) where \( c_{a,b} > 0 \) we use [3, (5.6.9)], and when \( c_{a,b} < 0 \) we first shift the argument to the right via the functional equation \( \Gamma(s) = \frac{1}{s}\Gamma(s+1) \) and then proceed as before. For \( \zeta(c_{a,b} + iw) \) we bound the modulus from above by \( \zeta(3/2) \) if \( c_{a,b} \geq 3/2 \). When \( c_{a,b} \leq -1/2 \) we first apply the reflection formula [3, (25.4.1)]; the resulting factors can all be estimated directly. For the special case of \( c_{a,b} = 1/2 \) we use the bound proved by Hiary, Patel, and Yang in [9, Theorem 1.1] to obtain
\[ |\zeta(1/2 + iw)| \leq 0.618 t^{1/6} \log t \leq 0.618 t^{1/2} \]
for \( t \geq 100 \). Letting a computer collect and combine all of these contributions then yields
\[ \left| \sum_{a,b} \frac{1}{2\pi i} \int_{3/4-i\infty}^{3/4+i\infty} g_{a,b}(s)t^{-s} \, ds \right| \leq \frac{1}{2\pi} \sum_{a,b} n^{c_{a,b}} \int_{-\infty}^{\infty} |g_{a,b}(c_{a,b} + iw)| \, dw = B_{n \geq N} \left( \frac{406531}{100} - n^{3/4} \right). \] (14)
Figure 1 Comparison of the absolute value of the asymptotic main term \(-n^2/8 + n/24\) (red) against the accumulated total error (blue) on the left. The right plot depicts the ratio of the error bound to the main term.

5 Conclusion

Throughout Section 4 we have accumulated several explicit error terms. They are given in (6), (7), (8), (9), (10), and (14). Combining them using crude estimates such as \(\log \log n \leq n^{1/10}\) for \(n \geq N\) proves the following theorem.

\(\blacktriangleright\) Theorem 2. For \(n \geq 10000\), the binomial sum \(F(n)\) satisfies the asymptotic formula

\[
F(n) = \binom{2n}{n} \left( -\frac{n^2}{8} + \frac{n}{24} + B_{n \geq N} \left( \frac{38755553}{5000} n^{3/4} \right) \right).
\]

Observe that for \(n = 10000\) the certified error is already only approximately 62.1\% of the absolute value of the exact main term. Together with the direct verification for \(5 \leq n < N\) this settles Problem 1. See Figure 1 for an illustration of the behavior of the total error compared to the main term.

To conclude this paper, we briefly discuss an alternative approach that was kindly pointed out to us by a referee. Recall that the task is to prove the inequality (1), i.e.,

\[
F(n) = \sum_{k=1}^{n} k \sigma(k)(k^2 - 3n + 2)(2k^2 - n) \binom{2n}{n-k} < 0.
\]

Now one can use the well-known generating function identity

\[
\sum_{n=k}^{\infty} \binom{2n}{n-k} x^n = x^k \sum_{m=0}^{\infty} \binom{2m+2k}{m} x^m = x^k \frac{1}{\sqrt{1-4x}} C(x)^{2k},
\]

where \(C(x) = \frac{1-\sqrt{1-4x}}{2x}\) is the generating function for the Catalan numbers, see e.g. [6, (5.72)]. This gives an expression for \(F(n)\) in terms of coefficients of functions involving \(C(x)\). Specifically, we have

\[
F(n) = 3n^2 \sum_{k=1}^{n} k \sigma(k) \binom{2n}{n-k} - n \sum_{k=1}^{n} k(7k^2 + 2) \sigma(k) \binom{2n}{n-k} + \sum_{k=1}^{n} 2k^3(2k^2 + 2) \sigma(k) \binom{2n}{n-k}.
\]
Binomial Sums and Mellin Asymptotics with Explicit Error Bounds: A Case Study

At the singularity whose Mellin transform is

\[ H \]

though, as one now has to deal with complex asymptotics. Analysis. Carrying all of this out with explicit error terms comes with its own challenges, the asymptotic formula (2) can be obtained by means of contour integration and singularity behavior of \( f \) for any positive real \( x \). This and analogous asymptotic formulas for \( f_2 \) and \( f_3 \) give us the behavior of \( f_1(H(x)) \), \( f_2(H(x)) \) and \( f_3(H(x)) \) at the dominant singularity \( x = \frac{1}{4} \), from which the asymptotic formula (2) can be obtained by means of contour integration and singularity analysis. Carrying all of this out with explicit error terms comes with its own challenges, though, as one now has to deal with complex asymptotics.
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Abstract

In the hardcore model, certain vertices in a graph are active: the active vertices must form an independent set. We extend this to a multicoloured version: instead of simply being active or not, the active vertices are assigned a colour; active vertices of the same colour must not be adjacent.

This models a scenario in which two neighbouring resources may interfere when active – eg, short-range radio communication. However, there are multiple channels (colours) available; they only interfere if both use the same channel. Other applications include routing in fibreoptic networks.

We analyse Glauber dynamics. Vertices update their status at random times, at which a uniform colour is proposed: the vertex is assigned that colour if it is available; otherwise, it is set inactive.

We find conditions for fast mixing of these dynamics. We also use them to model a queueing system: vertices only serve customers in their queue whilst active. The mixing estimates are applied to establish positive recurrence of the queue lengths, and bound their expectation in equilibrium.
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1 Introduction and Main Results

We extend the hardcore model, used for sampling independent sets, to a multicoloured version. Given a graph \( G = (V, E) \), our objective is to colour a subset \( U \subseteq V \) of the vertices such that if \( u, u' \in U \) satisfy \( \{u, u'\} \in E \), then \( u \) and \( u' \) are painted with different colours. If there is only one colour, then this condition requires that there is no pair of mutually adjacent vertices. This is the definition of an independent set, so we recover the usual hardcore model.

We allow an arbitrary number \( K \in \mathbb{N} \) of possible colours. If we required all vertices to be selected – ie, \( U = V \) – then the condition is that no edge in the graph is monochromatic: the endpoints must receive different colours. We thus recover the proper colouring model.

Our model models these two, sampling a properly coloured subset of vertices, or subgraph.

The motivation for this model comes from a desire for a decentralised (and randomised) algorithm for resource sharing. Two examples of this are short-range radio communication, where nearby agents on the same frequency interfere, and routing in fibreoptic networks. Both \( K \) and \( G \) are given parameters, depending on the particular engineering set-up.

A popular method for sampling proper colourings or independent sets is via Glauber dynamics. Our main result is on the mixing time of Glauber dynamics for the multicoloured hardcore model, defined precisely below. We then use the system to model a queueing system.

- Customers (eg, data packets) arrive to vertices at some (vertex-dependent) rate.
- Coloured vertices are active: they serve their customers at some (vertex-dependent) rate.
- Uncoloured vertices are inactive: they do not serve, but their queue can still grow.

We apply the mixing-time result to control the queue lengths, under certain conditions.
A Glauber Dynamics

Let $G = (V, E)$ be a graph and $K \in \mathbb{N}$. Let $n := |V|$; write $[K]_0 := \{0, 1, \ldots, K\}$. The state space $\Omega$ of the system is a subset of configurations $[K]^V_0 = \{\omega_v \in V \mid \omega_v \in [K]_0 \forall v \in V\}$.

Definition A.1 (State Space). Let $\Omega := \{\omega \in [K]_0^V \mid \omega \text{ is proper}\}$, where $\omega \in [K]_0^V$ is proper if

$$\omega_u \neq \omega_v \quad \text{whenever} \quad \{u, v\} \in E \quad \text{and} \quad \omega_u + \omega_v > 0.$$

In a proper configuration, the colour of one vertex must be different to that of all its neighbours, except that colour 0 is exempt from this condition. We view colour 0 as inactive. A configuration is proper if the subgraph induced by its active vertices is properly coloured.

Definition A.2 (Glauber-Type Dynamics). Let $\lambda = (\lambda_v) \in (0, \infty)^V$ and $p = \{p_v\} \in [0, 1]^V$. We analyse the following continuous-time Markov chain, which we denote $\text{MCH}_\Omega(\lambda, p)$.

Choose vertex $v \in V$ to update at rate $\lambda_v$, simultaneously over all vertices.

Once vertex $v \in V$ is chosen, toss a $p_v$-biased coin: $C \sim \text{Bern}(p_v)$.

If $C = 1$, then choose a (non-zero) colour $k \in [K]$ uniformly at random. If colour $k$ is available for $v$ – ie, no neighbour of $v$ has colour $k$ – then paint $v$ with colour $k$.

Otherwise, deactivate $v$ – ie, colour 0 – whether or not it was active before.

Denote the equilibrium distribution by $\pi$. The equilibrium active time, or service rate, is

$$s_v := \sum_{\omega \in \Omega : \omega_v \neq 0} \pi(\omega) \quad \text{for} \quad v \in V.$$

The usual Glauber dynamics for proper colourings proposes a colour chosen uniformly amongst available colours. However, this requires whoever is making the colour choice to know which colours are available for that vertex. This is unreasonable in the context of routing algorithms in fibreoptic networks, for example. It is often much faster to check if a single proposed colour is available than to find out which colours are available.

Our main theorem establishes fast mixing. First, we define mixing times precisely.

Definition A.3 (Mixing Times). The total-variation distance between distributions $\mu$ and $\pi$ is

$$||\mu - \pi||_{TV} := \max_{A \subseteq \Omega} |\mu(A) - \pi(A)| = \frac{1}{2} \sum_{\omega \in \Omega} |\mu(\omega) - \pi(\omega)|.$$

The mixing time of a Markov chain $X = (X_t)_{t \geq 0}$ on $\Omega$ with invariant distribution $\pi$ is

$$t_{\text{mix}}(\varepsilon) := \inf\{t \geq 0 \mid \max_{x \in \Omega} \|\mathbb{P}_x[X_t \in \cdot] - \pi\|_{TV} \leq \varepsilon\} \quad \text{for} \quad \varepsilon \in (0, 1).$$

Theorem A (Fast Mixing). Suppose that there exists $\beta > 0$ such that

$$\frac{1}{2} \sum_{u \in V : \{u, v\} \in E} p_u \lambda_u / \lambda_v \leq 1 - \beta \quad \text{for all} \quad v \in V.$$

Let $\lambda_{\text{min}} := \min_{v \in V} \lambda_v$. If $X, Y \sim \text{MCH}_\Omega(\lambda, p)$, then

$$\max_{x, y \in \Omega} \|\mathbb{P}_x[X^t \in \cdot] - \mathbb{P}_y[Y^t \in \cdot]\|_{TV} \leq \min\{2n e^{-\beta \lambda_{\text{min}} t}, 1\}.$$

In particular,

$$t_{\text{mix}}(\varepsilon) \leq (\beta \lambda_{\text{min}})^{-1} \log(2n/\varepsilon) \quad \text{for all} \quad \varepsilon \in (0, 1).$$
Remark A (Fast-Mixing Condition). The condition in Theorem A arises from requiring the Wasserstein distance between $X$ and $Y$ to contract in a single step, uniformly. Distance is measured vertex-wise: $d(x, y) := \sum_{v \in V} 1\{x_v \neq y_v\}$ for $x, y \in \Omega$. Namely, we prove that if configurations $x$ and $y$ differ only in that vertex $v$ is active in one but not the other, then

$$\left.\frac{d}{dt} \mathbb{E}_{(x, y)}[d(X^t, Y^t)]\right|_{t=0} \leq \lambda_0 \left(\frac{1}{n} \sum_{u \in V \setminus \{u, v\}} \sum_{e \in E} P_{u, v} \lambda_u / \lambda_v - 1\right)$$

under some coupling. The given condition ensures this is negative, uniformly in $x, y \in \Omega$. A standard application of path coupling [6] extends this uniform contraction to all $x, y \in \Omega$. △

The graph $G$ and number $K$ of colours are given by the application. In contrast, the parameters $(\lambda_v, p_v)_{v \in V}$ may be chosen by the operator. There are good heuristics for taking $\lambda_v \propto d_v$ and $p_v \propto (K/d_v) \wedge 1$.

In short, high-degree nodes have more impact on their neighbours, and hence should be updated faster: so, take $\lambda_v \propto d_v$. Further, if $v$ is active with probability $p'_v$, then it remove a total of $p'_vd_v$ colour choices in expectation (from its neighbours). There are $K$ colours, so vertices shouldn’t remove more than $K$ in expectation: hence, $s_v d_v \propto K$; so, take $p_v \propto K/d_v$.

We work in continuous time, so scaling all the rates $\lambda_v$ inversely scales the mixing time. We choose the normalisation $\sum_{v \in V} \lambda_v = n$; so, vertices each update at rate $1$ on average.

► Corollary A (Heuristic-Driven Choice). Suppose that $\lambda_v = d_v / \bar{d}$ and $p_v \leq \frac{2}{3} K/d_v$ for all $v \in V$, where $\bar{d} := \frac{1}{n} \sum_{v \in V} d_v$ is the average degree. Let $X, Y \sim \text{MCH}_\Omega(\lambda, p)$. Then,

$$\max_{x, y \in \Omega} \|P_x[X^t \in \cdot] - P_y[X^t \in \cdot]\|_{\text{TV}} \leq \min\{2n e^{-(\delta/d)\bar{d}/3}, 1\},$$

where $\delta := \min_{v \in V} d_v$. In particular,

$$t_{\text{mix}}(\varepsilon) \leq 3(d/\delta) \log(2n/\varepsilon) \quad \text{for all} \quad \varepsilon \in (0, 1).$$

It is standard, or, at least, very common, in the hardcore-model ($K = 1$) literature to require $p_v = p < 1/\Delta$ for all $v$, where $\Delta := \max_{v \in V} d_v$ is the maximum degree; see, eg, [2, 15, 7] or [14, Theorem 5.9]. We take more care, requiring only $p_v < K/d_v$ for each $v$; [10] have a similar improvement, but restricted to the usual hardcore model ($K = 1$).

A consequence of requiring $p_v = p < 1/\Delta$ is that the mixing time is often proportional to $\Delta$. Ours is proportional to $\bar{d}/d_{\text{min}}$, which is often significantly smaller.

The bound $p < 1/\Delta$ is natural, up to a factor $\varepsilon$. Indeed, for the (usual) hardcore model, it has been known since Kelly [13] that the infinite $\Delta$-regular tree has a critical threshold at $p_c(\Delta) \approx \varepsilon/\Delta$, for large $\Delta$: the corresponding Gibbs distribution is unique if and only if $p < p_c(\Delta)$. When $p < p_c(\Delta)$, known as the uniqueness regime to physicists, the “influence” of one vertex on another decays exponentially in their relative distance. On the other hand, long-range correlations persist when $p > p_c(\Delta)$. See [1, §1.2] for more discussion on this.

Based on this, it appears that we should be able to only require $p_v \leq (1 - \eta) eK/d_v$ and still obtain fast mixing. This would be a natural extension of the critical threshold: $p_c(\Delta, K) := eK/\Delta$. We demonstrate this via some simulations at the end of the paper.

We also investigate the proportion of time that vertices are active in equilibrium.

► Proposition A (Equilibrium Service Rates). Suppose that $p_v \leq \frac{1}{3} K/\bar{d}_v$ for all $v \in V$, where $\bar{d}_v := \max\{d_u \mid u \sim v \text{ or } u = v\}$ is the maximal degree in the neighbourhood of $v \in V$. Then,

$$\frac{1}{3} p_v \leq s_v \leq p_v \quad \text{for all} \quad v \in V.$$

Our proof is quite flexible, allowing more general $p_v$. We discuss how to generalise it, and tighten the bounds, after its proof. Again, we expect that we only need $p_v \leq (1 - \eta) eK/d_v$. 
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B Queueing Network

Our next results concerns queue length in a network. The proof relies on fast mixing.

**Definition B (Queueing Network).** Let \( \lambda, \nu, \mu \in (0, \infty)^V \) and \( p \in [0, 1]^V \). Let \( X \sim \text{MCH}_\Omega(\lambda, p) \). The state space of the queueing network is \( \mathbb{N}^V \). For \( q \in \mathbb{N}^V \) and \( v \in V \), let

\[
q^v,\pm := q_u \pm 1\{u = v\} \quad \text{for} \quad u \in V;
\]

that is, \( q^v,\pm \) adds/removes one from the \( v \)-th queue. The transition rates given \( X = x \) are

\[
q \rightarrow \begin{cases} 
q^{v,+} & \text{at rate } \nu_v \\
q^{v,-} & \text{at rate } \mu_v 1\{x_v \neq 0\}
\end{cases} \quad \text{for each } v \in V;
\]

that is, the \( v \)-th queue has arrivals at rate \( \nu_v \) always and services at rate \( \mu_v \) provided \( v \) is active. We denote the law of this queueing network by \( \text{QMCH}_\Omega(\lambda, p; \nu) \).

We show that the queues are jointly positive recurrent – i.e, the expected time until all queues are simultaneously empty is finite – under the fast-mixing conditions of Theorem A and the assumption that the arrival rate \( \nu_v \) is smaller than the equilibrium service rate \( s_v \).

**Theorem B (Stable Queues).** Suppose that there exists \( \beta > 0 \) such that

\[
\frac{1}{K} \sum_{u \in V : \{u, v\} \in E} p_u \lambda_u / \lambda_v \leq 1 - \beta \quad \text{for all } v \in V.
\]

Suppose also that \( \nu_v < s_v \) for all \( v \in V \). If \( Q \sim \text{QMCH}_\Omega(\lambda, p; \nu) \), then \( Q \) is positive recurrent:

\[
\tau := \inf \{ t \geq 0 \mid Q^t = 0 \} \quad \text{satisfies} \quad \mathbb{E}_q[\tau] < \infty \quad \text{for all} \quad q \in \mathbb{N}^V.
\]

Moreover, if \( Q^0 \) is in equilibrium, then, writing \( \lambda_{\min} := \min_{v \in V} \lambda_v \),

\[
\mathbb{E}[Q^0_v] \leq \frac{6n \log(2n/e)}{\beta \lambda_{\min} (s_v - \nu_v)^2} \quad \text{for all } v \in V.
\]

We now evaluate this under the heuristic-driven choice from Corollary A.

**Corollary B (Heuristic-Driven Choice).** Suppose that \( \lambda_v = d_v / \bar{d} \) and \( p_v \leq \frac{2}{K} d_v \) for all \( v \in V \), where \( d := \frac{1}{n} \sum_{v \in V} d_v \) is the average degree. Let \( \delta := \min_{v \in V} d_v \). Suppose also that \( \nu_v < s_v \) for all \( v \in V \). Let \( Q \sim \text{QMCH}_\Omega(\lambda, p; \nu) \). Then, in equilibrium,

\[
\mathbb{E}[Q^0_v] \leq \frac{18d \bar{d} n \log(2n/e)}{\delta (s_v - \nu_v)^2} \quad \text{for all } v \in V.
\]

A related result was proved by Jiang et al [10] for the usual hardcore model (one colour). Also, they restrict to the special case \( p_v = p < 1/\Delta \), where \( \Delta \) is the maximum degree.

## 2 Motivation and Related Work

**Fibreoptic Routing Application**

Our original motivation was to create a *fully decentralised* random access scheme for resource sharing in fibreoptic routing networks. There, nodes are connected by links, and they communicate with each other along routes, which are sequences of links. Multiple routes may share a subset of links; such routes interfere. Each link has a collection of frequencies available.
A naive approach has the source node send the data to the first intermediary node on the route, along with instructions of where to send on. That intermediary node processes the data and sends it onto the next node. This continues until the data reaches its target destination.

It is possible for different frequencies to be used along the route, due to the intermediary processing. When checking whether it is possible for a certain collection of routes to be active simultaneously, it is enough to check that no individual link is overloaded. However, the intermediary processing adds overhead. If the time it takes to transmit the data along the link is larger than the processing time, then the overhead is unimportant. However, in fibreoptic networks, data is sent along links extremely quickly, and the processing overhead becomes the performance bottleneck.

Instead of processing and resending the data at an intermediary node, an optical switch is configured. This switch is like a prism: light coming from a single source is sent in different directions, depending on its colour. This allows a light path to be set up, removing the processing overhead; however, the same frequency must be used throughout the entire route.

The difficulty is in choosing the frequency (colour) of the light path. Now, it is not enough to simply check that each link is not overloaded marginally, as the colours are correlated. In the set-up of the multicoloured hardcore model, the vertices correspond to routes, and two routes (vertices) are adjacent, forming an edge, if they interfere – ie, share a link. Certainly, not all routes will be able to be on simultaneously; an access scheme must be devised.

I originally learnt of this model from a talk by Walker [22] at the Algorithms and Software for Quantum Computers event at the Isaac Newton Institute. There, the speaker was looking to quantum computation for solutions. I, as a probabilist, took a randomised approach.

The multicoloured hardcore model has the significant benefit of decentralisation. All decisions made can be made by the individual vertices, without any need for synchronisation or knowledge of the state of the other routes. A vertex can even request a light path blindly [11]: the path is set up if it does not conflict with any other already-active paths; otherwise, an error is returned to the initiator. Moreover, optical-switch reconfiguration is fast and easy.

The hardcore model is a popular and well-studied model for random access schemes where there is only a single frequency: on or off. A toy model for this is local radio communication: vertices represent pairs of agents who wish to communicate; nearby pairs of agents cannot communicate simultaneously. Quite separately, Glauber dynamics are used to sample proper colourings on a graph. It seems natural to combine these two, yielding a multicoloured hardcore model which can model more complex interference situations, such as when multiple independent radio frequencies are available. However, to the best of my knowledge, this multicoloured hardcore set-up has not been studied before in the context of routing.

**Multihop Wireless Networks**

Another application of this type of random routing scheme is to multihop wireless networks. In cellular and wireless local area networks, wireless communication only occurs on the last link between a base station and the wireless end system. In multihop wireless networks, there are one or more intermediate nodes along the path; these receive and forward packets via the wireless links. There are several benefits to the multihop approach, including extended coverage and improved connectivity, higher transfer rates and the avoidance of wide deployment of cables. Unfortunately, protocols, particularly those for routing, developed for fixed or cellular networks, or the Internet, are not optimal for these, more complicated, multihop wireless networks; see, eg, [5].
A highly prominent example of multihop wireless networks is in the development and deployment of 5G cellular networks [21]. Conventional cellular networks employ well-planned deployment of tower-mounted base stations. They are undergoing a fundamental change to deployment of smaller base stations. Multihop relaying can be instrumental for station. See [8, §4.1] for more details, from which part of this paragraph was paraphrased.

A multihop network with a single transmission frequency falls precisely into the framework of the (usual) hardcore model. Glauber dynamics is a powerful tool used to generated randomised, approximate solutions to combinatorially difficult problems. Moreover, it often has natural decentralised implementation. It has already been used in the past to design and analyse distributed scheduling algorithms for multihop wireless networks; see, particularly, [10, 4], from which this paragraph was paraphrased, as well as [16, 17, 3, 9, 19].

Multihop wireless networks with multiple transmission frequencies correspond precisely to our model. To the best of our knowledge, it has received little attention. However, with technological and engineering advances, it may become an important extension in the future.

(A)synchronicity

One aspect to point out is our lack of synchronicity: we use continuous time, so sites update one at a time. In practice, engineering implementations often prefer synchronised updates. This is the case in [10], where the (usual) hardcore model is analysed and an independent set of vertices – i.e., a set of vertices with no edges between them – is updated simultaneously. It is crucial that it is an independent set: the changes to one vertex in the set do not affect the other vertices, and the updates can be done independently, in a parallel, distributed manner.

The (independent) set of vertices still needs to be chosen in each step. In [10], the authors simply prescribe a distribution $q$ over the collection of all independent sets; no comment is made on how to sample one. In principle, this distribution is very complicated, and perhaps even needs approximating – e.g., via Glauber dynamics for the (usual) hardcore model.

The path coupling technique that we use, and is used in [10], is robust to parallel updates, provided one update does not affect the others – as for updating an independent set of vertices. If $N$ is the expected size of the independent set chosen – i.e., $N := E_{S \sim q}[|S|]$ – then the mixing bound behaves as if time is sped up by a factor $N$. We consider single-site, continuous-time updates for simplicity; but, our analysis extends to the parallel set-up, too.

Spin Systems in Statistical Mechanics

Spin systems are widely studied in statistical mechanics, crossing combinatorics, probability and physics: these involve a graph $G = (V, E)$ and a discrete set $K$ of spins; each vertex $v \in V$ is assigned a spin $k \in K$. Adjacent vertices interact with each other. A zoo of examples of spin systems is discussed extensively in the very recent paper by Peled and Spinka [18].

- In proper colourings, $K = \{1, ..., K\}$ and the constraint is hard: adjacent vertices must not have the same colour. The hardcore model is similar with $K = \{0, 1\}$.
- In the Ising model, $K = \{\pm 1\}$ and the constraint is soft: vertices prefer to be aligned with their neighbours, with strength controlled by the inverse temperature $\beta \geq 0$.

The multicoloured hardcore model is discussed in [18, §3.2.2]. It was originally introduced by Runnels and Lebowitz [20] in the context of lattice gases.

The results of [20, 18] are specialised to $\mathbb{Z}^d$. The latter is most interested in the case where the dimension $d$ is much larger than the number $K$ of colours. The motivating example for this paper is the fibreoptic routing, for which the lattice $\mathbb{Z}^d$ – particularly in high dimensions – is not an appropriate model. Our results appear to be the first on general graphs.
Notation
We briefly recall some notation which is used throughout the paper.

- The underlying graph is $G = (V, E)$. Let $n := |V|$ denote its number of vertices, and write $u \sim v$ if $\{u, v\} \in E$. The degree of $v \in V$ is $d_v := \sum_{u \in V} 1\{u \sim v\}$.
- There are $K \in \mathbb{N}$ colours, and we abbreviate $[K]_0 := \{0, 1, ..., K\}$.
- The update rates and probabilities are $\lambda \in (0, \infty)^V$ and $p \in [0, 1]^V$, respectively.
- The state space is $\Omega := \{\omega \in [K]_0^V \mid \omega \text{ is proper}\}$, where $\omega \in [K]_0^V$ is proper if
  $$\omega_u \neq \omega_v \text{ whenever } \{u, v\} \in E \text{ and } \omega_u + \omega_v > 0.$$  
- The multicoloured hardcore model is denoted $\text{MCH}_\lambda(\lambda, p)$; its equilibrium distribution $\pi$.
- For $\text{QMCH}_\lambda(\lambda, p; \nu)$, the arrival rates are $\nu \in (0, \infty)^V$ and equilibrium service rates
  $$s_v := \sum_{\omega \in \Omega, \omega_u \neq 0} \pi(\omega) \text{ for } v \in V.$$  

3 Proofs of Main Theorems

A Mixing
In this section, we use the classical path coupling argument of Bubley and Dyer [6] to upper bound the mixing time. Throughout, $X, Y \sim \text{MCH}_\lambda(\lambda, p)$, under the “natural” coupling:
- the vertex-update clocks are coupled, so the same vertex is chosen at the same time;
- the subsequent coin toss and colour selection are also coupled.
This coupling is clearly coalescent:

$$X^t = Y^t \text{ implies } X^s = Y^s \text{ for all } s \geq t.$$ 

Proof of Theorem A. We use path coupling, so must define a path space. We say that $x, y \in [K]_0^V$ are adjacent if there is a unique $v \in V$ such that $x_v \neq y_v$ and $0 \in \{x_v, y_v\}$. In other words, our path space is generated by activating an inactive vertex or deactivating an active vertex; changing the colour of an already active vertex is not permitted. This space is connected: let $d(x, y)$ denote the distance between two configurations $x, y \in [K]_0^V$; then,

$$1\{x \neq y\} \leq d(x, y) \leq 2n \text{ for all } x, y \in [K]_0^V,$$ 

going via the empty configuration $0 = (0, ..., 0) \in \Omega$.

For $v \in V$ and $x \in [K]_0^V$, denote the available colours at $v$ in $x$ by

$$\mathcal{A}_v(x) := \{1, ..., K\} \setminus \bigcup_{u \in V \setminus \{u, v\}} \{x_u\} = \{k \in \{1, ..., K\} \mid x_u \neq k \forall u \sim v\}.$$ 

Suppose that $(X^0, Y^0) = (x, y) \in \Omega^2$ with $d(x, y) = 1$; say, $0 = x_v \neq y_v$. Consider the first step of the process from these states. Suppose that vertex $u \in V$ updates.

- Suppose that $u \neq v$. Then, $\mathcal{A}_x(u) = \mathcal{A}_y(u)$, since $x_u = y_u$ for all $u \sim u$. Hence, we can perform the same update in both $X$ and $Y$. The relative distance is unchanged, unless $u = v$, in which case the two coalesce.
- Suppose that $u \sim v$; in particular, $u \neq v$. We may not have $\mathcal{A}_x(u) = \mathcal{A}_y(u)$, but always
  $$\mathcal{A}_u(x) \cup \{x_u\} = \mathcal{A}_u(y) \cup \{y_u\}.$$ 

Hence, $|\mathcal{A}_x(u) \triangle \mathcal{A}_y(u)| \leq 1$. So, the probability that a proposed colour is valid for one and not the other is at most $1/K$. If this is the case, then the relative distance increases by 1; otherwise, it remains unchanged. The probability some colour is proposed is $p_u$. 
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It is in this last step that the assumption $0 \in \{x_v, y_v\}$ is used: without it, the symmetric difference could be of size 2, giving a probability $2/K$. Summing over $u \in V$, the relative distance increases by 1 at rate at most $\frac{1}{K} \sum_{u \sim v} p_u \lambda_u$ and decreases by 1 at rate $\lambda_v$. Hence,

$$\frac{d}{dt} E_{x,y}[d(X^t, Y^t)]|_{t=0} \leq -\lambda_v \left( \frac{1}{K} \sum_{u \sim v} p_u \lambda_u / \lambda_v - 1 \right) \leq -\beta \lambda_v,$$

with the last inequality using the (main) assumption of the theorem. This can be extended to general $x, y \in [K]_n^V$ - i.e., not requiring $d(x, y) = 1$ - by looking at contraction along geodesics, in the usual manner for path coupling. Hence, recalling that $\lambda_{\min} = \min_v \lambda_v$,

$$\max_{x,y \in [K]_n^V} \frac{d}{dt} E_{x,y}[d(X^t, Y^t)]|_{t=0} \leq -\beta \lambda_{\min}.$$  

By the Grönwall inequality, integrating this and using $1 \{x \neq y\} \leq d(x, y) \leq 2n$, we obtain

$$\max_{x,y \in [K]_n^V} P_{x,y}[X^t \neq Y^t] \leq \max_{x,y \in [K]_n^V} E_{x,y}[d(X^t, Y^t)] \leq 2ne^{-\beta t}.$$

Finally, the coupling representation of total-variation distance implies that

$$\max_{x \in \Omega} ||P_{x}[X^t \in \cdot] - P_{y}[Y^t \in \cdot]||_{TV} \leq \min\{2ne^{-\beta \lambda_{\min} t}, 1\}. \tag*{\lhd}$$

**Remark.** If preferred, instead of using a continuous-time version of path coupling, discretise time: let $\tilde{X}^t := X^{\delta t}$ and $\tilde{Y}^t := Y^{\delta t}$, where $\delta$ is some very small real number. Then,

$$E_{x,y}[d(\tilde{X}^1, \tilde{Y}^1)] \leq (1 - \beta \lambda_{\min} \delta + o(\delta))d(x, y) \text{ uniformly},$$

using the fact that the diameter is finite to obtain a uniform $o(\delta)$ term. Path coupling gives

$$E_{x,y}[d(\tilde{X}^t, \tilde{Y}^t)] \leq 2ne^{-\beta \lambda_{\min} \delta t + o(\delta) \ell} \leq 2ne^{-\beta \lambda_{\min} \delta t + o(\delta) \ell}.$$  

Given $\ell \geq 0$, let $\ell := \lceil t/\delta \rceil \geq t/\delta - 1$. Then,

$$E_{x,y}[d(X^t, Y^t)] \leq E_{x,y}[d(\tilde{X}^\ell, \tilde{Y}^\ell)] \leq 2ne^{-\beta t + o(1)}.$$  

Finally, taking $\delta \downarrow 0$, we deduce the same bound as before.

We close this section with a discussion of the equilibrium service rates. Here, we assume

$$p_v = \frac{1}{4} K / \bar{d}_v \text{ where } \bar{d}_v := \max\{d_u \mid u \sim v \text{ or } u = v\} \text{ for } v \in V.$$  

**Proof of Proposition A.** The quantity we estimate is the proportion of colours available at a vertex. This allows estimation of the probability an attempted colouring is successful.

Clearly, in equilibrium, each neighbour $u$ of $v$ is active with probability at most $p_u = \frac{1}{4} K / \bar{d}_u$; in particular, $s_v \leq p_v$. Hence, if $N_v$ is the number of colours available at $v$, then

$$N_v \leq \text{Bin}(d_v, \frac{1}{4} K / \bar{d}_v) \text{ in equilibrium.}$$  

It can be shown that $P[\text{Bin}(d, \frac{1}{4} k / d) \geq \frac{1}{2} k] \leq \frac{1}{3}$ whenever $k \leq 3d$. This implies that

$$P[N_v \geq \frac{1}{4} K] \leq \frac{1}{4}.$$  

Hence, upon refreshing, at least $\frac{1}{2}$ of the colours are available with probability at least $\frac{2}{3}$. So, the probability that the proposed colour is accepted is at least $\frac{1}{3}$. Thus, $s_v \geq \frac{1}{3} p_v. \tag*{\lhd}$
We discuss briefly extensions of this proof, including heuristics for an upper bound on \( s_v \).

**Remark.** If we require \( p_v \leq (1 - \delta)K/\bar{d}_v \), then the above argument says that at least a proportion \( \delta \) of the colours are free in expectation. If \( K \) (and \( \bar{d}_v \)) are large, then the Binomial concentrates. There is then a probability \( \delta \) that a uniformly proposed colour is available.

We can extend this, heuristically at least. If \( u, u' \sim v \), then the colours at \( u \) and \( u' \) should be approximately independent if \( K \) is large and the graph has few triangles. If \( k_1, \ldots, k_K \sim \text{Unif}([K]) \), then \( \frac{1}{K} |\{k_1, \ldots, k_K\}| \approx 1/e \), suggesting that, in fact, a proportion \( 1/e \) are available after \( K \) choices. This would suggest \( s_v \geq p_v/e \).

We can also try to iterate this argument. Instead of upper bounding the expected number of colours taken by \( \sum_{u \sim v} p_u \), we can bound by \( \sum_{u \sim v} s_u \). Suppose that \( s_u \) does not vary much over the vertices: \( s_v \approx \bar{s} := \frac{1}{n} \sum_u s_u \), the average of \( s \); see, eg, Figure 2 later. Also, assume graph regularity: \( d_v = d \), and \( p_v = p \), for all \( v \). Then, \( \sum_{u \sim v} s_u \approx \bar{d}\bar{s} \). This imposes

\[
\bar{s} \leq p(1 - \bar{d}\bar{s}/K); \quad \text{i.e.,} \quad \bar{s} \leq p/(1 + pd/K).
\]

Including the factor \( 1/e \) from the previous heuristic improves this to \( \bar{s} \approx p/(1 + e^{-1}pd/K) \). \( \triangle \)

**B Queues**

Next, we investigate the *stability* of the queueing network: ie, its positive recurrence (or lack thereof) and expected queue length in equilibrium. The end goal is Theorem B. Similar properties for a related model are established in [10, §V], using the usual Lyapunov function

\[
L' := \sum_{v \in V} (Q'_v)^2 \quad \text{for} \quad t \geq 0 \quad \text{where} \quad Q = (Q'_t)_{t \geq 0} \sim \text{QMC}(\lambda, p; \nu).
\]

There, the model is slightly simpler, with unit service times, rather than Exponentials. Moreover, they require \( p_v = p \leq 1/\Delta \) for all \( v \in V \), where \( \Delta = \max_v d_v \) is the maximum degree of the graph \( G = (V, E) \), and treat \( \Delta \) as a constant, which is absorbed into a final, unquantified constant. For a sequence \( (G_n)_{n \in \mathbb{N}} \) of graphs, this implicitly assumes bounded degrees: \( \sup_{n \in \mathbb{N}} \Delta_n < \infty \). We allow much greater generality, both in \( G \) and in \( p \).

We denote by \( \tau \) the first time the queue is empty:

\[
\tau := \inf\{t \geq 0 \mid Q_t = 0, \cup_{s \in [0, t]} Q_s' \neq \{0\}\}.
\]

Positive recurrence is equivalent to having \( \mathbb{E}_q[\tau] < \infty \) for some, and hence all, \( q \neq 0 \).

**Proof of Theorem B.** We establish negative drift for an appropriate Lyapunov function \( L' \):

\[
L' := \frac{1}{2} \sum_{v \in V} (Q'_v)^2 \quad \text{for} \quad t \geq 0. \quad (1)
\]

We fix some notation and conventions. By the memoryless property of the service times, we may assume that the vertices are *always* providing service, but that a service attempt is rejected if the vertex is inactive at the time of the attempt. Then, the arrivals and attempted services form Poisson processes, independent of each other and the underlying MCH process.

Fix \( v \in V \) and \( t, T \geq 0 \). Write \( \tilde{S}_v[T, T + t] \) for the number of attempted services by vertex \( v \) between times \( T \) and \( T + t \), and write \( \hat{S}_v := \hat{S}_v[T, T + t] := \frac{1}{t} \tilde{S}_v[T, T + t] \) for the average (attempted) service rate in this interval. Similarly, write \( \tilde{A}_v[T, T + t] \) and \( \hat{A}_v := \hat{A}_v[T, T + t] := \frac{1}{t} \hat{A}_v[T, T + t] \) for the number of arrivals and average service rate, respectively, between \( T \) and \( T + t \).

Using these definitions, we have the following simple inequality:

\[
Q_v^{t+t} \leq [Q'_v - \tilde{S}_v[T, T + t] + \hat{A}_v[T, T + t]]_+ = [Q'_v - t\hat{S}_v]_+ + t\hat{A}_v,
\]
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where \( [\alpha]_+ := \max\{\alpha, 0\} \) for \( \alpha \in \mathbb{R} \). Hence, using \( [Q^t_v - t\tilde{s}_v]_+ \leq Q^t_v \),

\[
(Q^t_v)^2 \leq (Q^T_v - t\tilde{s}_v)^2 + 2t(Q^T_v - t\tilde{s}_v)\hat{\alpha}_v + t^2\hat{\alpha}_v^2 \\
\leq (Q^T_v)^2 + 2t\hat{\alpha}_v(Q^T_v - \hat{\alpha}_v) + t^2(\hat{\alpha}_v^2 + \hat{s}_v^2).
\]

(2)

Plugging this into the definition (1) of \( L \) bounds its random increment:

\[
L^{T+t} - L^T \leq t \sum_{v \in V} Q^T_v(\hat{\alpha}_v - \hat{s}_v) + \frac{1}{2}t^2 \sum_{v \in V}(\hat{\alpha}_v^2 + \hat{s}_v^2).
\]

(3)

Now, if \( \hat{\tau}_v \) is the proportion of time during \([T, T+t]\) that vertex \( v \) is active, then

\[
t\hat{\alpha}_v = \hat{\alpha}_v[T, T+t) \sim \text{Pois}(\nu v) \quad \text{and} \quad t\hat{s}_v = \hat{s}_v[T, T+t) \sim \text{Pois}(t\hat{\tau}_v).
\]

To emphasise, the implicit Poisson variables are independent of the MCH process. Recall that

\[
\begin{align*}
&\text{if } P \sim \text{Pois}(\mu), \quad \mathbb{E}[P] = \mu \quad \text{and} \quad \mathbb{E}[P^2] = \mu + \mu^2. \\
&\text{Now, } \nu_v < s_v, \text{ by assumption, and } s_v \leq p_v \leq 1; \text{ also, } \hat{\tau}_v \leq 1. \quad \text{Hence,}
\end{align*}
\]

\[
\begin{align*}
\mathbb{E}[\hat{\alpha}_v] &= \nu_v, \\
\mathbb{E}[\hat{\alpha}_v^2] &\leq 2, \\
\mathbb{E}[\hat{s}_v] &\leq 1 \quad \text{and} \quad \mathbb{E}[\hat{s}_v^2] \leq 2. 
\end{align*}
\]

Plugging these into (3) bounds the (expected) drift:

\[
\mathbb{E}[L^{T+t} - L^T \mid (X^T, Q^T)] \leq t \sum_{v \in V} Q^T_v(\nu_v - \mathbb{E}[\hat{s}_v \mid X^T]) + \frac{3}{4}nt^2;
\]

(4)

the (attempted) service rate \( \hat{s}_v[T, T+t) \) depends only on \( X^T \), not \( Q^T \).

It remains to handle \( \mathbb{E}[\hat{s}_v \mid X^T] \). The attempted services are a thinned Poisson process. So,

\[
\mathbb{E}[\hat{s}_v \mid X^T] = \mathbb{E}[\hat{\tau}_v \mid X^T] \quad \text{and} \quad \tau_v = \frac{1}{t} \sum_{T}^{T+t} 1\{X_v^t \neq 0\} ds.
\]

So, if we write \( \mu_{x,s} \) for the law of \( X^s \) given \( X^0 = x \), then

\[
\mathbb{E}[\hat{s}_v \mid X^T] = \frac{1}{t} \int_T^{T+t} \mathbb{P}[X^s \neq 0 \mid X^T] ds \frac{1}{t} \int_0^t \mu_{X_v^s, \{\omega \in \Omega \mid \omega_v \neq 0\}} ds.
\]

This is very similar to the equilibrium (attempted) service rate

\[
s_v = \sum_{\omega \in \Omega} \pi(\omega) = \pi(\{\omega \in \Omega \mid \omega_v \neq 0\});
\]

in fact, by the ergodic theorem, \( \hat{s}_v[T, T+t) \to s_v \) as \( t \to \infty \). Quantitatively,

\[
|\mathbb{E}[\hat{s}_v \mid X^T] - s_v| = \frac{1}{t} \int_0^t \mu_{X_v^s, \{\omega \in \Omega \mid \omega_v \neq 0\}} ds - \pi(\{\omega \in \Omega \mid \omega_v \neq 0\}) \\
\leq \frac{1}{t} \int_0^t \mu_{X_v^s, \{\omega \in \Omega \mid \omega_v \neq 0\}} ds - \pi(\{\omega \in \Omega \mid \omega_v \neq 0\}) \\
\leq \frac{1}{t} \int_0^t \|\mu_{X_v^s} - \pi\|_{\text{TV}} ds.
\]

It is here that we apply the mixing result, Theorem A: for any \( x \in \Omega \) and \( s \geq 0 \),

\[
\|\mu_{x,s} - \pi\|_{\text{TV}} \leq \min\{2ne^{-\beta\lambda_{\min}s}, 1\};
\]

note that the first hypothesis of Theorem B is precisely that required for Theorem A. Then,

\[
\int_0^t \|\mu_{X_v^s} - \pi\|_{\text{TV}} ds \leq t_0 + n \int_0^{t_0} e^{-\beta\lambda_{\min}s} ds \\
\leq t_0 + (\beta\lambda_{\min})^{-1} =: t_1 \quad \text{where} \quad t_0 := (\beta\lambda_{\min})^{-1} \log(2n).
\]
In particular, this is independent of \( t \), so vanishes once divided by \( t \) and \( t \to \infty \):

\[
|\mathbb{E}[\hat{s}_v | X^T] - s_v| \leq t_1/t \to 0 \quad \text{as} \quad t \to \infty.
\]

We want to plug this bound into (4). Let \( \varepsilon_v := \frac{1}{2}(s_v - \nu_v) \) and \( t_v := t_1/\varepsilon_v \). Then,

\[
|\mathbb{E}[\hat{s}_v | X^T] - s_v| \leq \varepsilon_v \quad \text{whenever} \quad t \geq t_v \quad \text{for all} \quad v \in V.
\]

Set \( t_* := \max_v t_v \), so \( t_* \geq t_v \). Plugging this into (4),

\[
\mathbb{E}[L^{T+t} - L^T | \{X^T, Q^T\}] \leq -\frac{1}{2}t \sum_{v \in V} Q_v^T(s_v - \nu_v - \varepsilon_v) + \frac{4}{3}nt^2
\]

\[
\leq -\frac{1}{2}t \sum_{v \in V} Q_v^T(s_v - \nu_v) + \frac{4}{3}nt^2 \quad \text{whenever} \quad t \geq t_*.
\]

This expression is negative for large enough \( ||Q^T|| \). This establishes negative drift of \( L \). Hence, by the Foster–Lyapunov criterion (eg, [12, Proposition D.1]), \( Q^T \geq 0 \) is positive recurrent.

It remains to control the expected queue length in equilibrium. We start in equilibrium and take the expectation of the increment \( (Q_v^e)^2 - (Q_v^0)^2 \). By stationarity and (2),

\[
0 = \mathbb{E}[(Q_v^e)^2 - (Q_v^0)^2] \leq -t_v \mathbb{E}[Q_v^0](s_v - \nu_v - \varepsilon_v) + \frac{4}{3}nt^2,
\]

using the same manipulations as before. Rearranging,

\[
\mathbb{E}[Q_v^0] \leq \frac{4}{3}nt_v/(s_v - \nu_v - \varepsilon_v) \leq 6nt_1/(s_v - \nu_v)^2.
\]

Finally, \( t_1 = (\beta \lambda_{\min})^{-1}(\log(2n) + 1) = (\beta \lambda_{\min})^{-1}\log(2n/e) \).

\[
\square
\]

4 Simulations: Queue Lengths and Equilibrium Service Rate

We close the paper with a short discussion of some simulations. Specifically, we investigate the queue lengths and the proportion of time that a vertex is active as a rolling average—namely,

\[
\hat{Q}_t^v := \frac{1}{t} \sum_{s=0}^{t-1} Q_v^s \quad \text{and} \quad \hat{s}_t^v := \frac{1}{t} \sum_{s=0}^{t-1} 1\{X_v^s \neq 0\} \quad \text{for} \quad t \geq 0.
\]

Then, \( \hat{Q}_t^v \to \mathbb{E}[Q_v^e] \) and \( \hat{s}_t^v \to s_v \), the expected equilibrium queue length and service rate.

Our choice of parameters is driven by the same heuristics as for Corollaries A and B:

\[
\lambda_v := d_v/d, \quad p_v := \min\left\{ \frac{1}{8}eK/d_v, \frac{3}{4} \right\} \quad \text{and} \quad \nu_v := \frac{1}{2}p_v \quad \text{for} \quad v \in V.
\]

Notice the prefactor in \( p_v \): it is \( \frac{1}{8}e > 2 \), rather than \( \frac{1}{8} \) or \( \frac{2}{5} \). This is to emphasise the fact that we really can take \( p_v \) close to \( eK/d_v \), yet still get high, and stable, service rates \( s_v \).

Figure 1 show the time-averaged queue lengths and service rates when the underlying graph is an Erdős–Rényi graph. Figure 2 show the same for a random regular graph. The average degree is 30 and \( K = 10 \) colours are used; so, almost all vertices satisfy \( p_v = \frac{1}{8}eK/d_v \approx 0.5 \).

A collection of 10 vertices with typical degrees to be displayed are chosen randomly. Time is scaled so that the average vertex update-rate is 1—ie, scaled by \( \frac{1}{10} \sum_v (\lambda_v + \nu_v + 1) \).

We see that the empirical service rates settle down really quite quickly, and appear to be remain stable. Moreover, the values \( s_v \) to which they converge appear to be on the same order as the proposal probabilities \( p_v \). This suggests many proposals are accepted, but not too many: if \( s_v \approx p_v \), then perhaps a higher proposal probability \( p_v \) could have been used.

In particular, we found that the normalised difference \( |s_v - p_v|/p_v \) averaged around 60%.
The queue lengths, on the other hand, fluctuate a more. They are a bit more stable in the random regular graph (Figure 2) compared with the Erdős–Rényi graph (Figure 1), perhaps due to inhomogeneities. It is not even completely clear what they are converging to.

We suggest that this is likely caused by the inhomogeneities in the graph along with the fact that we take $\nu_v = \frac{p_v}{3} \approx 0.33 p_v$, which is pretty close to $s_v \approx 0.4 p_v$. Indeed, the same calculations (not shown) with $\nu_v = 0.2 p_v$ result in much more stable queues.

The primary objective is to get as large an equilibrium service rate $s_v$ as possible, or at least its average $\bar{s} = \frac{1}{n} \sum_v s_v$. Since the 60% above is still quite a large rejection rate, we also tested a slightly smaller value of $p_v$: namely, we used $p_v = \frac{2}{3} eK/d_v \approx 0.45$. However, we found that $\bar{s}$ was about 10% smaller for these parameters, for both random graph models.

A random $d$-regular graph locally looks like a $d$-regular tree, so it is not reasonable to expect better than $eK/d = p_v(\Delta, K)$, the earlier critical threshold. Similarly, a sparse Erdős–Rényi graph locally looks like a Bienaymé–Galton–Watson tree with Pois$(d)$ degrees.
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1 Introduction

1.1 Context and informal description of our results

A binary search tree (BST) is a rooted binary tree where nodes carry labels – which are real numbers – and where, for each vertex $v$, all labels of vertices in the left-subtree (resp. right-subtree) attached to $v$ are smaller (resp. bigger) than that of $v$. Binary search trees are a popular type of data structure for storing ordered data. One key feature is that the worst-case complexity of basic operations (lookup, addition or removal of data) is proportional to the height of the tree.

Given a BST $T$ and a real number $x$ distinct from the labels of $T$, there is a unique way to insert $x$ into $T$, i.e. there is a unique BST $T^x$ obtained from $T$ by adding a new node with label $x$. Iterating this operation starting from the empty tree and a sequence $y = (y_1, \ldots, y_n)$ of distinct values, we get a BST $T(y)$ with $n$ nodes. An example can be found in Figure 1. The shape of $T(y)$ (i.e. the underlying binary tree without node labels)
depends only on the relative order of the numbers \(y_1, \ldots, y_n\), and not on their actual values. We can thus assume without loss of generality that the sequence \(y\) is a permutation \(\sigma\) of the integers from 1 to \(n\), and we write \(T(\sigma) = T(\sigma_1, \ldots, \sigma_n)\) in this case.

![BST construction](image)

**Figure 1** Iterative construction of the BST associated with the sequence \(y = (2, 4, 1, 6, 3, 5)\).

In the worst case, the tree \(T(\sigma)\) has height \(n - 1\) and further operations will have a linear complexity, which is far from optimal. However it has been proven by Devroye [10] that, if \(\sigma\) is a uniformly random permutation of \(\{1, \ldots, n\}\), then the height \(h(T(\sigma))\) is asymptotically equivalent to \(c\log n\) for some constant \(c\). Assuming that \(\sigma\) is uniformly distributed means that the data used to construct our BST arrived in a completely random order, which is in general unrealistic. It seems therefore natural to study BSTs associated with non-uniform random permutations, and in particular to see how Devroye’s result is modified when changing the distribution of \(\sigma\).

A first step in this direction has been performed in the papers [1, 7], where the BSTs associated with random Mallows and record-biased permutations are studied, showing interesting phase transition phenomena. In the current paper, we will consider some geometric models of random permutations, sampled via i.i.d. random points in the plane with some common distribution \(\mu\). These models will be referred to here as *permuton samples*, and denoted by \(\sigma_n;\); they appear naturally in a recently developed theory of limiting objects for large permutations, called permutons [14]. The goal of studying such models is twofold. First, it is a much larger but still tractable family of models than those considered before (permuton samples are indexed by probability measures on the square, while Mallows and record-biased permutations are one-parameter families of models). Second, since permutons describe the “large-scale shape” of permutations, it enlightens the connection between this “large-scale shape” and the associated BST.

Our first result (Theorem 1) shows that, for a large family of permuton samples, the asymptotic behavior of the BST height is the same as the one found by Devroye for uniform permutations, namely that \(h(T(\sigma_n))\) is asymptotically equivalent to \(c^* \log n\). Our second result (Theorem 13) studies another type of limit for the sequence of BSTs, using the formalism of *subtree size convergence* recently introduced by Grübel in [13]. In this setting and under some mild assumption, we prove convergence of the BST associated with permuton samples, where the limit object depends on the permuton only through its “derivative” at the left edge \(\{0\} \times [0, 1]\) of the unit square \([0, 1]^2\).

In the remaining part of the introduction, we present the model of permuton samples and introduce some notation. Our main results are then stated and proved in Sections 2 and 3, and extra results are discussed in Section 4.
1.2 Our model: binary search trees of permuton samples

There is a natural way to map a (generic) finite set of points \( P \subset \mathbb{R}^2 \) to a permutation \( \sigma(P) \) and a binary search tree \( T(P) \), which we describe now. Let \( P = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) be a set of points in \( \mathbb{R}^2 \) with distinct \( x \)- and distinct \( y \)-coordinates, and let \( \{(x_1, y_1), \ldots, (x_n, y_n)\} \) be its reordering such that \( x_1 < \ldots < x_n \). Then there exists a unique permutation \( \sigma = \sigma(P) \) of \( \{1, \ldots, n\} \) such that \( (y_1), \ldots, (y_n) \) and \( (\sigma_1, \ldots, \sigma_n) \) are in the same relative order. We let \( T(P) := T(y_1, \ldots, y_n) \) and note that the trees \( T(P) \) and \( T(\sigma(P)) \) have the same shape since their underlying data have the same relative order. These constructions are illustrated in Figure 2.
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Figure 2 A set of points in \( \mathbb{R}^2 \) and its associated permutation and binary search tree.

Now consider a probability measure \( \mu \) on \( \mathbb{R}^2 \) and take a set \( \mathcal{P}^n \) of \( n \) i.i.d. points in \( \mathbb{R}^2 \) with distribution \( \mu \). In order to make sure that the associated permutation and BST are well-defined, we need the coordinates of the points to be all distinct. To this extent, we assume for the rest of this work that the projections of \( \mu \) on both axes have no atom. Moreover, since the permutation and the shape of the tree only depend on the relative positions of the points, without loss of generality we can re-scale \( \mu \) so that its support is in \([0,1]^2\) and both its marginals are uniform (see [5, Remark 1.2] for details). Such measures are called permutons, and are natural limit objects for large permutations (see e.g. [2, 14]). The associated model of random permutations \( \sigma(\mathcal{P}^n) \) will then simply be denoted by \( \sigma_\mu^n \). This is a broad generalization of the uniform measure on permutations of size \( n \), which corresponds to \( \mu = \text{Leb}_{[0,1]^2} \). Such models have been considered in the literature under various perspectives, see e.g. [5, 9, 11, 12, 15].

In the current paper, we are interested in the binary search tree \( T(\sigma_\mu^n) \) of this random permutation model. Since we will be interested only in the shape of this tree (height in Section 2, subtree size convergence in Section 3), we may and will equivalently consider the tree \( T(\mathcal{P}^n_\mu) \) instead of \( T(\sigma_\mu^n) \). Furthermore, for convenience, we shall work with a Poisson point process \( \mathcal{P}^N_\mu \) with intensity \( n\mu \), instead of the point process \( \mathcal{P}^n_\mu \). This new process has random size \( N \sim \text{POISSON}(n) \), and conditionally given \( N \) it contains i.i.d. points distributed under \( \mu \). This enables useful independence properties, which make the proofs of our results easier. In the full paper [8], we explain in great detail how to “de-Poissonize” our results.

1.3 Some probabilistic notation

Throughout this paper, “with high probability” (w.h.p.) means “with probability tending to 1, as \( n \) tends to \( \infty \)”. We also use the notation \( X_n = o_p(Y_n) \) to say that \( X_n/Y_n \) converges to 0 in probability, and we write \( X \preceq Y \) (resp. \( X \succeq Y \)) to denote that \( X \) is stochastically smaller (resp. larger) than \( Y \).
2 First main result: universal behavior of the BST height

2.1 Statement of the result and proof strategy

We denote by \( h(T) \) the height of a tree \( T \), i.e., the maximal distance from a leaf to the root. As mentioned in Section 1.1, Devroye [10] proved that for uniformly random permutations \( \sigma_n \) of size \( n \), the quantity \( \frac{h(T(\sigma_n))}{\log n} \) converges in probability and in \( L^p \) (for all \( p \geq 1 \)) to a constant \( c^* \), defined as the unique solution to \( c^* \log(2e/c^*) = 1 \) with \( c^* \geq 2 \). We provide a sufficient condition on a permuton \( \mu \), under which the same result holds for \( h(T(\mu^N)) \). In the following, a permuton \( \mu \) is said to satisfy assumption (A1) if \( \mu \) has a bounded density \( \rho \) on the unit square \([0,1]^2\), which is continuous and positive on a neighborhood of \( \{0\} \times [0,1] \).

Theorem 1 (Universality of BST height for permuton samples). Let \( \mu \) be a permuton satisfying assumption (A1), and let \( \mu^N \) be a Poisson point process with intensity \( n\mu \). Then, as \( n \to \infty \), the following convergence holds in probability and in \( L^p \) for all \( p \geq 1 \):

\[
\frac{h(T(\mu^N))}{c^* \log n} \to 1.
\]

Let us briefly overview the proof strategy of Theorem 1. We shall decompose the BST drawn from a permuton sample as a top tree, to which hanging trees are attached. To this end, consider \( \beta \in (0,1) \) and set \( \mathcal{P}(\beta) := \mathcal{P}_\mu^N \cap ([0, \beta] \times [0,1]) \). Then set \( K_\beta := |\mathcal{P}(\beta)| \) and let \( y_1 < \cdots < y_{K_\beta} \) be the ordered \( y \)-coordinates of the points in \( \mathcal{P}(\beta) \). For each \( 0 \leq k \leq K_\beta \), define \( I_k = (y_k, y_{k+1}) \) with the convention \( y_0 = 0 \) and \( y_{K_\beta+1} = 1 \). Finally, for each \( k \), define \( \mathcal{P}_k(\beta) := \mathcal{P}_\mu^N \cap ((\beta, 1] \times I_k) \). We call \( T(\mathcal{P}(\beta)) \) and \( (T(\mathcal{P}_k(\beta)))_{0 \leq k \leq K_\beta} \) respectively the top tree and the hanging trees of \( T(\mu^N) \). One can see that the top and hanging trees are indeed subtrees of \( T(\mu^N) \). Furthermore, the entire tree can be reconstructed by grafting the hanging trees to some nodes of the top tree. In particular, this yields the following lemma:

Lemma 2. For any \( \beta \in (0,1) \):

\[
h(T(\mathcal{P}(\beta))) \leq h(T(\mu^N)) \leq h(T(\mathcal{P}(\beta))) + 1 + \max_{0 \leq k \leq K_\beta} \left\{ h(T(\mathcal{P}_k(\beta))) \right\}.
\]
See Figure 3 for an illustration. Thus, controlling the height of \( \mathcal{T}(\mathcal{P}_m^n) \) amounts to controlling the heights of its top and hanging trees. This is done via different approaches: in Sections 2.2 and 2.3 we prove that the top tree has height \((c^* + o_P(1)) \log n\) for well chosen \(\beta\), and in Sections 2.4 and 2.5 we prove that the hanging trees all have height \(o_P(\log n)\). Finally, we combine these estimates in Section 2.6 to conclude the proof of Theorem 1.

2.2 Height modification by adding/removing points

We rely on comparison arguments to prove our results: the basic idea is to (locally) compare the density of our permuton to a constant density, for which we can apply Devroye’s result. However, while Poisson point processes possess nice monotonicity properties with respect to their intensities, BSTs are much trickier to handle. Indeed, one can see that adding a single point to a point set may halve the height of the associated BST. In this section, we develop adequate tools for such comparison arguments.

We start with a simple lemma about genealogies in a BST, easily derived by construction.

Lemma 3. Let \( y = (y_1, \ldots, y_n) \) be a list of distinct numbers and \( \mathcal{T} = \mathcal{T}(y) \) be the associated BST. If \( i < j \) are two indices then the following are equivalent:

\[
\begin{align*}
& y_i \text{ is an ancestor of } y_j \text{ in } \mathcal{T} \text{ (the converse cannot hold);} \\
& \text{there is no } k < i \text{ such that } y_k \text{ is between } y_i \text{ and } y_j, \text{ i.e. such that } (y_i - y_k)(y_j - y_k) < 0.
\end{align*}
\]

A **chain** in a tree \( \mathcal{T} \) is a subset \( C \) of its nodes such that for every pair \((v, w)\) in \( C \), either \( v \) is an ancestor of \( w \), or the converse. We note that the height of \( \mathcal{T} \) is the maximal size of a chain, minus 1. By extension, if \( \mathcal{P} = \{(x_1, y_1), \ldots, (x_n, y_n)\} \) is a generic point set, we say that \( C \subseteq \mathcal{P} \) is a chain of \( \mathcal{T}(\mathcal{P}) \) if the corresponding nodes form a chain. Using Lemma 3, the following result is proved immediately.

Lemma 4. Let \( \mathcal{P}_- \subseteq \mathcal{P}_+ \) be two point sets with distinct \( x\)- and distinct \( y\)-coordinates. Then, for any chain \( C \) of \( \mathcal{T}(\mathcal{P}_+) \), the set \( C \cap \mathcal{P}_- \) is a chain of \( \mathcal{T}(\mathcal{P}_-) \). Consequently, if \( C \) is a chain of maximal size in \( \mathcal{T}(\mathcal{P}_+) \), we have

\[
h(\mathcal{T}(\mathcal{P}_-)) \geq h(\mathcal{T}(\mathcal{P}_+)) - |C \cap (\mathcal{P}_+ \setminus \mathcal{P}_-)|.
\]

Combining the above lemma with standard thinning properties of Poisson point processes, we get the following useful proposition.

Proposition 5. Let \( \rho_- \leq \rho_+ \) be two intensity functions defined on the same support \( S \subseteq \mathbb{R}^2 \), and \( \mathcal{P}_-, \mathcal{P}_+ \) be two Poisson point processes with intensities \( \rho_- \) and \( \rho_+ \). Then, we have

\[
h(\mathcal{T}(\mathcal{P}_-)) \geq \text{Binomial} \left( 1 + h(\mathcal{T}(\mathcal{P}_+)), \inf_{(x,y) \in S} \frac{\rho_-(x,y)}{\rho_+(x,y)} \right) - 1.
\]

Proof. Write \( r := \inf_{(x,y) \in S} \frac{\rho_-(x,y)}{\rho_+(x,y)} \) where, by convention, \( \frac{\rho_-(x,y)}{\rho_+(x,y)} = 1 \) if \( \rho_+(x,y) = 0 \). We couple \( \mathcal{P}_+ \) and \( \mathcal{P}_- \) according to the classical thinning process, meaning that \( \mathcal{P}_- \) is constructed by keeping each point \((x, y)\) of \( \mathcal{P}_+ \) independently with probability \( \rho_-(x, y)/\rho_+(x, y) \geq r \).

Let \( C \) be a chain of maximal size in \( \mathcal{P}_+ \), and set \( K := |C \cap \mathcal{P}_-| \). By Lemma 4:

\[
h(\mathcal{T}(\mathcal{P}_-)) \geq h(\mathcal{T}(\mathcal{P}_+)) - |C \cap (\mathcal{P}_+ \setminus \mathcal{P}_-)| = |C| - 1 - |C \cap (\mathcal{P}_+ \setminus \mathcal{P}_-)| = K - 1.
\]

Conditionally given \( \mathcal{P}_+ \) we have \( K \geq \text{Binomial} \left( |C|, r \right) \), and this concludes the proof.
2.3 Controlling the height of the top tree

We can now use our tools to compare the BST of Poisson point processes with the BST of uniformly random permutations.

**Proposition 6.** Let $R = [x_1, x_2] \times [y_1, y_2]$ be a rectangle with non-empty interior and $\rho : R \to (0, \infty)$ be a continuous, positive intensity function. For each integer $n$, let $P^N_\rho$ be a Poisson point process with intensity $n\rho$. Let $0 < m \leq M < \infty$ be such that $m \leq \rho \leq M$, and write $\eta := \frac{M-m}{m}$. Then for any $\varepsilon > 0$ we have:

$$
\lim_{n \to \infty} \mathbb{P} \left[ \frac{h(T(P^N_\rho))}{c^* \log n} - 1 > \eta + \varepsilon \right] = 0. 
$$

Moreover, for any $p > 0$, the sequence $\left( \frac{h(T(P^N_\rho))}{\log n} \right)^p$ is uniformly integrable.

**Proof.** Write $\zeta := (x_2 - x_1)(y_2 - y_1) > 0$ for the area of $R$. Also note that $M/m = 1 + \eta$ and $m/M \geq 1 - \eta$. Using Proposition 5 with $\rho_- = n\rho$ and $\rho_+ = nM$ on $R$, we obtain:

$$
h(T(P^N_\rho)) \geq \text{Binomial} \left( 1 + h(T(P_\rho^+)), \frac{m}{M} \right) - 1,
$$

where $T(P_\rho^+)$ is the BST of a uniform permutation of random size Poisson $(n\zeta M)$. According to [10, Theorem 5.1], $h(T(P_\rho^+))$ then behaves as $c^* \log(|P_\rho^+|)$ as $n \to \infty$ in probability, which is itself close to $c^* \log n$. Since $\text{Binomial}(a \log n, m/M)$ is concentrated around $(am/M) \log n$, we deduce:

$$
h(T(P^N_\rho)) \geq \frac{m}{M}(c^* \log n - o_p(\log n)) \geq (1 - \eta - o_p(1))c^* \log n.
$$

Similarly, using Proposition 5 with $\rho_- = nm$ and $\rho_+ = n\rho$ we obtain:

$$
h(T(P_-)) \geq \text{Binomial} \left( 1 + h(T(P^N_\rho)), \frac{m}{M} \right) - 1,
$$

where $T(P_-)$ is the BST of a uniform permutation of random size Poisson $(n\zeta m)$. We proceed as before to conclude the proof of Equation (1).

For the uniform integrability claim, it suffices to establish boundedness of $\mathbb{E} \left[ \frac{h(T(P^N_\rho))^p}{\log(n)^p} \right]$ in $n$, for all $p > 0$. Conditionally given $h(T(P^N_\rho))$, write $S_n + 1$ for a random variable with distribution $\text{Binomial}(1 + h(T(P^N_\rho)), \frac{m}{M})$. Then, using Hoeffding’s inequality:

$$
\mathbb{P} \left[ S_n < \frac{m}{2M} \left( 1 + h(T(P^N_\rho)) \right) - 1 \mid h(T(P^N_\rho)) \right] \leq e^{-\frac{m^2}{8M^2}(1+h(T(P^N_\rho)))}
$$

and therefore, by discriminating according to this event for any $n \geq e$:

$$
\mathbb{E} \left[ \frac{h(T(P^N_\rho))^p}{\log(n)^p} \right] \leq \mathbb{E} \left[ h(T(P^N_\rho))^p e^{-\frac{m^2}{8M^2}(1+h(T(P^N_\rho)))} \right] + \mathbb{E} \left[ \frac{(2M/m) \cdot (S_n + 1) - 1)^p}{\log(n)^p} \right].
$$

Since the function $x \mapsto x^p e^{-\frac{m^2}{8M^2}(1+x)}$ is bounded over $\mathbb{R}_+$, the first term is bounded in $n$. For the second term, we use $(a + b)^p \leq 2^{p-1}(a^p + b^p)$ along with (2) to deduce:

$$
\mathbb{E} \left[ \frac{(2M/m) \cdot (S_n + 1))^p}{\log(n)^p} \right] \leq 2^{p-1} \left( \frac{2M}{m} \right)^p \mathbb{E} \left[ \frac{h(T(P^N_\rho))^p}{\log(n)^p} \right] + \frac{1}{\log(n)^p}
$$

which is bounded in $n$ by [10, Lemma 3.1] and Poisson estimates (indeed, recall that $T(P_-)$ is the BST of a uniform permutation of random size Poisson $(n\zeta m)$). This concludes the proof. ◀
The weakness of the previous proposition is that $\eta$, which depends on the rectangle under consideration, might be large. In the next statement we show that, for continuous positive densities $\rho$, it is possible to choose rectangles for which the corresponding $\eta$ is small.

**Corollary 7.** Let $D$ be a compact domain in the plane and $\rho : D \to (0, \infty)$ be a continuous, positive intensity function. Then for any $\varepsilon > 0$, there exists $\beta > 0$ such that for any rectangle $R = [x_1, x_1 + \beta] \times [y_1, y_2]$ with non-empty interior contained in $D$:

$$\lim_{n \to \infty} P \left[ \frac{n \left( \mathcal{T}(\mathcal{P}^N_\rho \cap R) \right)}{c^* \log n} - 1 > \varepsilon \right] = 0.$$ 

In particular, taking $x_1 = y_1 = 0$ and $y_2 = 1$, the tree $\mathcal{T}(\mathcal{P}^N_\rho \cap R)$ is the top tree $\mathcal{T}(\mathcal{P}(\beta))$ defined in Section 2.1. This top tree therefore has height $(c^* + \varepsilon) \log n$, for small enough $\beta$ and under assumption (A1).

**Proof.** Let $\varepsilon > 0$ and assume that $\varepsilon < \min_D \rho$. By uniform continuity of $\rho$, we can find $\beta > 0$ such that for any $(x, y), (x', y') \in D$, the inequality $|x - x'| + |y - y'| \leq \beta$ implies $|\rho(x, y) - \rho(x', y')| \leq \varepsilon$. Then consider $R = [x_1, x_1 + \beta] \times [y_1, y_2]$ contained in $D$. Define

$$f : y \in [y_1, y_2] \mapsto \int_{y_1}^{y} \rho(x_1, t) dt \quad \text{and} \quad g : y \in [y_1, y_2] \mapsto y_1 + (y_2 - y_1)f(y)/f(y_2).$$

The function $g$ is a $C^1$ increasing map from $[y_1, y_2]$ onto itself. Let $\tilde{\mathcal{P}}$ denote the set of points obtained after applying the transformation $(x, y) \mapsto (x, g(y))$ to $\mathcal{P}^N_\rho \cap R$. This transformation does not change the relative orders of points, therefore $\mathcal{T}(\tilde{\mathcal{P}})$ and $\mathcal{T}(\mathcal{P}(\beta) \cap R)$ have the same shape. Additionally, $\tilde{\mathcal{P}}$ follows the law of a Poisson point process with intensity $n \rho(x, g^{-1}(y)) / g'(g^{-1}(y)) = n \frac{f(y_2)}{y_2 - y_1} \frac{\rho(x_1, g^{-1}(y))}{\rho(x_1, g^{-1}(y))}$ on $R$. Thus we can apply Proposition 6 with $\eta = \frac{2\varepsilon}{\min_D \rho - \varepsilon}$ to obtain:

$$\lim_{n \to \infty} P \left[ \frac{n \left( \mathcal{T}(\tilde{\mathcal{P}}) \right)}{c^* \log n} - 1 > \eta + \varepsilon \right] = 0.$$

Since this holds for any small enough $\varepsilon > 0$, and $\eta \to 0$ as $\varepsilon \to 0$, the result follows. ▫

### 2.4 Extreme deviation bounds, via monotone subsequences

It remains to argue that the hanging trees simultaneously all have height $o(\log n)$. A “typical” horizontal band in Figure 3 contains $O(1)$ points, but their maximum is actually $O(\log n)$ (Proposition 11). The hanging trees are themselves BSTs of point processes, and therefore they individually have height $O(\log \log n) \ll \log n$. To have this bound for all $O(n)$ hanging trees simultaneously, we need adequate deviation estimates for the BST height of point processes. Such estimates are provided by Devroye for uniform BSTs [10], but the monotonicity properties of BSTs are not good enough to use direct comparison arguments. We solve this by relating the BST height of a point set to its longest monotone subsequences, for which we have good monotonicity properties and deviation bounds.

Let $\sigma$ be a permutation of $\{1, \ldots, n\}$. An increasing subsequence of $\sigma$ is a sequence of indices $i_1 < \cdots < i_k$ such that $\sigma(i_1) < \cdots < \sigma(i_k)$. The maximum length of an increasing subsequence of $\sigma$ is then denoted by $\text{LIS}(\sigma)$. We define similarly $\text{LDS}(\sigma)$, the maximum length of a decreasing subsequence of $\sigma$.  

\[ A_{2024} \]
Lemma 8. For any permutation $\sigma$, we have $h(T(\sigma)) \leq \text{LIS}(\sigma) + \text{LDS}(\sigma)$.

Proof. Let $i_1 < \cdots < i_k$ be a sequence of integers such that $\sigma(i_1), \ldots, \sigma(i_k)$ label nodes on a chain $C$ of $T(\sigma)$. Define $I_R$ (resp. $I_L$) as the family of $i_j$'s such that the node following $\sigma(i_j)$ in $C$ lies in its right subtree (resp. left subtree). By construction, $I_R \cup \{i_k\}$ and $I_L \cup \{i_k\}$ form respectively an increasing and a decreasing subsequence of $\sigma$. The lemma follows. ▶

Combining this lemma with [6, Proposition 3.2], we get that if $\rho$ is an integrable function then $h(T(\mathcal{P}_\rho^N)) = o_p(n)$. We will need a more quantitative version of this, valid only for bounded functions $\rho$. We start with the following lemma, proved by a straightforward application of the first moment method.

Lemma 9. For each integer $n$, let $\sigma^n$ be a uniform permutation of $\{1, \ldots, n\}$. Then:

$$P\left[ \text{LIS}(\sigma^n) \geq \frac{n}{\log n} \right] \leq \exp(-n + o(n)).$$

Using the previous two lemmas and standard techniques, we obtain a useful corollary:

Corollary 10. For any $M > 0$ and $\varepsilon > 0$, there exists $n_0 = n_0(M, \varepsilon)$ such that the following holds. For any $0 < \zeta \leq 1$, any function $\rho : [0,1]^2 \to [0,\infty]$ bounded by $M$ and supported on some rectangle $[a,b] \times [c,d]$ with $(b-a)(d-c) \leq \zeta$, and for any integer $n > n_0/\zeta$:

$$P\left[ h(T(\mathcal{P}_\rho^N)) > 2\varepsilon \zeta n \right] \leq 4\exp\left(-\frac{\zeta}{2} n \log(\zeta n)\right).$$

We refer to [8] for the full proof. The key argument is that LIS and LDS are, unlike the height of BSTs, monotone in their arguments: if $\mathcal{P}_\mu \subseteq \mathcal{P}_\nu$ are generic point sets, then $\text{LIS}(\mathcal{P}_\mu) \leq \text{LIS}(\mathcal{P}_\nu)$, and likewise for LDS. We can thus compare $\mathcal{P}_\rho^N$ to a homogeneous Poisson point process with higher intensity, and use extreme deviation bounds for the monotone subsequences of the latter.

2.5 Controlling the height of the hanging trees

Throughout the rest of this section, we use the notation of Section 2.1. For each integer $0 \leq k \leq K_\beta$, we let $\zeta_k := |I_k|$ be the vertical length of the band $(\beta, 1] \times I_k$.

Proposition 11. Let $\mu$ be a permuton. Assume that there exists $\beta > 0$ such that $\mu_{([0,\beta] \times [0,1])}$ has a continuous and positive density $\rho : [0, \beta] \times [0,1] \to (0, \infty)$. Then the following holds.
1. There exists $\alpha > 0$ such that $\max_k \zeta_k \leq \alpha \frac{\log n}{n}$ w.h.p. as $n \to \infty$.
2. All powers of $\frac{1}{\log n} \max_k |P_k(\beta)|$ are uniformly integrable.

Sketch of proof. The first item can be derived using standard results on “maximal spacings”. Indeed, by a thinning procedure, $\max_k \zeta_k$ is bounded above by the largest gap among POISSON $(n\beta m)$ i.i.d. uniform variables in $[0,1]$, where $m$ is a lower bound for $\rho$. This is known to concentrate around $\log(n)/(n\beta m)$ [16], which proves the first item. To prove the second item, we can use that conditionally given $\mathcal{P}(\beta)$, the number $|P_k(\beta)|$ has distribution POISSON $(n(1-\beta)\zeta_k)$. Then, conclude with item (1) and Poisson estimates. ▶

Proposition 12. Let $\mu$ be a permuton satisfying (A1). Then for any $\beta \in (0,1)$ we have the following convergence in probability as $n$ goes to infinity:

$$\frac{1}{\log n} \max_{0 \leq k \leq K_\beta} \left\{ h(T(P_k(\beta))) \right\} \to 0.$$
Proof. From Proposition 11, item (1), there exists $\alpha > 0$ such that w.h.p. $\max_k \zeta_k < \alpha \log n / n$. Work under this event, and conditionally given $\mathcal{P}(\beta)$. Then for each $k$, $\mathcal{P}_k(\beta)$ is distributed like a Poisson point process with intensity $n\rho / \beta [1 \times [y(k), y(k+1))]$. For each $k$, Corollary 10 applies with $\rho$ restricted to $[\beta, 1] \times [y(k), y(k+1)]$ and $\zeta = \alpha \log n / n$. With a union bound, we deduce:

$$\mathbb{P} \left[ \max_{0 \leq k \leq |\mathcal{P}(\beta)|} h \left( \mathcal{T}(\mathcal{P}_k(\beta)) \right) > \delta \log n \right] \leq 4(|\mathcal{P}(\beta)| + 1) \exp \left( -\frac{\delta}{40} \alpha \log n \log(\alpha \log n) \right)$$

for $\zeta n = \alpha \log n$ large enough. But w.h.p. we have $\max_k \zeta_k < \alpha \log n / n$ and $|\mathcal{P}(\beta)| < n$, so the unconditioned probability tends to 0 as $n \to \infty$. This proves the proposition. △

2.6 Concluding the proof of the height theorem

Proof of Theorem 1. Fix $\varepsilon > 0$. Let $D$ be a compact neighborhood of $\{0\} \times [0, 1]$ on which $\rho$ is continuous and positive, and let $\beta = \beta(\varepsilon) > 0$ be given by Corollary 7 applied to $\rho$ on $D$. Therefore, if $\mathcal{T}(\mathcal{P}(\beta)) := \mathcal{T}(\mathcal{P}^\mathcal{N}_\mu) \cap ([0, \beta] \times [0, 1])$ denotes the top tree of $\mathcal{T}(\mathcal{P}^\mathcal{N}_\mu)$:

$$\lim_{n \to \infty} \mathbb{P} \left[ \frac{h \left( \mathcal{T}(\mathcal{P}(\beta)) \right)}{c^* \log n} - 1 > \varepsilon \right] = 0.$$

Furthermore, by Proposition 12, the quantity

$$\frac{1}{\log n} \max_{0 \leq k \leq \mathcal{N}} \left\{ h \left( \mathcal{T}(\mathcal{P}_k(\beta)) \right) \right\}$$

converges in probability to 0. Combined with Lemma 2, this implies that $\frac{1}{\log n} h \left( \mathcal{T}(\mathcal{P}^\mathcal{N}_\mu) \right)$ converges in probability to $c^*$.

Together with Proposition 6 and Proposition 11, Lemma 2 also implies uniform integrability of all powers of $\frac{1}{\log n} h \left( \mathcal{T}(\mathcal{P}^\mathcal{N}_\mu) \right)$. Therefore the convergence holds in $L^p$ for all $p \geq 1$, concluding the proof of Theorem 1. △

3 Second main result: subtree size convergence of the BSTs

3.1 Some definition, and statement of the result

Next, we state a limit theorem for $\mathcal{T}(\mathcal{P}^\mathcal{N}_\mu)$, in the sense of the subtree size convergence recently introduced by Grübel [13]. We start by recalling this notion of convergence.

Identify nodes in a binary tree with finite words in the alphabet $\{0, 1\}$ as follows: the empty word $\emptyset$ corresponds to the root, and for a node $v$ encoded by $w$, the words $w0$ and $w1$ encode respectively the left and right children of $v$. Let $\mathcal{V} = \{0, 1\}^*$ be the set of all finite words on $\{0, 1\}$, representing all nodes of the complete infinite binary tree. A labeled tree is then identified with a function from a subset of $\mathcal{V}$ to $\mathbb{R}$, where the domain of the function is the set of nodes in the tree, and a node is mapped to its label. In particular, $\mathcal{T}(v)$ denotes the label of the node $v$ in $\mathcal{T}$. We also write $v \in \mathcal{T}$ to indicate that the node $v$ is in $\mathcal{T}$. Given a finite tree $\mathcal{T}$ and a node $v \in \mathcal{V}$, define

$$t(\mathcal{T}, v) := \frac{1}{|\mathcal{T}|} \left| \left\{ u \in \mathcal{T} : v \preceq u \right\} \right|,$$

where $v \preceq u$ means that $v$ is a prefix of $u$. In words, $t(\mathcal{T}, v)$ is the proportion of nodes in $\mathcal{T}$ which are descendants of $v$.
Further write $\Psi$ for the set of functions $\psi : \mathcal{V} \to [0,1]$ such that $\psi(\emptyset) = 1$ and for any $v \in \mathcal{V}$, we have $\psi(v) = \psi(v0) + \psi(v1)$. Then a sequence of binary trees $(T^n)_{n \in \mathbb{N}}$ is said to converge to a function $\psi \in \Psi$ if and only if $t(T^n, v) \to \psi(v)$ for all $v \in \mathcal{V}$. If that is the case, we write $T_n \overset{ssc}{\to} \psi$ and refer to this as \textit{subtree size convergence}.

We now define two important objects before stating our result. For any complete BST $T : \mathcal{V} \to (0,1)$, we define $T_{\text{left}} : \mathcal{V} \to \mathbb{R}$ as follows. First, for any $v \in \{0 \}$, let $T_{\text{left}}(v) := 0$. Then if $v = v'10^k$ for some $k \geq 0$, let $T_{\text{left}}(v) := T(v')$. Informally, $T_{\text{left}}(v)$ is the right-most ancestor of $v$ to its left. Define similarly $T_{\text{right}}$ such that $T_{\text{right}}(v) := 1$ for any $v \in \{1 \}^*$ and $T_{\text{right}}(v) := T(v')$ whenever $v = v'01^k$ for some $k \geq 0$. We note that this definition implies that $T_{\text{left}}(v) < T(v) < T_{\text{right}}(v)$ for any $v \in \mathcal{V}$.

Given a probability measure $m$ on $[0,1]$ without atoms, write $\psi_m \in \Psi$ for the following random object. First, let $Y = (Y_1, Y_2, \ldots)$ be an i.i.d. variables distributed according to $m$ and write $T^m := T(Y)$ for the corresponding (infinite) BST. Then, let $\psi_m := T_{\text{right}}^m - T_{\text{left}}^m$. This is well-defined, since $T^m$ is a.s. complete [10, Theorem 6.1]. It is immediate to check that indeed $\psi_m \in \Psi$ (almost surely). See Figure 4 for an example.
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**Figure 4** Example of realizations of $T^m$ and $\psi_m$. Note that we do not have enough data to compute two of the values of $\psi_m$ on nodes in the third level.

We can now state our second main result. A permuton is said to satisfy assumption (A2) if there exists a probability measure $\mu_0$ on $[0,1]$, without atoms, such that

$$\frac{1}{n}[0, x] \times \cdot \xrightarrow{x \to 0} \mu_0$$

for the weak topology. Assumption (A2) is weaker than (A1): in particular, (A2) holds whenever $\mu$ admits a continuous density on a neighborhood of $\{0 \} \times [0,1]$.

**Theorem 13** (Subtree size convergence of BSTs for permuton samples). \textit{Let $\mu$ be a permuton satisfying (A2). The following convergence in distribution holds for the subtree size topology:}

$$T(P^N_\mu) \overset{ssc}{\to} \psi_{\mu_0}.$$  

Note that the limit depends on $\mu$ only through $\mu_0$. The assumption that $\mu_0$ does not have atoms is important. A first difficulty when $\mu_0$ has some atom is that the BST $T(Y_1, Y_2, \ldots)$ where $Y_1, Y_2, \ldots$, are i.i.d. variables with distribution $\mu_0$ is ill-defined, since some of the $Y_i$'s are equal. We can also see that, in this case, the limit of $T(P^N_\mu)$ may not depend only on $\mu_0$. Indeed, consider the permutons $\mu_1$ and $\mu_2$ supported by the sets $y \equiv \frac{1}{2} + x \mod 1$ and $y \equiv \frac{1}{2} - x \mod 1$. They both satisfy (3) with $\mu_0 = \delta_{1/2}$, but it is easy to see that their BSTs have different limits in the sense of subtree size convergence.
3.2 Preliminaries to the proof

We start with a variant of the Glivenko–Cantelli theorem for triangular arrays.

\textbf{Proposition 14.} Let $\mu$ be a probability measure with a finite fourth moment, and distribution function $F(x) = \mu((\infty, x])$. For each $n \geq 1$, let $(X_{i,n})_{1 \leq i \leq n}$ be i.i.d. random variables with common distribution $\mu$ and let $F_n(x) := \frac{1}{n} \left| \left\{ i \leq n : X_{i,n} \leq x \right\} \right|$ be their empirical distribution function. Then $F_n$ converges a.s. uniformly to $F$.

\textbf{Proof.} A classical fourth moment computation, together with Borel–Cantelli lemma – see e.g. [4, Theorem 6.1] – shows that, for any fixed $x$, $F_n(x)$ converges a.s. to $F(x)$. The rest of the proof is similar to that of the classical Glivenko–Cantelli theorem which considers a single sequence $X_i$ of i.i.d. random variables instead of a triangular array, but does not require a fourth moment condition; see e.g. [4, Theorem 20.6]. ▶

Under assumption (A2), we can prove convergence in distribution of the leftmost points in $P^N_\mu$. The proof of the following proposition is rather technical, and can be found in [8].

\textbf{Proposition 15.} Let $\mu$ be a permuton satisfying (A2), and let $P^N_\mu = \{(X^N_i, Y^N_i) : 1 \leq i \leq N\}$ be a Poisson point process with intensity $n \mu$. Let $\left( X^N_{(i)}, Y^N_{(i)} \right)_{1 \leq i \leq N}$ be its reordering such that $X^N_{(1)} < \cdots < X^N_{(N)}$. Then, for any fixed $K \geq 1$, we have the following convergence in distribution:

\[
\left( Y^N_{(1)}, \ldots, Y^N_{(K)} \right)_{n \to \infty} (Y_k)_{1 \leq k \leq K}
\]

where $(Y_k)_{1 \leq k \leq K}$ is a sequence of i.i.d. random variables distributed according to $\mu_0$.

Finally, with the notation of Section 3.1, we can use the functions $T_{\text{left}}$ and $T_{\text{right}}$ to describe the descendants of nodes in $T$. The proof is straightforward.

\textbf{Lemma 16.} Let $y_1, \ldots, y_n$ be distinct numbers and let $T := T(y_1, \ldots, y_n)$ be the corresponding BST. Let $u$ be a node in $T$ and let $k$ be such that $T(u) = y_k$. Then:

\[
t(T, u) = \frac{1}{|T|} \left| \{y_k, \ldots, y_n\} \cap (T_{\text{left}}(u), T_{\text{right}}(u)) \right|.
\]

3.3 Proof of subtree size convergence

\textbf{Proof of Theorem 13.} Write $T^N := T(P^N_\mu)$. Since the subtree size topology is by definition the pointwise convergence of the function $(t(T, u))_{u \in V}$, we need to prove the convergence of finite-dimensional distributions. Namely we need to prove that, for any $d \geq 1$ and $u_1, \ldots, u_d \in V$, we have the following convergence in distribution as $n \to \infty$:

\[
(t(T^N, u_i))_{i \leq d} \longrightarrow (\psi_\mu(u_i))_{i \leq d}.
\]

Recall the notation of Proposition 15. Using Skorohod’s representation theorem [3, Section 6], we might assume that the convergence

\[
\left( Y^N_{(1)}, \ldots, Y^N_{(K)} \right)_{n \to \infty} (Y_k)_{1 \leq k \leq K}
\]

holds almost surely. Since $\mu_0$ has no atoms, the numbers $(Y_k)_{k \geq 1}$ are a.s. distinct. Moreover the tree $T(Y_1, Y_2, \ldots)$ has a.s. shape $V$. Consequently, a.s. there exists a (random) threshold $K$ such that all nodes $u_i, i \leq d$ belong to $T(Y_1, \ldots, Y_K)$. Using (5), there exists a (random)
threshold $n_0$ such that for all $n \geq n_0$, the relative order of $(Y^{N}_{(i)}, \ldots, Y^{N}_{(K)})$ is the same as that of $(Y_1, \ldots, Y_K)$. Hence the trees $T^N_K := T(Y^{N}_{(i)}, \ldots, Y^{N}_{(K)})$ and $T^\infty_K := T(Y_1, \ldots, Y_K)$ have the same shape $T_K$. Moreover for any $v$ in $T_K$, the labels $T^N_K(v)$ and $T^\infty_K(v)$ equal $Y^{N}_{(i)}$ and $Y_i$ respectively, for the same index $i$. Therefore $T^N_K(v) \to T^\infty_K(v)$ as $n \to \infty$, a.s. in the probability space created by the application of Skorohod’s representation theorem.

Now, using Lemma 16 and the fact that each $u_i$ is filled in $T^N$ before step $K = O_p(1)$:

$$t(T^N, u_i) = \frac{1}{N} \left| \{Y^N_1, \ldots, Y^N_K\} \cap (T^N_{\text{left}}(u_i), T^N_{\text{right}}(u_i)) \right| + o_p(1).$$

Consider the empirical distribution function $F_N(y) := \frac{1}{N} \left| \{Y^N_1, \ldots, Y^N_K\} \cap (-\infty, y) \right|$. Then:

$$t(T^N, u_i) = F_N(T^N_{\text{right}}(u_i)) - F_N(T^N_{\text{left}}(u_i)) + o_p(1).$$

The random variable $N \sim \text{Poisson}(n)$ is well-concentrated around $n$, and conditionally given $N$, the points $Y^N_1, \ldots, Y^N_K$ are i.i.d. random variables in $[0, 1]$. Since $\mu$ is a permuton, their common (conditional) distribution is the uniform distribution. From Proposition 14, we infer that $F_n$ converges a.s. uniformly on $[0, 1]$ to the identity function (the earlier use of Skorohod’s representation theorem implies that the $(Y_i^n)_{1 \leq i \leq n}$ are coupled in a nontrivial way for different values of $n$, but Proposition 14 applies nevertheless).

Moreover, the above discussion implies that $T^N_{\text{right}}(u_i)$ and $T^N_{\text{left}}(u_i)$ converge a.s. to $T^\infty_{\text{right}}(u_i)$ and $T^\infty_{\text{left}}(u_i)$ respectively. Therefore, a.s. in the probability space created by the application of Skorohod’s representation theorem, for all $i \leq d$ we have:

$$t(T^N, u_i) = T^\infty_{\text{right}}(u_i) - T^\infty_{\text{left}}(u_i) + o_p(1) = \psi_{\mu_i}(u_i) + o_p(1).$$

Since a.s. (joint) convergence implies (joint) convergence in distribution, (4) is proved.

### 4 Extra results

In this last section, we briefly discuss some additional results and open questions. More details can be found in the full paper [8].

**De-Poissonization.** As mentioned in the introduction, it is possible to state Theorems 1 and 13 for $P^\mu_n$ (a set of $n$ i.i.d. points under $\mu$) instead of $P^\mu_n$ (a Poisson point process with intensity $n \mu$). In other words, it is possible to “de-Poissonize” the random size $N$ into a deterministic size $n$. This is rather technical, and hinges on the comparison method of Proposition 5 along with standard estimates on the Poisson law.

**Optimality of hypotheses in Theorem 1.** Assumption (A1) is in some sense optimal for the upper bound on the BST height. Indeed, in [8] we exhibit two permutons which do not quite satisfy (A1), and whose BSTs are much deeper.

**Universality of the lower bound for the BST height.** On the other hand, we could not construct a permuton $\mu$ such that $h(T(P^\mu_n))$ is asymptotically smaller than $c^* \log(n)$. This leads us to conjecture that the BSTs of permuton samples always satisfy this lower bound. In [8], we prove a partial result in this direction.
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Abstract

It is celebrated that a simple random walk on \( \mathbb{Z} \) and \( \mathbb{Z}^2 \) returns to the initial vertex \( v \) infinitely many times during infinitely many transitions, which is said recurrent, while it returns to \( v \) only finite times on \( \mathbb{Z}^d \) for \( d \geq 3 \), which is said transient. It is also known that a simple random walk on a growing region on \( \mathbb{Z}^d \) can be recurrent depending on growing speed for any fixed \( d \). This paper shows that a simple random walk on \( \{0, 1, \ldots, N\}^n \) with an increasing \( n \) and a fixed \( N \) can be recurrent depending on the increasing speed of \( n \). Precisely, we are concerned with a specific model of a random walk on a growing graph (RWoGG) and show a phase transition between the recurrence and transience of the random walk regarding the growth speed of the graph. For the proof, we develop a pausing coupling argument introducing the notion of weakly less homesick as graph growing (weakly LHaGG).

1 Introduction

The recurrence or transience is a classical and fundamental topic of random walks on infinite graphs, see e.g., [16]: let \( X_0, X_1, X_2, \ldots \) be a random walk (or a Markov chain) on an infinite state space \( V \), e.g., \( V = \mathbb{Z} \), with \( X_0 = v \) for \( v \in V \). The random walk is said to be recurrent at the initial state \( v \) if

\[
\sum_{t=1}^{\infty} \Pr[X_t = v] = \infty
\]

holds, otherwise it is said to be transient. Intuitively, (1) means that the random walk is “expected” to return to the initial state infinitely many times. An interesting fact is that a simple random walk on \( \mathbb{Z} \) or \( \mathbb{Z}^2 \) is recurrent, while a simple random walk on \( \mathbb{Z}^d \) is transient for \( d \geq 3 \), cf. [16].

Analysis of random walks on dynamic graphs has been developed in several contexts. Random walks in random environment is a popular subject in probability theory, where self-interacting random walks including reinforced random walks and excited random walks have been intensively investigated as a relatively tractable non-Markovian process, see e.g., [9, 5, 15, 29, 30, 21]. The recurrence or transience of a random walk in a random environment...
is a major topic there, particularly random walks on growing subgraphs of \( \mathbb{Z}^d \) or infinitely growing trees are the major targets [11, 12, 18, 1]. In distributed computing, analysis of algorithms including random walks on dynamic graphs attracts increasing attention because networks are often dynamic [7, 22, 2, 28]. Searching or covering networks, related to hitting or cover times of random walks, are major topics there [8, 3, 14, 4, 24, 6, 20].

**Existing works.** As we stated above, a simple random walk on the infinite integer grid \( \mathbb{Z}^d \) is recurrent for \( d = 1 \) and 2, while it is transient for \( d \geq 3 \). Dembo et al. [12] investigated a random walk on an infinitely growing region of \( \mathbb{Z}^d \) and showed a phase transition, that is roughly speaking a random walk is recurrent if and only if \( \sum_{t=1}^{\infty} \pi_t(0) = \infty \) holds under certain conditions, where \( \pi_t \) denotes the stationary distribution of the transition matrix at time \( t \). Huang [18] extended the argument of [12] and gave a similar or essentially the same phase transition for more general graphs. The proofs are based on the edge conductance and the central limit theorem on the assumption that every vertex of the dynamic graph has a degree at most constant to time (or the size of the graph). Those arguments are sophisticated and enhanced using the argument of evolving set and the heat kernel by recent works [10, 13].

Kumamoto et al. [23] were concerned with a specific model called random walk on growing graph (RWoGG), which is parametrized by \( \varphi : \mathbb{Z}_{\geq 0} \rightarrow \mathbb{Z}_{\geq 0} \) representing the growing (inverse) speed of the graph. Then, they investigated a simple random walk on \( \{0,1\}^n \) with an increasing \( n \), and showed that the random walk is recurrent if \( \sum_{n=1}^{\infty} \varphi(n)/2^n = \infty \), otherwise transient. Notice that the degree of every vertex of the \( \{0,1\}^n \) skeleton graph infinitely grows as \( n \to \infty \). They introduced the notion of less-homesickness as graph growing (LHaGG) and gave a proof by a coupling argument, which is easier than the arguments based on the conductance or heat kernel, for this specific object. However, the proof technique is not simply applicable to a simple random walk on \( \{0,\ldots,N\}^n \) with an increasing \( n \) (and a fixed \( N \)), and it remained as future work.

**Result.** This paper is concerned with the RWoGG model (see Sec. 2.1), and shows a phase transition by the growing speed regarding a random walk being recurrent/transient for a lazy simple random walk on \( \{0,\ldots,N\}^n \) with an increasing \( n \) and a fixed \( N \). For this purpose, we introduce the notion of weakly less-homesick as graph growing (weakly LHaGG; see Sec. 3) and show sufficient conditions for a weakly LHaGG RWoGG to be recurrent (Thm. 2) or transient (Thm. 4). The notion of weakly LHaGG is quite intuitive and natural, but we have to develop a new technique of pausing coupling to prove that a lazy simple RWoGG is weakly LHaGG. Then, we give the threshold \( \sum_{k=1}^{\infty} \varphi(k)/(2N)^k = \infty \) of the phase transition (Thm. 6).

**Other related works.** It is another celebrated fact that a simple random walk on an infinite \( k \)-ary tree is transient for \( k \geq 2 \) [26, 27]. Amir et al. [1] introduced a random walk in a changing environment model and investigated the recurrence and transience of random walks in the model. They gave a conjecture about the conditions of the recurrence and transience regarding the limit of a graph sequence and proved it for trees. Huang’s work [18] implicitly implies a phase transition between the recurrence and transience of the random walk on a growing \( k \)-ary tree regarding the growing speed of the graph, based on the conductance arguments. Kumamoto et al. [23] explicitly showed the phase transition for a growing \( k \)-ary tree under the RWoGG model, where they employ a coupling argument.
There is a lot of work on the recurrence or transience of random walks on growing trees in the context of self-interacting random walks including reinforced random walks and excited random walks, e.g., [19, 17]. They are non-Markovian processes, and in a bit different line from [12, 1, 18, 23] and this paper.

Related to the cover time, which is another major topic on random walks, Cooper and Frieze [8] investigated the covering rate of a random walk on the “web-graph” model, where the graph grows at a constant speed. Kijima et al. [20] introduced the RWoGG model, where the growing (inverse) speed of a graph is parameterized by \( \delta: \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \), and they investigated its covering rate.

Organization. As a preliminary, we describe the model of random walk on growing graph (RWoGG) in Section 2. Section 3 introduces the notion of weakly LHaGG, and presents some general theorems for sufficient conditions that a weakly LHaGG RWoGG is recurrent/transient. Section 4 shows a phase transition between the recurrence and transience of a lazy simple random walk on \( \{0, \ldots, N\}^n \) with an increasing \( n \).

2 Preliminaries

2.1 Model

A growing graph is a sequence of (static) graphs \( G = G_0, G_1, G_2, \ldots \) where \( G_t = (V_t, E_t) \) for \( t = 0, 1, 2, \ldots \) denotes a graph\(^1\) with a finite vertex set \( V_t \) and an edge set \( E_t \subseteq \binom{V_t}{2} \). For simplicity, this paper assumes\(^2\) \( V_t \subseteq V_{t+1} \) and \( E_t \subseteq E_{t+1} \). In this paper, we assume \( |V_\infty| = \infty \), otherwise the subject is trivial; that is always recurrent. A random walk on a growing graph is a Markovian series \( X_t \in V_t \ (t = 0, 1, 2, \ldots) \).

In particular, this paper is concerned with a specific model, described as follows, cf. [20]. A random walk on a growing graph (RWoGG), in this paper, is formally characterized by a 3-tuple of functions \( D = (\delta, G, P) \). The function \( \delta: \mathbb{Z}_{\geq 0} \to \mathbb{Z}_{\geq 0} \) denotes the duration. For convenience, let \( T_n^\delta := \sum_{i=1}^n \delta(i) \) for \( n = 1, 2, \ldots \) and \( T_0^\delta = 0 \). We call the time interval\(^3\) \([T_{n-1}^\delta, T_n^\delta)\) phase \( n \) for \( n = 1, 2, \ldots \) thus \( T_{n-1}^\delta = \sum_{i=1}^{n-1} \delta(i) \) is the beginning of the \( n \)-th phase, but we also say that \( T_{n-1}^\delta \) is the end of the \((n - 1)\)-st phase, for convenience. The function \( G: \mathbb{Z}_{\geq 0} \to \mathcal{G} \) represents the graph \( G(n) = (V(n), E(n)) \) for the phase \( n \), where \( \mathcal{G} \) denotes the set of all (static) graphs, i.e., our growing graph \( G \) satisfies \( G_t = G(n) \) for \( t \in [T_{n-1}^\delta, T_n^\delta) \). Similarly, the function \( P: \mathbb{Z}_{\geq 0} \to \mathcal{M} \) is a function representing the “transition probability” of a random walk on graph \( G(n) \) where \( \mathcal{M} \) denotes the set of all transition matrices.

In summary, a RWoGG \( X_t \ (t = 0, 1, 2, \ldots) \) characterized by \( D = (\delta, G, P) \) is temporally a time-homogeneous finite Markov chain according to \( P(n) \) with the state space \( V(n) \) during the time interval \([T_{n-1}^\delta, T_n^\delta)\). Suppose \( X_0 = o \) for \( o \in V(1) \). We define the return probability at \( o \) by

\[
R_\delta(t) = \Pr[X_t = o \mid X_0 = o] = \Pr[X_t = o \mid X_0 = o]
\]

(2)

at each time \( t = 0, 1, 2, \ldots \). We say \( o \) is recurrent by RWoGG \( D = (\delta, G, P) \) if

\[
\sum_{t=1}^\infty R_\delta(t) = \infty
\]

(3)

holds, otherwise, i.e., \( \sum_{t=1}^\infty R_\delta(t) \) is upper bounded, \( o \) is transient by \( D \).

---

1 Every static graph is simple and undirected in this paper, for simplicity of the arguments.
2 Thus, the current position does not disappear in the next step.
3 Let \([T_{n-1}^\delta, T_n^\delta) = \{T_{n-1}^\delta, T_{n-1}^\delta + 1, \ldots, T_n^\delta - 1\} \), for convenience. Notice that \(|[T_{n-1}^\delta, T_n^\delta)| = \delta(n)\).
2.2 Mixing time

Next, we briefly introduce some terminology for random walks on static graphs, or time-homogeneous Markov chains, according to [25]. Suppose that $X_0, X_1, X_2, \ldots$ is a random walk on a static graph $G = (V, E)$ characterized by a time-homogeneous transition matrix $P = (P(u,v)) \in \mathbb{R}_{\geq 0}^{V \times V}$ where $P(u,v) = \Pr[X_{t+1} = v \mid X_t = u]$. A transition matrix $P$ is irreducible if $\forall u, v \in V, \exists t > 0, P^t(u,v) > 0$. A transition matrix $P$ is aperiodic if $\gcd\{t > 0 : P^t(v,v) > 0\} = 1$ for any $v \in V$. A Markov chain is ergodic if it is irreducible and aperiodic. A probability distribution $\pi$ over $V$ is a stationary distribution if it satisfies $\pi P = \pi$. It is well known that an ergodic $P$ has a unique stationary distribution [25].

Let

$$d(t) := \max_{x \in V} \|P^t(x, \cdot) - \pi\|_{TV}.$$ \hspace{1cm} (4)

Then, the mixing time of $P$ is given by

$$t_{mix}(\epsilon) := \min \{t : d(t) \leq \epsilon\}$$ \hspace{1cm} (5)

for $\epsilon \in (0,1)$. We will use the following fact in the proof of Lemma 3 appearing later.

**Lemma 1.** Suppose $P$ is ergodic. Let $\pi_v$ denote the probability of $v \in V$ in the stationary distribution of $P$. If $t \geq t_{mix}(\frac{\pi_v}{d})$ then $d(t) \leq \frac{\pi_v}{d}$ holds.

**Proof.** Let

$$\bar{d}(t') := \max_{x,y \in V} \|P^t(x, \cdot) - P^t(y, \cdot)\|_{TV}.$$ 

It is known that $d(t) \leq \bar{d}(t) \leq 2d(t)$ holds (cf. Lemma 4.10 in [25]). For convenience, let $t = t_{mix}(\frac{\pi_v}{d}) + s$ for $s \geq 0$. Then,

$$d(t) \leq \bar{d}(t) \leq t_{mix}(\frac{\pi_v}{d}) \bar{d}(s) \leq t_{mix}(\frac{\pi_v}{d}) \bar{d}(s) \leq 2d(t_{mix}(\frac{\pi_v}{d})) \leq 2 \pi_v \frac{\pi_v}{d}$$

and we obtain the claim. \hfill \blacksquare

3 Recurrence and Transience

This section presents sufficient conditions that RWoGG $\mathcal{D} = (\mathcal{O}, G, P)$ is recurrent/transient. Let $t_{mix}^{G(k)}(\epsilon)$ denote the mixing time of $P(k)$ and let $\pi_0^{G(k)}$ denote the probability of a vertex $o \in V$ in the stationary distribution of $P(k)$ in the following. In this paper, we are mainly concerned with RWoGG $\mathcal{D} = (\mathcal{O}, G, P)$ satisfying

$$\sum_{k=1}^{\infty} \pi^*(k) p(k) < \infty$$ \hspace{1cm} (6)

where $p(k) := \pi_0^{G(k)}$ and $\pi^*(k) := t_{mix}^{G(k)}(\frac{p(k)}{4})$. Roughly speaking, the condition (6) means that the mixing times of $\mathcal{D}$ are not very large.
3.1 Recurrence

This section gives a sufficient condition that $o$ is recurrent by $D$.

**Theorem 2.** Suppose $D = (d, G, P)$ satisfies (6). If $d$ satisfies

$$\sum_{k=1}^{\infty} d(k)p(k) = \infty$$

then the initial vertex $o$ is recurrent by $D$ where $p(k) = \pi^G_o(k)$.

To prove Theorem 2, we prove the following lemma.

**Lemma 3.** Any RWoGG $D = (d, G, P)$ satisfies

$$\sum_{t=1}^{T^o_n} R_o(t) \geq \frac{1}{2} \sum_{k=1}^{n} d(k)p(k) - \frac{1}{2} \sum_{k=1}^{n} \tau^*(k)p(k)$$

for any $n \geq 1$, where recall $\tau^*(k) := \tau^G_{\text{mix}}(p(k))$ and $p(k) := \pi^G_o(k)$.

**Proof.** We prove the claim by an induction with respect to $n$. For $n = 1$, we prove

$$\sum_{t=1}^{p(1)} R_o(t) \geq \frac{1}{2} (d(1) - \tau^*(1))p(1)$$

holds, where recall $T^o_1 = d(1)$ by definition. We consider two cases whether $d(1) \leq \tau^*(1)$ or not. If $d(1) \leq \tau^*(1)$ then the right hand side of (8) $\leq 0$. Clearly the left hand side of (8) $\geq 0$, and we obtain (8). Suppose $d(1) > \tau^*(1)$. Notice that

$$\left| R_o(t) - \pi^G_o(1) \right| \leq \frac{p(1)}{4} = \frac{1}{2} p(1)$$

holds for $t \geq \tau^*(1)$ by Lemma 1. It implies

$$R_o(t) \geq \pi^G_o(1) - \frac{1}{2} p(1) = \frac{1}{2} p(1)$$

for $t \geq \tau^*(1)$, where recall $p(1) = \pi^G_o(1)$ by definition. Then,

$$\sum_{t=1}^{p(1)} R_o(t) \geq \sum_{t=\tau^*(1)}^{p(1)} p(1) = \frac{1}{2} (d(1) - \tau^*(1))p(1)$$

holds. We obtain (9).

Inductively assuming (8) holds for $n$, we prove it for $n+1$. Noting that $T^o_{n+1} = T^o_n + d(n+1)$,

$$\sum_{t=1}^{T^o_{n+1}} R_o(t) = \sum_{t=1}^{T^o_n} R_o(t) + \sum_{t=1}^{\varnothing(n+1)} R_o(T^o_n + t)$$

$$\geq \frac{1}{2} \sum_{k=1}^{n} d(k)p(k) - \frac{1}{2} \sum_{k=1}^{n} \tau^*(k)p(k) + \sum_{t=1}^{\varnothing(n+1)} R_o(T^o_n + t)$$
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holds since \( \sum_{t=1}^{T_n^2+1} R_{\sigma}(t) \geq \frac{1}{2} \sum_{k=1}^{n} \sigma(k)p(k) - \frac{1}{2} \sum_{k=1}^{n} \tau^*(k)p(k) \) holds by the inductive assumption. Concerning the third term of (10), we can prove

\[
\sum_{t=1}^{T_n^2+1} R_{\sigma}(T_n^2 + t) \geq \frac{1}{2} (\sigma(n + 1) - \tau^*(n + 1))p(n + 1)
\]

in a similar way as (9). Therefore,

\[
(10) \geq \frac{1}{2} \sum_{k=1}^{n} \sigma(k)p(k) - \frac{1}{2} \sum_{k=1}^{n} \tau^*(k)p(k)
\]

holds. We obtain the claim.

Now, we prove Theorem 2.

Proof of Theorem 2. Recall the assumption (6),

\[
\sum_{t=1}^{T_n^2} R_{\sigma}(t) \geq \frac{1}{2} \sum_{k=1}^{n} \sigma(k)p(k) - \frac{1}{2} \sum_{k=1}^{n} \tau^*(k)p(k) \geq 0 \text{ for any } k
\]

holds, where \( C_1 \) is a positive constant. Thus, the hypothesis \( \sum_{k=1}^{\infty} \sigma(k)p(k) = \infty \) implies \( \sum_{t=1}^{\infty} R_{\sigma}(t) = \infty \), which is what we want.

Even if (6) does not hold, Lemma 3 implies that the weaker condition

\[
\lim_{n \to \infty} \sum_{k=1}^{n} (\sigma(k) - \tau^*(k))p(k) = \infty
\]

guarantees the recurrence.

3.2 Weakly less homesick as graph growing

Before giving a sufficient condition for transience, we introduce the notion of weakly less-homesickness as graph growing, which is a relationship between RWoGGSs and plays an important role in our analysis. Let \( D_f = (f, G, P) \) and \( D'_f = (f', G', P') \) be RWoGGSs, and let \( R_f(t) \) and \( R_{f'}(t) \) respectively denote their return probabilities at time \( t = 1, 2, \ldots \). We say \( D'_f = (f', G', P') \) is weakly less-homesick than \( D_f = (f, G, P) \) at time \( t \) if

\[
\sum_{k=1}^{t} R_f(k) \geq \sum_{k=1}^{t} R_{f'}(k)
\]

holds.
In particular, this paper is mainly concerned with the weakly less-homesick relation between $D_f = (f, G, P)$ and $D_g = (g, G, P)$ with the same $P$ and $G$. We say $P : \mathbb{Z}_{>0} \to M$ is weakly less-homesick as graph growing (weakly LHaGG) if $D_g = (g, G, P)$ is weakly less-homesick than $D_f = (f, G, P)$ whenever

$$\sum_{k=1}^{n} f(k) \geq \sum_{k=1}^{n} g(k)$$

holds for any $n \in \mathbb{Z}_{>0}$, where we remark that $G$ and $P$ are common in $D_f$ and $D_g$. The condition (13) implies the graph in $D_g$ grows faster than $D_f$, intuitively.

### 3.3 Transience

Next, we give a sufficient condition that $o$ is transient by $D$.

**Theorem 4.** Suppose RWoGG $D = (d, G, P)$ is weakly LHaGG and satisfies (6). If $\varnothing$ satisfies

$$\sum_{k=2}^{\infty} d(k)p(k-1) < \infty$$

then the initial vertex $o$ is transient by $D$ where $p(k) = \pi^{G(k)}_o$.

To prove Theorem 4, we prove the following lemma.

**Lemma 5.** Suppose RWoGG $D = (d, G, P)$ is weakly LHaGG. Let

$$g(k) := \max(\varnothing(k), \tau^+(k))$$

for $k \geq 1$. Then, the sum of return probabilities of the RWoGG $D_g = (g, G, P)$ satisfies

$$\sum_{t=1}^{T_n} R_g(t) \leq g(1) + \frac{3}{2} \sum_{k=2}^{n+1} g(k)p(k-1)$$

for $n \geq 1$.

**Proof.** We prove the claim for each fixed $n = 1, 2, \ldots$. Let

$$f(k) := \begin{cases} g(k) & (k \leq n-1) \\ \infty & (k = n) \end{cases}$$

Let $Z_t$ ($t = 0, 1, 2, \ldots$) denote a RWoGG $D_f = (f, G, P)$ with $Z_0 = o$. Let $R_f(t)$ denote the return probability of $Z_t$, i.e., $R_f(t) = \Pr[Z_t = o] = \Pr[Z_t = o \mid Z_0 = o]$. Clearly, $T_n^f \geq T_n^g$ holds for any $n \geq 1$, hence the weakly LHaGG assumption implies

$$\sum_{t=1}^{T} R_g(t) \leq \sum_{t=1}^{T} R_f(t)$$

for any $T$.

---

4 Strictly speaking, weakly LHaGG should be a property of the sequence of transition matrices $P(1), P(2), P(3), \ldots$. For convenience of the notation, we say $D = (f, G, P)$ is weakly LHaGG, in this paper.
Suppose $Z_{T_{n+1}^g} = v$. Then, $Z_t$ for $t \in (T_{n+1}^g, T_{n+1}^g + 1]$ is nothing but a time-homogeneous random walk according to $P(n)$ with the “initial state” $Z_{T_{n+1}^g} = v$. For convenience, let $t = T_{n+1}^g + t'$, then

$$t' \geq g(n) \geq \tau^*(n)$$

(19)

by (15) and (17). This implies

$$\sum_{t=1}^{T_{n+1}^g} R_g(t) = \sum_{k=1}^{T_{n+1}^g} R_f(t) + \sum_{k=2}^{T_{n+1}^g} R_f(t)$$

$$\leq g(1) + \sum_{k=1}^{n} \sum_{t=T_{k-1}^g+1}^{T_{k+1}^g} R_f(t)$$

$$= g(1) + \sum_{k=1}^{n} \sum_{t'=1}^{T_{k+1}^g} \sum_{v \in V(k-1)} \Pr[Z_t = o | Z_{T_{k-1}^g} = v] \Pr[Z_{T_{k-1}^g} = v | Z_0 = o]$$

$$= g(1) + \sum_{k=1}^{n} \sum_{t'=1}^{T_{k+1}^g} \max_{v \in V(k-1)} \Pr[Z_{T_{k-1}^g+t'} = o | Z_{T_{k}^g} = v] \Pr[Z_{T_{k}^g} = v | Z_0 = o]$$

$$\leq g(1) + \sum_{k=1}^{n} \sum_{t'=1}^{T_{k+1}^g} \left( p(k) + \frac{p(k+1)}{2} \right) \quad \text{(by (19))}$$

$$= g(1) + \sum_{k=1}^{n} \sum_{t'=1}^{T_{k+1}^g} \frac{3}{2} p(k)$$

$$= g(1) + \frac{3}{2} \sum_{k=1}^{n} g(k+1) p(k)$$

$$= g(1) + \frac{3}{2} \sum_{k=2}^{n+1} g(k) p(k-1)$$

(20)

holds. The claim is clear by (18) and (20).

Now, we are ready to prove Theorem 4.

**Proof of Theorem 4.** Let

$$g(k) := \max (\vartheta(k), \tau^*(k))$$

for $k \geq 1$. Notice that $g(k) \leq \vartheta(k) + \tau^*(k)$ holds. We calculate $\sum_{t=1}^{\infty} R_0(t)$ using Lemma 5:
$\sum_{t=1}^{\infty} R_{o}(t) = \lim_{n \to \infty} \sum_{t=1}^{T_{n+1}^o} R_{o}(t) \leq \lim_{n \to \infty} \sum_{t=1}^{T_{n+1}^g} R_{g}(t)$ (since weakly LHaGG) 

$\leq \lim_{n \to \infty} \left\{ g(1) + \frac{3}{2} \sum_{k=2}^{n+1} g(k) p(k-1) \right\}$ (by Lemma 5) 

$= g(1) + \frac{3}{2} \sum_{k=2}^{\infty} g(k) p(k-1)$ 

$\leq g(1) + \tau^*(1) + \frac{3}{2} \sum_{k=2}^{\infty} \theta(k) p(k-1) + \frac{3}{2} \sum_{k=2}^{\infty} \tau^*(k) p(k-1)$ 

$\leq \frac{3}{2} \sum_{k=2}^{\infty} \theta(k) p(k-1) + C$ (by (6)) 

holds with some constant $C$. Now it is easy to see that (14) implies $\sum_{t=1}^{\infty} R_{o}(t) < \infty$, meaning that $D = (o, G, P)$ is transient. 

\section{Random Walk on Growing Dimension Boxes}

This section is concerned with a random walk on growing dimension boxes $D = (o, G, P)$. Let $G(n) = (V(n), E(n))$ be a graph given by 

$V(n) := \{0, \ldots, N\}^{n_0+n-1}$ 

$E(n) := \{ (x, y) : x, y \in V(n), \|x - y\|_1 = 1 \}$

where $n$ and $N$ are (fixed) positive integers. Let $o \in V(n)$ denote the origin vertex. Let $P^{G(n)}$ for $n \geq 1$ denote the transition probability of a lazy simple random walk on the static graph $G(n)$, which is given by 

$$
P^{G(n)}_{x,y} = \begin{cases} 
\frac{1}{2} & \text{(if } x = y) \\
\frac{1}{4(n+n_0-n-1)} & \text{(if } \|x - y\|_1 = 1, \ x_k \neq y_k \text{ and } x_k \notin \{0, N\}) \\
\frac{1}{2(n+n_0-n-1)} & \text{(if } \|x - y\|_1 = 1, \ x_k \neq y_k \text{ and } x_k \in \{0, N\}) \\
0 & \text{(otherwise)} 
\end{cases}$$

for $x, y \in V(n)$. Then, we are concerned with a RWoGG $X_t$ ($t = 0, 1, 2, \ldots$) according to $D = (o, G, P)$. If the graph grows at time $t$, we assume $X_t = (x_1, \ldots, x_{n_0+n-1}) = (x_1, \ldots, x_{n_0+n-1}, 0)$. 

\begin{theorem}
If $D = (o, G, P)$ satisfies 

$$\sum_{k=1}^{\infty} \frac{\theta(k)}{(2N)^k} = \infty$$

then $o$ is recurrent, otherwise $o$ is transient.

\end{theorem}

We will prove Theorem 6 based on Theorems 2 and 4. As a preliminary step, we remark two facts. One is about the stationary distribution of $P^{G(n)}$, and it is not difficult to observe that 

$p(n) = \frac{1}{(2N)^{n_0+n-1}}$ (22)
holds. The other is about the mixing time of $P^{G(n)}$, and we can prove
\[\tau^*(n) \leq 8N^2 \log_2 (2N) (n_0 + n - 1)^3\] (23)
by a standard coupling technique. Therefore, random walk on growing boxes satisfies (6). Then, it is not difficult to see that Theorem 6 follows from the following Lemma 7.

> **Lemma 7.** Random walk on growing dimension boxes is weakly LHaGG.

Before the proof of Lemma 7, we prove Theorem 6.

**Proof of Theorem 6.** Notice that $D$ satisfies (23) and it is weakly LHaGG by Lemma 7, meaning that $D$ satisfies the hypotheses of Theorems 2 and Theorem 4. By (22),
\[p(n) = \frac{1}{(2N)^{n_0-1}} \frac{1}{(2N)^n}\]
where remark that $\frac{1}{(2N)^{n_0-1}}$ is a constant since $N$ and $n_0$ are constants. If $\sum_{k=1}^{\infty} \frac{\varphi(k)}{(2N)^k} = \infty$ holds, which implies $o$ is recurrent by Theorem 2. Similarly, if $\sum_{k=1}^{\infty} \frac{\varphi(k)}{(2N)^k} \leq C$ holds for some constant then
\[\sum_{k=2}^{\infty} \varphi(k)p(k-1) = \frac{1}{(2N)^{n_0-2}} \sum_{k=2}^{\infty} \varphi(k) \leq \frac{1}{(2N)^{n_0-2}} C\]
holds, which implies $o$ is transient by Theorem 4.

### 4.1 Proof of Lemma 7

We prove Lemma 7 by an artificial coupling. Due to the page limitation, we here explain a proof sketch.

Let $X = X_0, X_1, \ldots$ be a RWoGG according to $D_f = (f, G, P)$, and let $R_f(t)$ ($t = 0, 1, 2, \ldots$) denote its return probability. Similarly, let $Y = Y_0, Y_1, \ldots$ be a RWoGG according to $D_g = (g, G, P)$, and let $R_g(t)$ ($t = 0, 1, 2, \ldots$) denote its return probability. Note that $X_0 = Y_0 = o$. Suppose that
\[\sum_{k=1}^{n} f(k) \geq \sum_{k=1}^{n} g(k)\] (24)
holds for any $n \geq 1$. Then, we couple $X$ and $Y$ time asynchronously, so that $X_t \leq Y_t$ holds for any $t = 0, 1, 2, \ldots$, which is established in three steps by the following Lemmas 8–10.

> **Lemma 8.** Suppose $X$ and $Y$ satisfy

\[X_t = o, \quad Y_t = o,\]
for $t \leq t'$. Then, there is a coupling of $X$ and $Y$ such that
\[\min \{ r ; \ r \geq 0, \ X_{t+r} \neq o \} = \min \{ r ; \ r \geq 0, \ Y_{t+r} \neq o \},\] (25)
i.e., $X$ and $Y$ stay at the origin vertex $o$ for exactly the same $r$ steps, where we define $\min \emptyset = \infty$ for convenience.
Proof. Notice that each of \( X \) and \( Y \) remains at the origin vertex \( o \) with probability \( \frac{1}{2} \), and leaves the origin vertex \( o \) with probability \( \frac{1}{2} \) independent of dimensions. Then, we can construct a coupling of \( X \) and \( Y \).

Lemma 9. Suppose that \(|X_t| = |Y_t| = 1\), where \( t \leq t' \). Then, there is a coupling of \( X \) and \( Y \) such that

\[
\min\{r : r > 0, X_{t+r} = o\} \leq \min\{r : r > 0, Y_{t+r} = o\},
\]

i.e., \( X \) returns to the origin vertex \( o \) in a fewer steps than \( Y \).

Sketch of proof. Without loss of generality, we may assume \( X_t = (X^1_t, X^2_t, \ldots, X^n_t) = (1, 0, \ldots, 0) \) and \( Y_t = (Y^1_t, Y^2_t, \ldots, Y^n_t) = (1, 0, \ldots, 0) \), where we remark \( n_t \) and \( m_t \) respectively denote the dimensions of \( X_t \) and \( Y_t \).

Let \( I(t) \in \{1, \ldots, n_t\} \) denote the index selected in the transition from \( X_{t-1} \) to \( X_t \), and let \( J(t) \in \{1, \ldots, m_t\} \) denote the index selected in the transition from \( Y_{t-1} \) to \( Y_t \). For example, when \( X_{t-1} = (0, 0, 0) \), \( I(t) = 1 \) and \( X^1_t = X^1_{t-1} + 1 \) then \( X_t = (1, 0, 0) \). Then, we couple \( \{I(t+r)\}_{r=1,2,\ldots} \) and \( \{J(t+r)\}_{r=1,2,\ldots} \). For \( \theta_{t+r} \in \{1, 2, \ldots, n_{t+r}\} \), let

\[
\Psi_k(\theta_{t+r}) := \{\omega_{t+r} \in \omega_{t+r} : \omega_{t+r} > n_{t+r} \text{ for } k < k' \text{ and } \omega_k = \theta_{t+r}\}
\]

and

\[
\tilde{\Psi}(t+r) := \{\omega_{t+r} \in \omega_{t+r} : \omega_{t+r} > n_{t+r} \text{ for } k' \geq 1\}
\]

for \( r \geq 1 \). Let \( W = \{W_s\}_{s \in \mathbb{N}} \) satisfy \( W_s := J(t' + s) \) for \( s \geq 1 \). Suppose \( I(t+r) = \theta_{t+r} \).

Let \( s_1 = k \) such that \( W \in \Psi_k(\theta_{t+1}) \), and let \( S(1) := s_1 \). Recursively, let \( s_r = k' \) such that \( W \in \Psi_{k'}(\theta_{t+r}) \) for \( r \geq 2 \), and let \( S(r) := S(r-1) + s_r \). Let \( \Psi(\theta_{t+r}) := \bigcup_{k=1}^{\infty} \Psi_k(\theta_{t+r}) \).

Firstly, we claim that

\[
\Pr[I(t+r) = \theta_{t+r}] = \Pr[W \in \Psi(\theta_{t+r})] + \frac{1}{n_{t+r}} \Pr[W \in \tilde{\Psi}(t+r)].
\]  

(27)

Clearly,

\[
\Pr[I(t+r) = \theta_{t+r}] = \frac{1}{n_{t+r}}
\]

holds for the left-hand-side of (27). Notice that

\[
t + r \leq t' + S(r)
\]

(28)

holds. Then, we can prove

\[
\Pr[W \in \Psi(\theta_{t+r})] + \frac{1}{n_{t+r}} \Pr[W \in \tilde{\Psi}(t+r)] = \frac{1}{n_{t+r}}
\]

(29)

holds, which implies (27).

Next, we prove for any \( r \) and \( i \leq n_{t+r} \) that

\[
X^i_{t+r} \leq Y^i_{t+s}
\]

(30)

for \( S(r) \leq s < S(r+1) \). We consider two cases whether \( i \leq n_{t+1} \) or not.

---

5 Suppose that \(|Y| = |Y'| = 1\). Let \( Y^i_t = Y'^i_t = 1 \). There is the coupling of \( Y \) and \( Y' \) such that \( Y_t = o \) if and only if \( Y'_t = o \).
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(i) Consider the case $i \leq n_{t+1}$. Recall that $X^i_t = Y^i_t$ for $i \leq n_t$. We inductively prove that

$$X^i_{t+r} = Y^i_{t+s}$$

for $S(r) \leq s < S(r+1)$ with respect to $r$. Notice that

$$Y^i_{t'+S(r)} = Y^i_{t'+s}$$

for $S(r) \leq s < S(r+1)$ since $I(t'+s) > n_{t+r+1}$ for $S(r) < s < S(r+1)$. Suppose $i$ is chosen $l$ times for $X_t, \ldots, X_{t+r}$ in the $r$ steps, i.e.,

$$|\{r' \mid I(t + r') = i, \ 1 \leq r' \leq r\}| = l.$$  

Notice that $i$ is chosen $l$ times for $Y_{t'}, \ldots, Y_{t'+S(r')}$ in the $S(r')$ steps. Then,

$$Pr [X^i_{t+r'} - X^i_{t+r'-1} = z \mid I(t + r') = i] = Pr [Y^i_{t'+S(r')} - Y^i_{t'+S(r')-1} = z \mid J(t' + S(r')) = i]$$

holds for $z \in \{-1, 0, 1\}$. The inductive assumption $X^i_{t+r'-1} = Y^i_{t'+S(r')-1}$ implies

$$X^i_{t+r'} = Y^i_{t'+S(r')}.$$  

We obtain (31).

(ii) Consider the case $i > n_{t+1}$. Suppose $i$ is chosen $l$ times for $X_t, \ldots, X_{t+r}$ in the $r$ steps, i.e.,

$$|\{r' \mid I(t + r') = i, \ 1 \leq r' \leq r\}| = l,$$

and let $r''$ denote the minimum satisfying $I(t + r'') = i$ for $1 \leq r'' \leq r$. Clearly, $X^i_{t+r''-1} \leq Y^i_{t'+S(r'')-1}$. If $X^i_{t+r''-1} = Y^i_{t'+S(r'')-1}$, we can prove (30) for any $s$ satisfying $S(r) \leq s < S(r+1)$ in a similar way as the case (i).

Thus, we consider the case $X^i_{t+r''-1} < Y^i_{t'+S(r'')-1}$. Then, we can couple the transitions $X^i_{t+r''-1} \rightarrow X^i_{t+r'}$ and $Y^i_{t'+S(r'')-1} \rightarrow Y^i_{t'+S(r')}$ such that

$$Pr [X^i_{t+r'} - X^i_{t+r'-1} = 0 \mid I(t + r') = i] = Pr [Y^i_{t'+S(r')} - Y^i_{t'+S(r')-1} = 1 \mid J(t' + S(r')) = i] = \frac{1}{2}$$

$$Pr [X^i_{t+r'} - X^i_{t+r'-1} = 1 \mid I(t + r') = i] = Pr [Y^i_{t'+S(r')} - Y^i_{t'+S(r')-1} = 0 \mid J(t + S(r')) = i] = \frac{1}{2}$$

hold. Recall that $X^i_{t+r''-1} < Y^i_{t'+S(r'')-1}$ implies $X^i_{t+r''-1} + 1 \leq Y^i_{t'+S(r'')-1}$. Thus, the coupling implies $X^i_{t+r''} \leq Y^i_{t'+S(r'')}$. For other $r''' \in \{r' \mid I(t + r') = i, \ 1 \leq r' \leq r\}$, we can inductively prove (30) in a similar way.

Therefore, if $Y$ returns to the origin vertex $o$ at time $t' + S(r)$ then $X$ returns to the origin vertex $o$ before the time $t + r$ by (30). Clearly $t + r \leq t' + S(r)$ by (28). We obtain the claim.

Lemma 10. Let

$$\tau_o := \min \{r \mid r > 0, \ X_{t+r} = o\},$$

$$\tau'_o := \min \{r \mid r \geq 0, \ Y_{t'+S(\tau_o)+r'} = o\}.$$  

If $Y_{t'+S(\tau_o)} \neq o$ then there is a coupling of $X$ and $Y$ such that $X_{t+\tau_o} = Y_{t'+S(\tau_o)+\tau'_o} = o$, i.e., $X$ stops its time until $Y$ returns to the origin vertex $o$.  

Proof. Since
\[ \Pr [\tau'_o < \infty \text{ or } \tau'_o = \infty \mid Y_{\tau' + S(\tau)} \neq o] = 1 \]
holds for any \( Y_{\tau' + S(\tau)} \in \{0, 1, \ldots, N\}^{m_{\nu' + S(\tau)}} \).

We prove Lemma 7 using Lemmas 8–10.

Proof of Lemma 7. Let
\[
\tau^x_o(n) := \min \{ t : t > \tau^x_o(n - 1), X_t = o \}, \\
\tau^y_o(n) := \min \{ t : t > \tau^y_o(n - 1), Y_t = o \}
\]
for \( n \geq 1 \). For convenience, let \( \tau^x_o(0) := 0 \) and \( \tau^y_o(0) := 0 \). To begin with, we prove that there is a coupling of \( X \) and \( Y \) such that
\[ \tau^x_o(n) \leq \tau^y_o(n) \tag{34} \]
for any \( n \geq 0 \). For \( n = 0 \), (34) is obvious. Inductively assuming that (34) holds for \( n \), we prove it for \( n + 1 \). If \( \tau^y_o(n + 1) = \infty \) then we have
\[ \tau^x_o(n + 1) \leq \tau^y_o(n + 1) \]
clearly, and we obtain (34) in this case. Then, we consider the case of \( \tau^y_o(n + 1) < \infty \). By Lemma 10, \( X \) can stop at the vertex \( o \) at time \( \tau^x_o(n) \) by the time \( \tau^y_o(n) \). Therefore, we can consider the coupling of \( X_{\tau^x_o(n)} \) and \( Y_{\tau^y_o(n)} \). By Lemma 8, there exists \( t_n \geq 1 \) such that
\[ X_{\tau^x_o(n) + t_n} = o \quad \text{and} \quad Y_{\tau^y_o(n) + t_n} = o \] (35)
for any \( s \) satisfying \( 0 \leq s < t_n \), and
\[ X_{\tau^x_o(n) + t_n} \neq o \quad \text{and} \quad Y_{\tau^y_o(n) + t_n} \neq o \] (36)
hold. If \( t_n > 1 \) then (35) implies
\[ \tau^x_o(n + 1) = \tau^x_o(n) + 1 \quad \text{and} \quad \tau^y_o(n + 1) = \tau^y_o(n) + 1. \]
This means that we have
\[ \tau^x_o(n + 1) \leq \tau^y_o(n + 1) \]
by the inductive assumption (34), and we obtain the equation (34) in the case \( t_n > 1 \). Then, we consider the case \( t_n = 1 \). Notice that (35) and (36) imply
\[ |X_{\tau^x_o(n) + t_n}| = 1, \quad |Y_{\tau^y_o(n) + t_n}| = 1, \]
and hence Lemma 9 implies that there is a coupling of \( X \) and \( Y \) such that
\[ \tau^x_o(n + 1) \leq \tau^y_o(n + 1) \] (37)
holds. Therefore, we obtain (34) in the case \( t_n = 1 \). Thus, we obtain (34) for any \( n + 1 \). It is not difficult to see from (34) that the random walk on growing dimension boxes is weakly LHaGG.

\[ \Box \]
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1 Introduction
The group of braids with \( n \) strands, commonly denoted by \( B_n \), is the group of isotopy classes of geometric braids with \( n \) strands. In [2], E. Artin proved that this group enjoyed the following finite presentation:

\[
B_n = \langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i \sigma_j = \sigma_j \sigma_i \text{ when } j \geq i + 2, \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \rangle.
\]

The relations \( \sigma_i \sigma_j = \sigma_j \sigma_i \) are called commutation relations; relations \( \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \) are called braid relations. They come with the simplification relations \( \sigma_i \sigma_i^{-1} = \varepsilon \), where \( \varepsilon \) denotes the neutral element of the group. These three kinds of relations are illustrated in Figure 1. Braid elements \( \sigma_1, \ldots, \sigma_{n-1} \) are called Artin generators.

![Figure 1](image-url)

Figure 1 Commutation relation \( \sigma_1 \sigma_3 = \sigma_3 \sigma_1 \), braid relation \( \sigma_1 \sigma_2 \sigma_1 = \sigma_2 \sigma_1 \sigma_2 \) and simplification relation \( \sigma_1 \sigma_1^{-1} = \varepsilon \). The latter relation is valid only in the group \( B_n \).

Braid groups enjoy numerous algebraic, combinatorial and geometric properties, many of which are connected with the study of the (standard) braid monoid \( B_n^+ \): this is the monoid positively generated by the generators \( \sigma_i \), i.e., the least subset of \( B_n \) containing generators \( \sigma_1, \ldots, \sigma_{n-1} \) (but not their inverses) and stable by product:

\[
B_n^+ = \langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i \sigma_j = \sigma_j \sigma_i \text{ when } j \geq i + 2, \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \rangle^+.
\]

Here are some properties of the monoid \( B_n^+ \) [1, 4, 6, 8, 12, 14]:
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a) The braid monoid $B^+_n$ is simplifiable: whenever $\alpha\beta\gamma = \alpha\beta'\gamma$, we have $\beta = \beta'$.

b) The left-divisibility ordering, defined by $\alpha \preceq_\ell \beta$ whenever there exists a braid $\gamma \in B^+_n$ (also denoted by $\alpha^{-1}\beta$) such that $\alpha\gamma = \beta$, is a lattice: any two elements $\alpha$ and $\beta$ have a greatest common divisor $\alpha \wedge \beta$ and a least common multiple $\alpha \vee \beta$.

c) Similarly, the right-divisibility ordering, defined by $\beta \succeq_R \alpha$ whenever there exists a braid $\gamma \in B^+_n$ (also denoted by $\beta\alpha^{-1}$) such that $\beta = \gamma\alpha$, is a lattice.

d) The braid $\Delta_n = \sigma_1(\sigma_2\sigma_1)(\sigma_3\sigma_2\sigma_1)\cdots(\sigma_{n-1}\sigma_{n-2}\cdots\sigma_2\sigma_1)$, called the Garside element of the monoid $B^+_n$, is the least common multiple of the family of Artin generators for both the left- and right-divisibility orderings. Both its left and its right divisors coincide with the corresponding right divisor; finally, the largest left divisor of $\beta$ is the least common multiple of the family of Artin generators for both $\beta^\ell$ and $\beta^r$, which is not necessarily a prefix of the representation of $\beta$ we started from.

e) The function $s_n: \beta \mapsto \alpha\beta\gamma$, which is not necessarily a prefix of the representation of $\beta$ we started from, allows factoring a braid into factors on which we will be able to work independently, and Properties b) and c) will allow, under some conditions, to select the largest divisor of a braid that belongs to a given set. For instance, the following result is a consequence of Properties a) and b):

f) The submonoid $B^+_{n-1}$, generated by $\sigma_1, \ldots, \sigma_{n-2}$ and called a parabolic submonoid of $B^+_n$, is a sub-lattice of $B^+_n$. Thus, each braid $\beta \in B^+_n$ has a largest left divisor in $B^+_{n-1}$, denoted by $h_n(\beta)$ and called the n-head of $\beta$: its left divisors are the left divisors of $\beta$ that belong to $B^+_{n-1}$. The corresponding right divisor $h_n(\beta)^{-1}\beta$, denoted by $b_n(\beta)$, is called the n-body of $\beta$.

Properties a) to c) give rise to recursive decompositions, some of which we will focus on below: Property a) allows factoring a braid into factors on which we will be able to work independently, and Properties b) and c) will allow, under some conditions, to select the largest divisor of a braid that belongs to a given set. For instance, the following result is a consequence of Properties a) and b):

The effect of the functions $s_4$, $h_4$ and $b_4$ and of the automorphism $\phi_4$ on the braid $\beta = \sigma_2\sigma_3\sigma_2\sigma_1$ is illustrated in Figure 2: $s_4$ selects the largest simple left divisor of $\beta$, which is not necessarily a prefix of the representation of $\beta$ we started from; $h_4$ selects the largest left divisor of $\beta$ that can be written without using the generator $\sigma_3$, and $b_4$ selects the corresponding right divisor; finally, $\phi_4$ replaces each generator $\sigma_i$ of $\beta$ by $\sigma_{i-1}$.

![Figure 2](image-url) Applying $s_4$, $h_4$, $b_4$ and $\phi_4$ to the braid $\beta = \sigma_2\sigma_3\sigma_3\sigma_1$.

The above presentation identifies each braid $\beta \in B^+_n$ with an equivalence class of words over the alphabet $A_n = \{\sigma_1, \ldots, \sigma_{n-1}\}$. A normal form is then a language containing exactly one word $NF(\beta)$ in each equivalence class $\beta$, which will be a preferred representative of $\beta$. 


For a normal form to be useful, the following tasks should be as easy as possible [8]:
- deciding whether a word \( w \) belongs to the normal form;
- transforming a word \( w \) representing a braid \( \beta \) into the word \( \text{NF}(\beta) \);
- computing, given two words \( w = \text{NF}(\beta) \) and \( w' = \text{NF}(\beta') \), the word \( \text{NF}(\beta\beta') \).

In this article, we focus on the first question, for which a possible answer is: “the normal form should be a regular set, and its minimal automaton should be small”.

In that context, among a plethora of other normal forms, let us mention three similar normal forms on braids: the Garside normal form [7], the lexicographically minimal normal form [13] and the alternating normal form [3, 5]: the Garside normal form is the most well-known normal form on braid monoids, and all three are regular.

**Definition 1.** The Garside normal form of a braid \( \beta \in B_n^+ \) is inductively defined as the following factorisation of \( \beta \) into simple braids: we set \( \text{Gar}_n(\beta) = \beta \) when \( \beta \) is simple, and \( \text{Gar}_n(\beta) = s_n(\beta)\text{Gar}_n(s_n(\beta)^{-1}\beta) \) otherwise. If necessary, each simple divisor can then be written as a product of generators \( \sigma_i \).

**Definition 2.** The lexicographically minimal normal form of a braid \( \beta \in B_n^+ \) is denoted by \( \text{LexMin}_n(\beta) \). It is the word representing the braid \( \beta \in B_n^+ \) that is minimal for the lexicographic ordering induced by the ordering \( \sigma_1 < \sigma_2 < \cdots < \sigma_{n-1} \) on Artin generators.

Alternatively, the word \( \text{LexMin}_n(\beta) \) may be inductively defined by \( \text{LexMin}_n(\sigma_k^\pm) = \sigma_k^\pm \) or, if \( n \geq 3 \), by \( \text{LexMin}_n(\beta) = \text{LexMin}_{n-1}(\beta) \) when \( \beta \in B_{n-1}^+ \), and

\[
\text{LexMin}_n(\beta) = \text{LexMin}_{n-1}(h_n(\beta))\sigma_{n-1}\text{LexMin}_n((h_n(\beta)\sigma_{n-1})^{-1}\beta)
\]

otherwise.

**Definition 3.** The alternating normal form of a braid \( \beta \in B_n^+ \) is denoted by \( \text{Alt}_n(\beta) \). It is inductively defined by \( \text{Alt}_2(\sigma_k^\pm) = \sigma_k^\pm \) or, if \( n \geq 3 \), by \( \text{Alt}_n(\beta) = \text{Alt}_{n-1}(\beta) \) when \( \beta \in B_{n-1}^+ \), and \( \text{Alt}_n(\beta) = \text{Alt}_{n-1}(h_n(\beta))\phi_n(\text{Alt}_n(\phi_n(b_n(\beta)))) \) otherwise.

This normal form is tightly connected to the rotating normal form [11], a similar normal form defined on the dual braid monoid \( B_n^{+\ast} \), which is the sub-monoid of \( B_n \) positively generated by braids of the form \( \sigma_1\sigma_3\cdots\sigma_{n-1}\sigma_1\sigma_3\cdots\sigma_{n-2}\sigma_{n-1}^{-1}\cdots\sigma_1^{-1} \). Below, we study the alternating normal form, by constructing explicitly its minimal automaton and counting its states and transitions.

Figure 3 presents the three representatives of the braid \( \beta = \sigma_3\sigma_2\sigma_3\sigma_1\sigma_3 \) that belong to the Garside, lexicographically minimal and alternating normal forms, illustrating that these three words may all differ from each other.

Property e) provides us with a co-deterministic automaton that, once given as input a word \( w = w_0w_1\cdots w_{k-1} \) representing a braid \( \beta \), computes at each step the braid \( s_n(w_{\geq i}) \), where \( w_{\geq i} = w_iw_{i+1}\cdots w_{k-1} \); indeed, it suffices to observe that \( s_n(w_{\geq i}) = s_n(w_{\leq i}w_{\geq i}) \), and to precompute \( s_n(\cdot) \) on braids of the form \( \sigma_1\gamma \), where \( \sigma_1 \) is an Artin generator and \( \gamma \) is simple. This automaton itself helps proving that the three above normal forms are regular: we check that \( w \) is in

1) Garside normal form by verifying that it starts with a prefix \( w_{<i} = w_0w_1\cdots w_{i-1} \) representing \( s_n(w) \), and then that \( w_{\geq i} \) is in Garside normal form;

---

1 One may often find a mirrored version of this normal form, in which, instead of extracting the largest left divisor of \( \beta \) in \( B_n^{+\ast} \), one extracts the largest right divisor. The languages induced by both versions are mirrors of each other.
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Figure 3 Normal forms of the braid $\beta = \sigma_3 \sigma_2 \sigma_3 \sigma_1 \sigma_1 \sigma_3$. Vertical dashed bars separate the simple braids $\sigma_3 \sigma_2$, $\sigma_2 \sigma_3 \sigma_1$ and $\sigma_1 \sigma_3$ into which $\beta$ was factored to give its Garside normal form.

2) lexicographically minimal normal form by verifying that each letter $w_i$ is the least Artin generator that left-divides $s_n(w_{\geq i})$;

3) alternating normal form by finding the smallest index $i$ such that $w_i = \sigma_{n-1}$ (if any), verifying that $\sigma_{n-1}$ is the only Artin generator left-dividing $s_n(w_{\geq i})$, and verifying that $w_{<i}$ and $\phi_n(w_{\geq i})$ are in alternating normal form. Similar arguments would prove that the rotating normal form is also regular.

In this article, we prove the following results.

In this section, we briefly present key results paving the way for Theorem 10, which is an "automata-flavoured" characterisation of words $w \in A_n^*$ in alternating normal form. These results are based on the ad hoc notions of chain, or chain containment and of rigid chain containment, the latter two being braid invariants. Their full proofs are omitted in this paper.
Definition 4. Let $u \geq v$ be two integers. The braid word $w_{u \to v} = w_u w_{u-1} \cdots w_v$, which is the only factorisation of the braid it represents, is called a $(u, v)$-chain. Then, we say that a word $w \in \mathcal{A}_n^*$ contains a $(u, v)$-chain if $w_{u \to v}$ is a subword of $w$, i.e., if $w$ admits a factorisation of the form $w = w^{(v)} w_{u \to v} w^{(u-1)} w_{u-1} \cdots w^{(1)} w_{1}$. If, furthermore, no factor $w^{(i)}$ contains any occurrence of the letters $\sigma_{i}$ or $\sigma_{i+1}$, we say that $w$ rigidly contains a $(u, v)$-chain.

Although the braid word $w_{u \to v} = w_u w_{u-1} \cdots w_v$ is not a chain when $u < v$, it will also be denoted by $w_{u \to v}$; considering such words may be useful since $\phi_n$ exchanges $w_{u \to v}$ and $w_{(n-u) \to (n-v)}$.

Lemma 5. Let $u$ and $v$ be two integers such that $u \geq v$, and let $w$ and $w'$ be two words representing the same braid $\beta \in B_n^+$. If $w$ contains a $(u, v)$-chain, so does $w'$. Similarly, if $w$ rigidly contains a $(u, v)$-chain, so does $w'$; in that case, we have $\beta \geq_R \sigma_{u \to v}$.

Proof idea. It suffices to treat the case where $w$ and $w'$ are related by a single commutation or braid relation. Then, if $w$ rigidly contains a $(u, v)$-chain, an induction on $i$ shows that $\beta \geq_R \sigma_{i \to v}$ whenever $u \geq i \geq v$.

This generalises the property that containing a letter $\sigma_u$, i.e., a $(u, u)$-chain, is a braid invariant.

Lemma 6. Let $v \leq n - 1$ be an integer. A braid $\beta \in B_n^+$ contains an $(n-1, v)$-chain if and only if its $v$-body contains a letter $\sigma_v$.

Proof idea. Let $b_n(\beta)$ and $b_v(\beta)$ be represented by two braid words $w \in \mathcal{A}_{n-1}^*$ and $w' \in \mathcal{A}_n^*$. If their concatenation $ww'$ contains an $(n-1, v)$-chain, then the leftmost letter of that chain must already belong to $w'$, and so must its rightmost letter $\sigma_v$. Conversely, if $b_n(\beta)$ contains a letter $\sigma_v$, so does $w'$, and each occurrence of a letter $\sigma_i \neq \sigma_{n-1}$ in $w'$ must be preceded by an occurrence of the letter $\sigma_{i+1}$, thereby proving that $w'$ contains an $(n-1, v)$-chain.

To obtain the desired characterisation, we introduce the notions of left and right sets of a braid.

Definition 7. The left set of a braid $\beta$ is defined as the set $L(\beta) = \{ i : \sigma_i \leq L \beta \}$, and the right set of $\beta$ is defined as the set $R(\beta) = \{ i : \beta \geq_R \sigma_i \}$.

Lemma 8. Let $v \leq n - 1$ be an integer and $\beta \in B_n^+$ be a braid such that $L(\beta) = \{ n-1 \}$. Either $\beta$ is a chain or there exists an integer $v \leq n - 1$ such that $\sigma_{(n-1)-v} \sigma_v$ is a prefix of each word representing $\beta$.

Proof idea. Assuming that $\beta$ is not a chain, let $\sigma_{(n-1)-v} \sigma_u$ be a left divisor of $\beta$ in which $v$ is chosen minimal. If $u \geq v + 1$, then $u - 1 \in L(\beta)$, which is impossible; Lemma 6 proves that $u \geq v + 1$, and the minimality of $v$ forbids the case $u = v + 1$.

The interest of these notions arises from the following result, which relates each braid $\beta \in B_n^+$ with braids $\beta \sigma_{n-v} \in B_{n+1}^+$.

Proposition 9. Let $v \leq n$ be an integer. A braid $\beta \in B_n^+$ contains an $(n-1, v-1)$-chain if and only if $L(\beta) = L(\beta \sigma_{n-v})$.

Proof idea. If $\beta$ contains no $(n-1, v-1)$-chain, $b_n(\beta)$ contains no letter $\sigma_{v-1}$: it is the commutative product of two braids $\gamma$ and $\gamma'$, with generators in $\{ \sigma_1, \ldots, \sigma_{v-2} \}$ and $\{ \sigma_{v}, \ldots, \sigma_{n-1} \}$, respectively. But then, $\beta \sigma_{n-v} = b_n(\beta) \sigma_{n-v} \gamma \phi_1(\gamma')$, where the morphism $\phi_1$ maps each generator $\sigma_i$ such that $i \geq v$ to the generator $\sigma_{i+1}$. Since $b_n(\beta)$ belongs to $B_{n-1}^+$, it commutes with $\sigma_n$, which ends up left-dividing $\beta \sigma_{n-v}$, but not $\beta$. 
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Conversely, if $\beta$ contains an $(n - 1, v - 1)$-chain, every word $w$ representing $\beta \sigma_{n-v}$ both contains an $(n - 1, v - 1)$-chain and rigidly contains an $(n, v)$-chain. However, we can prove that each occurrence of a letter $\sigma$, of the former chain lies to the left of the occurrence of the letter $\sigma_{i+1}$ of the latter chain. Thus, $w_{>1}$ rigidly contains an $(n, v)$-chain, and Lemma 5 proves that the braid $\beta'$ represented by $w_{>1}$ is right-divided by $\sigma_{n-v}$. This means that $\beta = w_0(\beta' \sigma_{n-v})^{-1}$ is left-divided by $w_0$, this reasoning being valid for each letter $w_0 \in L(\beta \sigma_{n-v})$.

From these results, we can derive the following characterisation of the alternating normal form $\text{Alt}_n(B_n^+)$.

**Theorem 10.** A word $w \in A_n^+$ belongs to $\text{Alt}_n(B_n^+)$ if and only if $n = 2$ or $n \geq 3$ and $w$ has a (necessarily unique) factorisation $w = w^{(0)} \phi_n(w^{(1)}) \phi_n^2(w^{(2)}) \cdots \phi_n^k(w^{(k)})$ such that:

1. each of the words $w^{(0)}, w^{(1)}, \ldots, w^{(k)}$ belongs to $\text{Alt}_{n-1}(B_{n-1}^+)$;
2. each of the words $\phi_{n-1}(w^{(1)}), \phi_{n-1}(w^{(2)}), \ldots, \phi_{n-1}(w^{(k)})$ belongs to $\text{Alt}_{n-1}(B_{n-1}^+)$ and starts with the letter $\sigma_{n-2}$;
3. for all $i \geq 1$ and $v \geq 1$, if $\sigma_{i-1} = w^{(v)}$ is a prefix of $\phi_n(w^{(i+1)}) \phi_n^2(w^{(i+2)}) \cdots \phi_n^{k-i}(w^{(k)})$, the word $w^{(i)}$ contains an $(n - 2, v - 1)$-chain.

**Proof idea.** Given a braid $\beta \in B_n^+$ such that $w = \text{Alt}_n(\beta)$, the factors $w^{(i)}$ are the $n$-heads of the braids $\beta^{(0)}, \beta^{(1)}, \ldots$ given by $\beta^{(0)} = \beta$ and $\beta^{(i+1)} = \phi_n(b_n(\beta^{(i)}))$. Statement 1 is true by induction on $n$. Then, for all $i \geq 1$, we have $L(h_n(\beta^{(i)})) \subseteq L(\beta^{(i)}) = \{1\}$; thus, $w^{(i)}$ starts with the letter $\sigma_1$, and $\phi_n$ exchanges the alternating normal forms of the braids $h_n(\beta^{(i)})$ and $\phi_n(h_n(\beta^{(i)}))$. In other words, $\phi_{n-1}(w^{(i)})$ starts with the letter $\sigma_{n-2}$ and coincides with the word $\text{Alt}_{n-1}(\phi_{n-1}(h_n(\beta^{(i)})))$, which proves statement 2. Finally, when $i \geq 1$, an induction on $k$ proves that $w^{(i)} \phi_n(w^{(i+1)}) \cdots \phi_n^{k-i}(w^{(k)}) = \text{Alt}_n(\beta^{(0)})$, and since $L(\beta^{(i)}) = \{1\}$, it must coincide with its (non-empty) subset $L(w^{(i)})$, thereby making statement 3 a consequence of Lemma 6 and Proposition 9.

Conversely, given a factorisation $w^{(0)} \phi_n(w^{(1)}) \cdots \phi_n^k(w^{(k)})$ of a word $w \in A_n^+$ that makes statements 1 to 3 valid, we prove by induction on $n$ and $k$ that each word $w^{(i)}$ is the alternating normal form of the $n$-head of the braid $\beta^{(i)}$, where $\beta^{(0)}$ is the word represented by $w$ and $\beta^{(i+1)} = \phi_n(b_n(\beta^{(i)}))$. The induction hypothesis proves that both words $w^{(0)} \phi_n(w^{(2)}) \cdots \phi_n^{k-2}(w^{(k)})$ are the alternating normal forms of braids $\beta' \in B_{n-1}^+$ and $\beta'' \in B_n^+$, and it remains to prove that $L(\beta''') \subseteq \{1\}$, which we do by induction on $k$.

This is vacuously true when $k = 0$ and, when $k \geq 1$, the induction hypothesis ensures that $w^{(1)}$ and $w^{(2)} \phi_n(w^{(3)}) \cdots \phi_n^{k-2}(w^{(k)})$ are the alternating forms of $h_n(\beta'')$ and $\phi_n(b_n(\beta''))$. Since $L(b_n(\beta'')) \subseteq \{n - 1\}$, Lemma 8 proves that $s_n(b_n(\beta''))$ coincides with a chain $\sigma_{n-1}^{-1}$, that is a prefix of each word representing $b_n(\beta'')$, including $\phi_n(w^{(2)}) \phi_n^2(w^{(3)}) \cdots \phi_n^{k-1}(w^{(k)})$. Thus, statement 3 proves that $w^{(i)}$, or, equivalently, $h_n(\beta'')$, contains an $(n - 2, v - 1)$-chain. Consequently, since $L(\beta''') = L(h_n(\beta'')(b_n(\beta''))) = L(h_n(\beta'')s_n(b_n(\beta''))) = L(h_n(\beta'')(\sigma_{n-1}^{-1}))$, Proposition 9 proves that $L(\beta''') = L(h_n(\beta''))$. But $\phi_{n-1}(w^{(1)})$ is the alternating normal form of a braid that must coincide with $\phi_{n-1}(h_n(\beta''))$, and its first letter is $\sigma_{n-2}$, which means that the $(n - 1)$-head of $\phi_{n-1}(h_n(\beta''))$ is empty, i.e., that $L(\phi_{n-1}(h_n(\beta''))) \subseteq \{n - 2\}$. It follows, as desired, that $L(h_n(\beta'')) \subseteq \{1\}$.

### Minimal automata

In this section, we explicitly build the minimal automaton of the language $X_n = \text{Alt}_n(B_n^+)$. In order to do so, a crucial step lies in building the minimal automaton of the language $\text{Alt}_n(b_n(B_n^+))$. Noting that $b_n(B_n^+)$ coincides with the set of braids $\beta \in B_n^+$
3.1 Preliminary results

When \( n \geq 3 \), and due to Theorem 10, a word \( w \in A_n^+ \) belongs to \( L''_n \) if and only if \( w \) has a factorisation \( w = w^{(i)} \phi_n(w^{(i)}) \cdots \phi_k(w^{(k)}) \) such that:

2. each word \( w^{(i)} \) belongs to \( L''_{n-1} \);

3. for all \( i \geq 0 \) and \( v \geq 1 \), if \( \sigma_{n-1} \rightarrow v \) is a prefix of \( \phi_n(w^{(i+1)}) \phi_n(w^{(i+2)}) \cdots \phi_n^{v+k}(w^{(k)}) \), the word \( w^{(i)} \) contains a \((n-2, v-1)\)-chain.

These are variants of criteria 2 and 3. Criterion 3’ also requires, while reading a word \( w \in L''_{n-1} \), recalling the least integer \( v \) (if any) for which \( w \) contains an \((n-2, v)\)-chain. This integer is denoted by \( \text{ch}_{n-1}(w) \); when \( w \) contains no \((n-2, v)\)-chain at all, i.e., when \( w \in A_n^+ \), we set \( \text{ch}_{n-1}(w) = n - 1 \). In particular,

i) if \( k = 0 \), we simply have \( \text{ch}_{n-1}(w) = n - 1 \);
ii) if \( k = 1 \), the integer \( \text{ch}_{n-1}(w) \) may vary between 2 and \( n - 2 \);
iii) if \( k \geq 2 \), the word \( w \) contains the \((n-2, 1)\)-chain \( \sigma_{(n-2)} \rightarrow 1 \), and \( \text{ch}_{n-1}(w) = 1 \).

The following results allow determining \( \text{ch}_{n-1}(w) \) in case ii).
Lemma 11. Let $w$ be a word belonging to $L_n$, and let $\sigma_u$ be its rightmost letter, or $\sigma_u = \sigma_1$ if $w$ is empty. For all $v \leq n - 1$, the word $w\sigma_{u-v}$ also belongs to $L_n'$; furthermore, if $w$ belongs to $L_n'$, so does $w\sigma_{u-v}$. Finally, if $n \geq 2$ and $w$ is a non-empty word in $L_n'$, there exist at least two integers $x$ and $y$ such that $w\sigma_x$ and $w\sigma_y$ belong to $L_{n+1}'$.

Proof. We prove both statements of Lemma 11 separately. First, let $\ell$ be the length of $w$, and let $w' = w\sigma_{u-v}$. The first statement being immediate when $\ell = 0$, we assume that $\ell \geq 1$.

Since the braid word $\sigma_u \sigma_{u-v}$ is the only representative of its braid, we have $s_u(\sigma_u \sigma_{u-v}) = \sigma_u$. A backward induction on $i$ proves then that $s_u(w_{>i}) = s_u(w'_{>i})$ for all $i \leq \ell - 1$. It follows from the remark 3) of page 4 that $w\sigma_{u-v} \in L_n'$, and that $L(w\sigma_{u-v}) = L(w)$, thereby proving that $w\sigma_{u-v} \in L_n'$ if $w \in L_n'$.

We prove the last statement by induction on $n$. If $n = 2$, the word $w$ is of the form $w = \sigma_1'$, and $w\sigma_1$ and $w\sigma_2$ belong to $L_3'$. If $n \geq 3$, let $w = w^{(0)}\phi_1(w^{(1)}) \cdots \phi_{n-2}(w^{(k)})$ be the factorisation of $w$ given in Theorem 10. If $k = 0$, the word $w$ belongs to $L_n'$, and the induction hypothesis also proves that there exist two integers $x$ and $y$ for which $w\sigma_x$ and $w\sigma_y$ belong to $L_n'$. Otherwise, $k \geq 1$, and $w$ both ends with some letter $\sigma_u$ and contains the letter $\sigma_{n-1}$, which proves that both $w\sigma_u$ and $w\sigma_n$ belong to $L_{n+1}'$.

Lemma 12. Let $w$ be a word belonging to both $L_{n-1}'$ and $L_{n-2}'\phi_n(L_{n-2}' \setminus L_{n-1}')$, and let $w(0)$ be its longest prefix belonging to $\mathcal{A}_{n-2}'$:

- if $w$ has a factorisation of the form $w = w^{(0)}\sigma_{(n-2)-v}$, then $\mathcal{C}_{n-1}(w) = v$;
- otherwise, let $v$ be the least integer such that $w\sigma_v \in L_{n-1}'$: we have $\mathcal{C}_{n-1}(w) = v + 1$.

Proof. The first part of Lemma 12 being immediate, we focus on the second part. In that case, let $w^{(1)}$ be the suffix of $w$ such that $w = w^{(0)}w^{(1)}$, and let $\beta = B_{n-1}$ be the braid represented by $w$. By construction, $w^{(1)}$ belongs to $\phi_{n-1}(A_{n-2}^*)$, and $w^{(1)} = \text{Alt}_{n-1}(b_{n-1}(\beta))$. Furthermore, by Lemma 6, $\mathcal{C}_{n-1}(w)$ is simply the least letter of $w^{(1)}$, say, $y$. In particular, when $z \leq y - 2$, the word $w\sigma_z$ contains no $(n-2,z)$-chain, and Lemma 6 prevents it from belonging to $L_{n-1}'$. Conversely, the word $\phi_{n-1}(w^{(1)}\sigma_{y-1}) = \phi_{n-1}(w^{(1)})\sigma_{y-1}$ satisfies both criteria 2' and 3' that mark it as a member of $L_{n+1}'$, and thus of $L_{n-1}'$. Moreover, $w^{(1)}$ is not a chain, so that the maximal chains that are prefixes of $w^{(1)}$ and of $w^{(1)}\sigma_{y-1}$ coincide with each other. Consequently, $w\sigma_{y-1}$ itself belongs to $L_{n-1}'$.

As a consequence of Lemma 12, for each word $w$ in $L_{n-1}'$, the integer $\mathcal{C}_{n-1}(w)$ depends only on whether $\sigma_{n-2}\sigma_1$ is a subword of $w$ and, if not, on the residual of $w$ (i.e., on the set $\{x \in A_{n-1} : wx \in L_{n-1}'\}$). For each automaton $\mathcal{A}' = (V, A_{n-1}, \delta, \iota)$ recognising the language $L_{n-1}'$, the residual of a word $w \in L_{n-1}'$ depends only on the state $s = \delta(\iota, w)$ of $\mathcal{A}'$ to which $w$ is mapped. Thus, below, for each state $s$ of $\mathcal{A}'_{n-1}$, we simply note $\mathcal{C}_{n-1}(s)$ the common value of the integers $\mathcal{C}_{n-1}(w)$ when $\delta'(:\iota_{n-1}, w) = s$ and $\sigma_{n-2}\sigma_1$ is not a subword of $w$; if no such word $w$ exists, we set $\mathcal{C}_{n-1}(s) = 1$.

### 3.2 Construction and correctness of the automaton $\mathcal{A}''_n$

Here, we give a construction of an automaton $\mathcal{A}''_n$ that recognises the language $L_n''$. This automaton looks like its minimal equivalent $\mathcal{A}'_n$ represented in Figure 5 when $n = 4$. The semantics of its states is given in the beginning of the proof of Proposition 13.

Proposition 13. Given an integer $n \geq 4$, let $\mathcal{A}'_{n-1} = (V_{n-1}', A_{n-1}, \delta_{n-1}', \iota_{n-1}')$ be the minimal automaton recognising $L_{n-1}'$. The language $L_n'$ is recognised by the (deterministic, non-minimal) automaton $\mathcal{A}''_n = (V''_n, A_n, \delta''_n, \iota''_n)$ defined as follows. The state set of $\mathcal{A}''_n$ is given by $V''_n = \{(V_{n-1} \times \{\top, \bot\}) \cup P''_n) \times \{\text{id}_n, \phi_n\}\}$, where we set $P''_n = \{p^j : 2 \leq j \leq n\}$; its initial state is $\iota''_n = (\iota'_{n-1}, \bot, \text{id}_n)$; and its transition function $\delta''_n$ is given by:
When \( n \geq 4 \), the automaton \( \mathcal{A}_n' \) is not minimal. A first reason is that some states have the same residuals, and should thus be merged; we recall that the residual of a state \( s \in V_n \) is the language \( \mathcal{L}_n'(s) \) of those words \( w \in A_n^* \) for which \( \delta_n''(s, w) \) exists and is accepting. A second reason is that, when \( n \geq 5 \), some states of \( \mathcal{A}_n'' \) are not even accessible. Thus, we shall transform \( \mathcal{A}_n'' \) into the minimal automaton \( \mathcal{A}_n' \) of \( \mathcal{L}_n' \).
23:10 The Alternating Normal Form of Braids and Its Minimal Automaton

Definition 14. Given an integer $n \geq 4$, let $\mathcal{A}''_n = (V''_n, A_n, \delta''_n, t''_n)$ be the automaton built in Proposition 13. The automaton $\mathcal{A}''_n = (V''_n, A_n, \delta''_n, t''_n)$ is defined from $\mathcal{A}''_n$ by

- merging the states $(t''_{n-1}, \perp, \phi_k)$ and $(p''_{n-1}, \phi_k)$ for each $\phi_k \in \{ld_n, \phi_n\}$; this amounts to deleting the state $(p''_{n-1}, \phi_k)$ and redirecting toward $(t''_{n-1}, \perp, \phi_k)$ those transitions of $\mathcal{A}''_n$ that were targeted toward $(p''_{n-1}, \phi_k)$;
- deleting states of the form $(p''_i, ld_{n-1}), \perp, \phi_k)$, where $p''_i \in P''_{n-1}$ and $\phi_k \in \{ld_n, \phi_n\}$.

In particular, the actual state set of $\mathcal{A}''_n$ is $V''_n = ((\overline{V''_{n-1}} \times \{\perp\}) \cup (V''_{n-1} \times \{\top\}) \cup P''_{n-1}) \times \{ld_n, \phi_n\}$, where $P''_{n-1} = P''_{n-1} \setminus \{p''_{n-1}\}$ and $\overline{V''_{n-1}} = V''_{n-1} \setminus (P''_{n-1} \times \{ld_n\})$.

The reason why we shall merge the states $t''_n = (t''_{n-1}, \perp, ld_n)$ and $(p''_{n-1}, ld_n)$ is that both states have only one outgoing transition, labelled by $\sigma_1$, and whose target state is $\delta''_n(t''_n, \sigma_1)$. Similarly, we shall merge the states $(t''_{n-1}, \perp, \phi_n)$ and $(p''_{n-1}, \phi_n)$. Below, we will consider $(p''_{n-1}, \phi_k)$ as an alias for $(t''_{n-1}, \perp, \phi_k)$.

Then, we shall also delete states of the form $(p''_i, ld_{n-1}), \perp, \phi_k)$ because they are not accessible. Indeed, by construction of $\delta''_{n-1}$, every path in $\mathcal{A}''_{n-1}$ (or in $\mathcal{A}''_{n-1}$) and ending in such a state $(p''_i, ld_{n-1})$ must have previously visited a state of the form $(s, \phi_{n-1})$. Thus, every word $w$ for which $\delta''_{n-1}(t''_{n-1}, w) = (p''_i, ld_{n-1})$ already contains an $(n-2, 1)$-chain, thereby proving that $\delta''_n(t''_n, w) = (p''_i, ld_{n-1}, \top, ld_n)$. It follows, as announced, that $(p''_i, ld_{n-1}), \perp, ld_n$ is inaccessible, and we prove similarly that $(p''_i, ld_{n-1}), \perp, \phi_n$ is also inaccessible.

An example of this construction, when $n = 4$, is given in Figure 5, where we start from the 4-state automaton $\mathcal{A}'_4$, whose states are denoted by $s_1$ to $s_4$, and obtain the 20-state automaton $\mathcal{A}''_4$. We wish we had represented the automaton $\mathcal{A}'_4$, thereby showing why replacing $V''_{n-1}$ by $V'_{n-1}$ is important, but $\mathcal{A}''_4$ contains 86 states, which is difficult to read. For the sake of readability, each state $(s, f, \phi_k)$ is denoted by $s'$, with a bar when $\phi_k = \phi_n$, i.e., when $k$ is odd. We added the dangling states $(p''_i, \phi_k)$, which are also denoted by $p''_i', \phi_k'$, with a bar when $\phi_k = \phi_n$.

While the above paragraphs prove that the automaton $\mathcal{A}''_n$ recognises the same language as $\mathcal{A}''_n$, i.e., the language $L''_n$, we shall now prove that its states are accessible and have pairwise distinct residuals. Once again, we proceed by induction and, since this result is clear when $n \leq 3$, we assume that $n \geq 4$ and that $\mathcal{A}''_{n-1}$ is already known to be minimal.

In Lemma 15, we prove not only that each state of $\mathcal{A}''_n$ is accessible, but also most states can be reached via a word that does not contain any $(n-1, 1)$-chain. This will be crucial toward proving, in Lemma 16, that for any two distinct states $s$ and $s'$, there exists a word that can be read from $s$ but not from $s'$, or from $s'$ but not from $s$.

Lemma 15. The automaton $\mathcal{A}''_n$ is strongly connected. Furthermore, for each state $s$ in $\overline{V''_{n-1}}$, i.e., each state $s$ distinct from the states $(p''_i, ld_n)$ for which $p''_i \in P''_{n-1}$, there exists a word $w$ that does not contain any $(n-1, 1)$-chain and such that $\delta''_n(t''_n, w) = s$.

Proof. The result being visibly correct when $n \leq 3$, let us assume that $n \geq 4$. Given a state $s$ in $\overline{V''_{n-1}}$, the induction hypothesis ensures that there exists a word $w$ in $L''_{n-1}$ without $(n-1, 1)$-chain for which $\delta''_{n-1}(t''_{n-1}, w) = s$. Since $\mathcal{A}''_{n-1}$ is strongly connected, it also tells us that there exists a non-empty word $w' \in L''_{n-1}$ for which $\delta''_{n-1}(t''_{n-1}, \sigma_1 w') = t''_{n-1}$; it follows that $\delta''_n(t''_n, w'') = (t''_{n-1}, \top, ld_n)$, where $w'' = \sigma_1 \rightarrow (n-2) \sigma_2 \rightarrow (n-2) \rightarrow (j-1) \sigma_1 \rightarrow (n-1) \rightarrow w'$.

Finally, for each state $p''_i \in P''_{n-1}$, the word $w_i' = \sigma_1 \rightarrow (n-2) \sigma_2 \rightarrow (n-2) \rightarrow (j-1) \sigma_1 \rightarrow (n-1) \rightarrow w'$ obeys the relation $\delta''_n(t''_n, w_i') = (p''_i, \phi_n)$; identifying the states $(t''_{n-1}, \perp, \phi_n)$ and $p''_{n-1}$ also makes this construction valid when $p''_i = p''_{n-1}$. We complete the proof by observing that:

- $(s, \perp, ld_n) = \delta''_n(t''_n, w)$;
- $(s, \top, ld_n) = \delta''_n(t''_n, w''w)$;
- $(p''_i, \phi_n) = \delta''_n(t''_n, w_i')$, including when $p''_i = p''_{n-1}$, i.e., when $(p''_i, \phi_n) = (t''_{n-1}, \perp, \phi_n)$;
Lemma 16. The states of $\mathcal{A}'_n$ have pairwise distinct residuals.

**Proof.** Let $s$ and $s'$ be distinct states of $\mathcal{A}'_n$, and let $w$ and $w'$ be non-empty words in $L_n'$ such that $\delta'_n(s',w) = s$ and $\delta'_n(s',w') = s'$. In addition, let $w(0) \phi_n(w(1)) \cdots \phi_n(w(k))$ and $w'(0) \phi_n(w'(1)) \cdots \phi_n(w'(\ell))$ be their factorisations given by Theorem 10; we assume that $w$ and $w'$ were chosen so that $k$ and $\ell$ are minimal.

We first prove that the states of the form $(t, f, Id_n)$ or $(p'_i, Id_n)$ have pairwise distinct residuals. We call such states “ld$_n$-states”, as opposed to “$\phi_n$-states”:

- If $s$ is of the form $(p'_i, Id_n)$, including if $i = n - 1$, the only letter in $L_n'(s)$ is $\sigma_{n-i}$. On the contrary, $L_n'(s')$ contains at least two letters, both if $s'$ is of the form $(p'_j, Id_n)$ with $i \neq j$, since two such letters are $\sigma_{n-i}$ or $\sigma_{n+1-i}$, or if $s'$ is of the form $(t', f', Id_n)$, because of Lemma 11 (which we can use because we forced $w$ and $w'$ to be non-empty). Thus, each state $(p'_i, Id_n)$ has a residual distinct from all other ld$_n$-states.
If $s$ is of the form $(p_i^j, 1)$, it is the only state such that $\delta_n'(s, \sigma_{(n+1-j)\rightarrow(n-i)}) = (p_i^j, 1)$. Thus, the state $\delta_n'(s, \sigma_{(n+1-j)\rightarrow(n-i)})$ either fails to exist or does not coincide with $(p_i^j, 1)$: in both cases, $s$ and $s'$ have distinct residuals.

If both $s$ and $s'$ are of the form $(t, f, 1)$ and $(t', f', 1)$, either $t \neq t'$, in which case the induction hypothesis proves that $L_n'(s) \cap L_n'(t) \neq L_n'(t') = L_n'(s') \cap L_n'(t')$, or $f \neq f'$, in which case the chain $\sigma_{(n+1-j)\rightarrow(n-i)}$ belongs to exactly one of the residuals $L_n'(s)$ and $L_n'(s')$. Similarly, all $\phi_n$-states have distinct residuals.

Finally, assume that $s$ is an $1d_n$-state and that $s'$ is a $\phi_n$-state. Let $\sigma_u$ be the last letter of $w$, with $u \leq n-2$, and let $z = \text{ch}_{n-1}(s)$. We have $\delta_n'(s, \sigma_{u\rightarrow(n-1)}) = (p_{n-1}^{u+1}, \phi_n)$. On the contrary, either the state $s_1 = \delta_n'(s', \sigma_u)$ is a $\phi_n$-state, in which case the state $s_2 = \delta_n'(s', \sigma_{u\rightarrow(n-2)})$ is also a $\phi_n$-state and $\delta_n'(s', \sigma_{u\rightarrow(n-1)}) = \delta_n'(s_2, \sigma_{n-1})$ differs from $(p_{n-1}^{u+1}, \phi_n)$, or $s_1$ is an $1d_n$-state of the form $(p_{n-1}^1, 1)$, in which case $\delta_n'(s, \sigma_{u\rightarrow(n-1)}) = \delta_n'(s_1, \sigma_{(u+1)\rightarrow(n-1)})$ is also an $1d_n$-state.

As a consequence of Lemmas 15 and 16, we obtain the following result.

**Proposition 17.** The automaton $A_n'$ is the minimal automaton of the language $L_n'$.

### 3.4 Construction, correctness and minimality of the automaton $A_n$

We finally construct the automata $A_n$ as follows.

**Definition 18.** First, $A_1 = A_1'$ is the automaton with one unique (necessarily initial) state and no transition, and $A_2 = A_2'$ is the automaton with one unique state and one loop labelled by $\sigma_1$. Then, when $n \geq 3$, the state set and initial state of $A_n$ are defined by $V_n = V_{n-1} \cup V_n'$ and $1_n = 1_{n-1}$, and the transition function $\delta_n$ is defined as follows:

$\delta_n(s, \sigma_u) = \delta_{n-1}(s, \sigma_u)$ when $s \in V_{n-1}$ and $u \leq n-2$;

$\delta_n(s, \sigma_{n-1}) = \delta_n'(s_1', \sigma_1)$ when $s \in V_{n-1}$;

$\delta_n(s, \sigma_u) = \delta_n'(s, \sigma_{u-1})$ when $s \in V_n'$.

The relation $L_n = L_{n-1} \phi_n(L_n')$ proves that this automaton recognises the set $L_n$. Then, we prove by induction that each state $s$ of $A_n$ is accessible: when $s \in V_{n-1}$, this is just the induction hypothesis, and when $s \in V_n'$, Lemma 15 proves that $s$ is accessible from $\delta_n'(i_n', \sigma_1)$, which is itself accessible via the one-letter word $\sigma_{n-1}$.

Our last task consists in proving that any two states $s$ and $s'$ of $A_n$ have pairwise distinct residuals. When $s$ and $s'$ belong to $V_{n-1}$, this is the induction hypothesis, and when $s$ and $s'$ belong to $V_n'$, this is the irreducibility of $A_n'$. Finally, when $s \in V_{n-1}$ and $s' \in V_n'$, let $w$ be a word such that $\delta_n(t_n, w) = s$, and let $\sigma_u$ be its last letter, or $\sigma_u = \sigma_1$ in case $w$ is empty. Then, let $w' = \sigma_{u-1}$. Lemma 11 proves that $ww'$ belongs to $L_n$, so that $\delta_n(s, w' \sigma_{n-1}) = \delta_n'(i_n', \sigma_1)$; this is a state of $A_n'$ that differs from all states $(p_{n-1}^i, 1)$. By contrast, if they ever exist, the state $\delta_n(s', w') = \delta_n'(s', \phi_n(w'))$ is a $\phi_n$-state, so that $\delta_n(s', w' \sigma_{n-1}) = \delta_n'(\delta_n'(s', \phi_n(w')), \sigma_1)$ is a state $(p_{n-1}^i, 1) - \phi_n$ which may be the state $(p_{n-1}^i, 1) = i_n'$. From the above discussion results the following theorem.

**Theorem 19.** The automaton $A_n$ is the minimal automaton of the language $\text{Alt}_n(B^+_n)$.

### 4 Size of the minimal automata

This final section is devoted to evaluate the size of the minimal automaton $A_n$ of the language $\text{Alt}_n(B^+_n)$, both in terms of states and of transitions.

Theorem 20. The automaton $\mathcal{A}_n$ has $s_n$ states and $t_n$ transitions, where $s_1 = 1$, $t_1 = 0$, and
\[ s_n = \frac{25 \times 2^{2n-3} - 9n^2 + 3n + 7}{27} \quad \text{and} \quad t_n = \frac{(225n - 290)2^{2n-5} - 9n^3 - 9n^2 + 93n - 77}{81} \]
whenever $n \geq 2$.

Proof. Below, let $s'_n$ and $t'_n$ denote the number of states and of transitions of the automaton $\mathcal{A}'_n$. First, we have $s'_1 = s'_2 = 1$, $s'_3 = 4$ and $t'_1 = 0$, $t'_2 = 1$, $t'_3 = 6$. Then, when $n \geq 3$, note that $|P'_n| = |P'_{n-1}| + (n-2)$. It follows that
\[ s'_n = |V'_n| = 2(|V'_{n-1}| + |P'_{n-1}|) + |V'_n| = 4s'_{n-1} + 2(n-2), \]
and an immediate induction proves that $s'_n = (25 \times 2^{2n-5} - 6n + 4)/9$ for all $n \geq 3$.

Furthermore, each state $(p'_i, \phi'_k)$ is of out-degree 2 when $i > j$, and 1 when $i = j$; the latter cases occurs $n - 3$ times, and thus, $2|P'_n| - (n-3)$ transitions leave a state $(p'_i, \text{Id}_n)$. In addition, those Id$_n$-states of $\mathcal{A}'_n$ from which one can read a letter $\sigma_{n-1}$ are the states $(s, f, \text{Id}_n)$ for which $f = \top$ or $s$ is a $\phi_{n-1}$-state of $\mathcal{A}'_{n-1}$; there are $s'_{n-1}$ states in the first family, and $s'_{n-1}/2$ states in the second family but not in the first one. Consequently, in total, there are
\[ (t'_{n-1} - (2|P'_{n-1}| - (n - 4)) + t'_{n-1} + (2|P'_{n-1}| - (n - 3)) + 3s'_{n-1}/2 \]
transitions leaving Id$_n$-states, and $t'_n = 4t'_{n-1} + 3s'_{n-1} + 2(2n - 5)$. Hence, another induction proves that $t'_n = ((25n - 75)2^{2n-7} - 2n + 4)/3$ for all $n \geq 3$.

Finally, $s_1 = s_2 = 1$, $t_1 = 0$ and $t_2 = 1$, whereas $s_n = s_{n-1} + s'_n$ and $t_n = t_{n-1} + s_{n-1} + t'_n$ for all $n \geq 3$. Thus, an easy induction proves once again that $s_n = (25 \times 2^{2n-3} - 9n^2 + 3n + 7)/27$ and $t_n = ((225n - 290)2^{2n-5} - 9n^3 - 9n^2 + 93n - 77)/81$ whenever $n \geq 2$.

Open problems and perspectives

The above study of the minimal automaton leaves wide open a few questions, which we intend to explore in follow-up work.

Linear-time recognition algorithm

Precomputing in time $O(s_n + t_n) = O(n2^n)$ the automaton $\mathcal{A}_n$ gives us an algorithm that will then detect in time $O(\ell)$ whether an $\ell$-letter word $w \in \mathcal{A}_n$ is in alternating normal form. However, when $\ell$ is small, this precomputation may seem prohibitively costly. Instead, our recursive description of the automata $\mathcal{A}_n$ and $\mathcal{A}'_n$ also provides us with a simple algorithm that will run in time $O(n\ell)$. Indeed, we can simulate the execution of a path in $\mathcal{A}_n$ as follows:

1. a pointer indicates which is the largest letter $\sigma_{k-1}$ we have read so far, which means that we are currently reading a word in the automaton $\mathcal{A}'_k$;
2. each state of $\mathcal{A}'_k$ can be represented by a list of the form $s = (p''_n, \phi''_1, f_{i+1}, \phi''_{i+1}, \ldots, f_k, \phi''_k)$, where $p''_n \in P'_n$, each flag $f_i$ is a boolean $\bot$ or $\top$, and each morphism $\phi''_j$ is either Id$_j$ or $\phi_j$;
3. our recursive description of the transition function $\delta_n$ makes it easy to compute in time $O(n)$ the list that represents the state $\delta_n(s, \sigma_n)$ for all letters $\sigma_n \in \mathcal{A}_n$, provided that this state is well-defined.
Another natural question concerns the automaticity of the alternating normal form, which can be summarised as follows. For each generator $\sigma_i \in A_n$, we wish to recognise those pairs of words $(w, w')$ representing braids $\beta$ and $\beta'$ such that $\beta = \sigma_i \beta'$ (this is left automaticity) or $\beta = \beta' \sigma_i$ (this is right automaticity). In practice, the words $w$ and $w'$ having distinct lengths, the pair $(w, w')$ shall be represented as a word on the alphabet $(A_n \cup \{\bullet\})^2$, where $\bullet$ is a padding symbol; synchronous automaticity requires that the only padding symbol should be the rightmost symbol of $w'$, and asynchronous automaticity allows placing padding symbols wherever we want. It is shown in [5, Proposition 6.10] that the alternating normal form is not asynchronously left-automatic. It might still be right-automatic; this should be the subject of a subsequent article.

Rotating normal form

A close cousin to the alternating normal form is the rotating normal form, already mentioned in the introduction. This normal form is not defined on the standard braid monoid $B_n^+$ itself, but on the dual braid monoid $B_n^{+\ast}$ positively generated by the generators $\sigma_{i,j} = (\sigma_{i+1,j})^{-1} \sigma_{i,j}$.

This monoid enjoys properties similar to the properties a) to e) of page 2. However, there, the Garside element is a braid $\delta_n$ for which the inner automorphism $\varphi_n: \beta \mapsto \delta_n^{-1} \beta \delta_n$ is not an involution of $B_n^{+\ast}$ when $n \geq 3$, but is of order $n$.

Local criteria similar to Theorem 10 were found in [11], which help characterising words in rotating normal form and proving that this normal form is regular. Nevertheless, the resulting automaton is not yet guaranteed to be minimal, being analogous to our automaton $A''_n$ rather than to its minimal variant $A'_n$. Thus, we intend to replicate our study of the alternating normal form to the rotating normal form, possibly studying its right automaticity as well.

Random generation

In [13], V. Gebhardt and J. González-Meneses focus on the problem of generating uniformly at random a braid $\beta \in B_n^+$ of length $\ell \geq 0$. By identifying each braid $\beta$ with the word $\text{MinLex}_n(\beta)$, they reduce this problem to that of generating a word of length $\ell$ in a regular language, whose minimal automaton they computed. A crucial step is then to compute the number of paths of length $\ell$, in the automaton, that may leave a given state $s$. Doing so efficiently requires:

- identifying the set of minimal forbidden patterns, i.e., the minimal words (for the prefix ordering) that do not label a path leaving the state $s$;
- applying inclusion-exclusion formulas based on that set;
- using structural properties of that set to perform only polynomially many (and not exponentially many) calls to inclusion-exclusion formulas.

As a result, they obtain an algorithm that generates $\beta$ in time $O(n^4 \log(n) \ell^3 \log(\ell))$. It might be possible to adapt this approach to efficiently count paths leaving a state of $A''_n$, thereby obtaining another sampling algorithm, with a similar complexity.
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1 Introduction

1.1 Overview
The aim of [7] is the study of the asymptotic behaviour of the summatory functions of regular sequences [1] – in simplest terms, a sequence $x$ is called $q$-regular for some integer $q \geq 2$ if there are square matrices $A_0, \ldots, A_{q-1}$, a row vector $u$ and a column vector $w$ such that for all integers $n \geq 0$,

$$x(n) = uA_{n_0} \ldots A_{n_{q-1}}w$$ \hspace{1cm} (1)
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where \((n_{t-1}, \ldots, n_0)\) is the q-ary expansion of \(n\); an alternative definition will be given in
Definition 1. Regular sequences have been introduced by Allouche and Shallit [1]; a plethora
of examples have also been given in the same publication. We highlight two prototypical
examples at this point: the binary sum of digits function and the worst case number of
comparisons in merge sort.

The main result of [7] is that the summatory function \(N \mapsto \sum_{0 \leq n < N} x(n)\) of a \(q\)-regular
sequence \(x\) has an asymptotic expansion

\[
\sum_{0 \leq n < N} x(n) = \sum_{\lambda \in \sigma(C)} N^{\log_q \lambda} \sum_{0 \leq k < m_C(\lambda)} \frac{(\log N)^k}{k!} \Phi_{\lambda k}(\log_q N) + O\left(N^{\log_q R}(\log N)^\kappa\right) \tag{2}
\]

as \(N \to \infty\), where the \(\Phi_{\lambda k}\) are suitable 1-periodic continuous functions and \(\sigma(C), m_C, R, \kappa\)
are a set, a function, and two quantities, respectively, depending on the regular sequence and
which will be explained in Theorem 3 below. An algorithm is given to compute the Fourier
coefficients of the periodic functions. The main question is whether there are \(\lambda \in \sigma(C)\) with \(|\lambda| > R\). In this case, we say that we established a good asymptotic expansion for the
summatory function of the regular sequence. Otherwise, (2) reduces to an error term. Note
that discussing the question of whether the periodic fluctuations vanish is beyond the scope
of this paper.

Studying the summatory function was motivated by the fact that in several well-known
examples of regular sequences, the sequences themselves are fluctuating too much so that it
is impossible to establish a good asymptotic expansion for the regular sequence itself. For
instance, for the binary sum of digits function \(s_2\), we have \(s_2(2^k - 1) = k\) and \(s_2(2^k) = 1\) for
all integers \(k \geq 0\), so the most precise asymptotic expansion for \(s_2(n)\) is \(s_2(n) = O(\log n)\)
for \(n \to \infty\). However, the summatory function might admit a good asymptotic expansion:
For the summatory function of the binary sum of digits function, we have \(\sum_{0 \leq n < N} s_2(n) = \frac{1}{2} N \log_2 N + N\Phi(\log_2 N)\) for some 1-periodic continuous function \(\Phi\) as \(N \to \infty\); see Delange [3].
In this particular example, there is no error term; in general, an error term is to be expected.

However, \(a \text{ priori},\) it is not clear whether the summatory function of a regular sequence
will be smooth enough so that a good asymptotic expansion can be established. In fact, it is
known [1, Theorems 2.6 and 2.5] that the forward difference \(n \mapsto x(n+1) - x(n)\) of a regular
sequence \(x\) is again regular. This means that the summatory function of the forward difference
of the binary sum of digits function equals the binary sum of digits function and no good
asymptotic expansion can be obtained. Thus, as we are able to go forth (summatory function)
and back (forward difference), the question arises whether for every regular sequence, there is
a non-negative integer \(k\) such that its \(k\)-fold summatory function admits a good asymptotic
expansion. In this paper, we prove that this is the case for all regular sequences except for
some degenerate cases (Theorem 5).

For other regular sequences, the sequence itself might admit a good asymptotic expansion.
One example are sequences associated with divide-and-conquer schemes [11, 12], for example,
the worst case analysis of the number of comparisons in the merge sort algorithm. These are
closely related to the so-called “master theorems”; see the discussion in [12]. These sequences
are easily seen [12, Equation (2.1)] to be regular sequences (as long as the toll function is
regular). While Hwang, Janson, and Tsai [12] provide a direct proof for the asymptotic
behaviour and give plenty of examples, the question is whether these results can also be
obtained by using the results in [7]. In the present paper, we see such a sequence as the
summatory function of its forward difference, and we show that for polynomial toll functions,
we get a good asymptotic expansion in the vast majority of cases. The result is formulated in
Theorems 7 and 8. In contrast to [12], we are not constrained to cases where the toll function is asymptotically smaller than the sequence and Fourier coefficients can be computed using the results of [7].

The remaining paper is structured as follows. In Section 1.2, we recall the definition and the relevant results on regular sequences. This is followed in Section 1.3 by the statement of our new result on the $k$-fold summatory function. In Section 1.4, we present the state of the art for divide-and-conquer sequences and state our version the result in Section 1.5. An explicit example is discussed in Section 1.6. Sections 2 and 3 are devoted to the proofs of our theorems.

1.2 Regular Sequences: Definition and State of the Art

We recall the definition of a regular sequence; see Allouche and Shallit [1, 2] for characterisations, properties, and an abundance of examples.

Definition 1. Let $q \geq 2$ be an integer. A sequence $x \in \mathbb{C}^{\mathbb{N}_0}$ is said to be $q$-regular if there are a non-negative integer $D$, a family $A = (A_r)_{0 \leq r < q}$ of $D \times D$ matrices over $\mathbb{C}$, a vector $u \in \mathbb{C}^{1 \times D}$ and a vector-valued sequence $v \in (\mathbb{C}^{D \times 1})^{\mathbb{N}_0}$ such that for all $n \in \mathbb{N}_0$, we have

$$x(n) = uv(n),$$

and such that for all $0 \leq r < q$ and all $n \in \mathbb{N}_0$, we have

$$v(qn + r) = A_r v(n).$$

(3)

We call $(u, A, v(0))$ a linear representation of $x$ and $v$ the right vector-valued sequence associated with this linear representation.

Note that (1) easily follows from (3) by induction; the other direction is contained in [1, Lemma 4.1].

In [7] asymptotic properties were studied. To formulate an abbreviated version of its main result, we first need to recall the notion of the joint spectral radius of a set of square matrices as bounds on matrix products are relevant in view of the representation (1). We fix a vector norm $\| \cdot \|$ on $\mathbb{C}^D$ and consider its induced matrix norm.

Definition 2. Let $D$ be a positive integer and $G$ be a finite set of $D \times D$ matrices over $\mathbb{C}$.

1. The joint spectral radius of $G$ is defined as

$$\rho(G) := \lim_{k \to \infty} \sup\{\|G_1 \ldots G_k\|^{1/k} | G_1, \ldots, G_k \in G\}.$$

2. We say that $G$ has the simple growth property if

$$\|G_1 \ldots G_k\| = O(\rho(G)^k)$$

holds for all $G_1, \ldots, G_k \in G$ and $k \to \infty$.

For a family $G = \{G_i\}_{i \in I}$ of $D \times D$ matrices, we set $\rho(G) := \rho(\{G_i | i \in I\})$ and we say that $G$ has the simple growth property if $\{G_i | i \in I\}$ has the simple growth property.

---

2 Strictly speaking, this is an algorithmic characterisation of a regular sequence which is equivalent to the definition given by Allouche and Shallit [1], who first introduced this concept: they define a sequence $x$ to be $q$-regular if the kernel

$$\{ x \circ (n \to q^j n + r) | j, r \in \mathbb{N}_0 \text{ with } 0 \leq r < q^j \}$$

is contained in a finitely generated module.

3 In the standard literature, the basis is frequently denoted by $k$ instead of our $q$ here.
We note that the joint spectral radius and the simple growth property are independent of the chosen norm; cf. [9, Remark 4.2].

For a square matrix $M$, let $\sigma(M)$ denote the set of eigenvalues of $M$ and by $m_M(\lambda)$ the size of the largest Jordan block of $M$ associated with some $\lambda \in \mathbb{C}$. In particular, we have $m_M(\lambda) = 0$ if $\lambda \not\in \sigma(M)$. Finally, we let $\{z\} := z - \lfloor z \rfloor$ denote the fractional part of a real number $z$. We use Iverson’s convention: For a statement $S$, we set $\lfloor S \rfloor = 1$ if $S$ is true and 0 otherwise; see also Graham, Knuth and Patashnik [6, p. 24].

Theorem 3 ([7, Theorem A], [4, 5]). Let $x$ be a $q$-regular sequence with linear representation $(u, A, w)$, and set

$$B_r := \sum_{0 \leq s < r} A_s, \quad C := \sum_{0 \leq s < q} A_s$$

for $0 \leq r < q$.

We choose $R > 0$ as follows: If $A$ has the simple growth property, then we set $R = \rho(A)$. Otherwise, we choose $R > \rho(A)$ such that there is no eigenvalue $\lambda \in \sigma(C)$ with $\rho(A) < |\lambda| \leq R$.

Then we have

$$\sum_{0 \leq n < N} x(n) = \sum_{\lambda \in \sigma(C), |\lambda| > R} N^{\log_q \lambda} \sum_{0 \leq k < m_C(\lambda)} \frac{(\log N)^k}{k!} \Phi_{\lambda k}(\{\log_q N\})$$

$$+ O\left(N^{\log_q R} (\log N)^{\max\{m_C(\lambda) : |\lambda| = R\}}\right)$$

as $N \to \infty$, where $\Phi_{\lambda k}$ are suitable 1-periodic functions. If there are no eigenvalues $\lambda \in \sigma(C)$ with $|\lambda| \leq R$, the $O$-term can be omitted.

For $|\lambda| > R$ and $0 \leq k < m_C(\lambda)$, the function $\Phi_{\lambda k}$ is Hölder continuous with any exponent smaller than $\log_q(|\lambda|/R)$.

Note that [7] also contains results on how to compute the Fourier coefficients of the periodic fluctuations $\Phi_{\lambda k}$.

1.3 Summatory Functions of Regular Sequences

As announced in Section 1.1, within this paper, we show that for all regular sequences except for some degenerate cases, there is a non-negative integer $k$ such that the $k$-fold summatory function admits a good asymptotic expansion. In order to formulate our result, we first fix a notation for summatory functions.

Definition 4. For a sequence $x: \mathbb{N}_0 \to \mathbb{C}^D$ (for some positive integer $D$), define the sequence $\Sigma x: \mathbb{N}_0 \to \mathbb{C}^D$ by

$$(\Sigma x)(N) = \sum_{0 \leq n < N} x(n).$$

We use the convention that $\Sigma$ binds more strongly than evaluation, i.e., we write $\Sigma x(N)$ instead of $(\Sigma x)(N)$.

We are now able to formulate our result.

Theorem 5. Let $x$ be a $q$-regular sequence with linear representation $(u, A, w)$ and set $C := \sum_{0 \leq r < q} A_r$. Assume that $C$ has a non-zero eigenvalue.

Then there is a non-negative integer $k$ such that $\Sigma^k x$ admits a good asymptotic expansion.

This theorem is proved in Section 2.
1.4 Divide-and-Conquer Sequences: Definition and State of the Art

Hwang, Janson, and Tsai [12] study sequences \( x \) with

\[
x(n) = \alpha x\left(\left\lfloor \frac{n}{2} \right\rfloor \right) + \beta x\left(\left\lceil \frac{n}{2} \right\rceil \right) + g(n)
\]

for \( n \geq 2 \), where \( \alpha \) and \( \beta \) are two given positive constants, \( g \) is a given function, called the toll function, and \( x(1) \) is given.

The simplest version of their result is summarised in the following theorem; more general (weaker assumptions on \( g \)) versions are also available.

**Theorem 6** ([12, Corollary 2.14]). Let \( x \) be a sequence satisfying (5). Assume that there is an \( \varepsilon > 0 \) such that \( g(n) = O(n^{\log_2(\alpha+\beta)-\varepsilon}) \). Then

\[
x(n) = n^{\log_2(\alpha+\beta)}\Phi(\{\log_2 n\}) + O(n^{\log_2(\alpha+\beta)-\varepsilon})
\]

for \( n \to \infty \) where \( \Phi \) is a continuous, 1-periodic function.

1.5 Divide-and-Conquer Sequences: Polynomial Toll Function

For divide-and-conquer sequences \( g \), a sequence satisfying the recurrence (5) can be seen as a regular sequence: It is not hard to see that we have

\[
x(2n) = (\alpha + \beta)x(n) + g(2n),
\]

\[
x(2n + 1) = \alpha x(n) + \beta x(n + 1) + g(2n + 1)
\]

for \( n \geq 1 \). Thus \( x \) is a 2-recursive sequence in the sense of [9] and therefore 2-regular by [9, Corollary D]. Alternatively, a linear representation for \( x \) can also be constructed directly from (6): the associated right vector-valued sequence consists of \( n \mapsto x(n) \), \( n \mapsto x(n + 1) \) and the right vector-valued sequence associated to a linear representation of \( g \); the matrices of the linear representation can then easily be reconstructed from (6) and the linear representation of \( g \). The fact that (6) holds only for \( n \geq 1 \) (instead of \( n \geq 0 \)) can be fixed; see [1, Proof of Lemma 4.1] or [9, Theorem B].

As announced in Section 1.1, our goal is to see what can be said about the asymptotics of \( x(n) \) for \( n \to \infty \) using Theorem 3. While the method works for arbitrary regular toll functions; see Remark 14 (although good asymptotic expansions cannot be guaranteed in all cases), we formulate our main result for polynomial toll functions; first versions are contained in the master’s thesis [14] of the third author.

**Theorem 7.** Let \( g(n) = \sum_{i=0}^{k} c_i n^i \) be a polynomial of degree \( k \geq 1 \), \( x \) be a sequence satisfying (5). Then the asymptotic behaviour of \( x(n) \) for \( n \to \infty \) can be described as follows, where \( \Phi \) and \( \Psi \) are 1-periodic continuous functions.

- **Case 1a.** If \( \alpha + \beta > 2^k \) and \( 2^k > \max\{\alpha, \beta\} \), then
  \[
x(n) = n^{\log_2(\alpha+\beta)}\Phi(\{\log_2 n\}) + n^{k}\Psi(\{\log_2 n\}) + O(n^{\log_2\max\{\alpha, \beta\}}).
\]

- **Case 1b.** If \( \alpha + \beta > 2^k \) and \( \max\{\alpha, \beta\} \geq 2^k \), then
  \[
x(n) = n^{\log_2(\alpha+\beta)}\Phi(\{\log_2 n\}) + O(n^{\log_2\max\{\alpha, \beta\}}(\log n)\{\max\{\alpha, \beta\} = 2^k\}).
\]

- **Case 2.** If \( \alpha + \beta = 2^k \), then
  \[
x(n) = n^{k}(\log n)\Phi(\{\log_2 n\}) + n^{k}\Psi(\{\log_2 n\}) + O(n^{\log_2\max\{\alpha, \beta\} + \varepsilon} + \varepsilon)\]
  for any \( \varepsilon > 0 \).
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- **Case 3.** If $2^k > \alpha + \beta > 2^{k-1}$, then
  
  $$x(n) = n^k \Phi([\log_2 n]) + n^\log_2(\alpha+\beta) \Psi([\log_2 n])$$
  
  $$+ O(n^{\log_2 \max\{\alpha,\beta,2^{k-1}\} + \max\{\alpha,\beta\} = 2^{k-1}} \varepsilon (\log n)^{\max\{\alpha,\beta\} < 2^{k-1}})$$
  
  for any $\varepsilon > 0$.

- **Case 4.** If $2^{k-1} \geq \alpha + \beta$, then
  
  $$x(n) = n^k \Phi([\log_2 n]) + O(n^{k-1} (\log n)^E),$$
  
  where
  
  $$E = 1 + [\alpha + \beta = 2^{k-1}][[k \geq 2 \text{ and } c_{k-1} \neq 0] + [k = 1 \text{ and } d_0 + d_1 \neq 0]]$$
  
  with
  
  $$d_0 := (1 - \beta)x(1) - g(1) + g(0), \quad d_1 := g(1) - (1 - \beta)x(1).$$

This theorem is proved in Section 3.

The case of a constant toll function is somewhat simpler.

**Theorem 8.** Let $g(n) = c_0$ be a constant toll function and let $x$ be a sequence satisfying (5). Let $d_0$ and $d_1$ be defined as in Theorem 7. Then the asymptotic behaviour of $x(n)$ for $n \to \infty$ can be described as follows, where $\Phi$ is a 1-periodic continuous function.

- **Case 1.** If $d_0 = d_1 = 0$, then
  
  $$x(n) = n^{\log_2(\alpha+\beta)} \Phi([\log_2 n]).$$

- **Case 2a.** If $d_0 \neq 0$ or $d_1 \neq 0$, and $\alpha + \beta > 1$, then
  
  $$x(n) = n^{\log_2(\alpha+\beta)} \Phi([\log_2 n])$$
  
  $$+ O(n^{\log_2 \max\{\alpha,\beta,1\} + \max\{\alpha,\beta\} = 1} \varepsilon (\log n)^{\max\{\alpha,\beta\} < 1})$$
  
  for any $\varepsilon > 0$.

- **Case 2b.** If $d_0 \neq 0$ or $d_1 \neq 0$, and $\alpha + \beta \leq 1$, then
  
  $$x(n) = O((\log n)^{\max\{\alpha,\beta=1 \text{ and } d_0+d_1 \neq 0\}}).$$

This theorem is also proved in Section 3.

### 1.6 Example

We conclude this introductory section with one example to illustrate the results.

**Example 9.** Consider the divide-and-conquer algorithm for finding the minimum and the maximum of a list of $n$ elements. The number $x(n)$ of comparisons needed satisfies (5) for $n \geq 3$ with $a = b = 1$ and $g(n) = 2$ for $n \geq 3$ and with $x(1) = 0$ and $x(2) = 1$; cf. [11, Example 3.2].

By Theorem 8 (and [9, Theorem B]) to deal with the fact that the divide-and-conquer recurrence is only valid for $n \geq 3$ instead of $n \geq 2$; see Section 4 for details), we get

$$x(n) = n^k \Phi([\log_2 n]) + O(n^\varepsilon)$$

for some 1-periodic continuous function $\Phi$ and any $\varepsilon > 0$. The Fourier coefficients of $\Phi$ can be computed; cf. Figure 1.
2 Summatory Functions: Proof of Theorem 5

Before proving Theorem 5, we collect two lemmata on the linear representations of summatory functions and \( k \)-fold summatory functions.

The following lemma is implicitly shown in [7, Lemma 12.2], however, it is crucial for our purposes, so we provide a precise formulation and will prove it for self-containedness.

Lemma 10. Let \( x \) be a \( q \)-regular sequence with linear representation \((u, A, w)\) and associated right vector-valued sequence \( v \). Set

\[
B_r := \sum_{0 \leq s < r} A_s \quad \text{for} \quad 0 \leq r < q \quad \text{and} \quad C := \sum_{0 \leq s < q} A_s. \tag{7}
\]

Then we have

\[
\Sigma v(qN + r) = C \Sigma v(N) + B_r v(N) \tag{8}
\]

for all \( N \geq 0 \) and \( 0 \leq r < q \).

Additionally, \( \Sigma x \) is regular with linear representation \((\tilde{u}, \tilde{A}, \tilde{w})\) with

\[
\tilde{u} := (u, 0),
\]
\[
\tilde{A}_r := \begin{pmatrix} C & B_r \\ 0 & A_r \end{pmatrix} \quad \text{for} \quad 0 \leq r < q,
\]
\[
\tilde{w} := \begin{pmatrix} 0 \\ w \end{pmatrix};
\]

the associated right vector-valued sequence is \( (\Sigma^v) \).

Proof. By definition, we have \( \Sigma v(0) = 0 \). Let \( N \geq 0 \) and \( 0 \leq r < q \). Then

\[
\Sigma v(qN + r) = \sum_{0 \leq n < qN} v(n) + \sum_{qN \leq n < qN + r} v(n).
\]
Replacing $n$ by $qm + s$ for $m \in \mathbb{Z}$ and $0 \leq s < q$ in the first sum and replacing $n$ by $qN + s$ for $0 \leq s < r$ in the second sum yields

$$\Sigma v(qN + r) = \sum_{0 \leq m < N} \sum_{0 \leq s < q} v(qm + s) + \sum_{0 \leq s < r} v(qN + s).$$

Using the linear representation yields

$$\Sigma v(qN + r) = \sum_{0 \leq m < N} \sum_{0 \leq s < q} A_x v(m) + \sum_{0 \leq s < r} A_x v(N) = C \Sigma v(N) + B_r v(N).$$

In other words, we have shown (8).

As we have $x = w$, we also have

$$\Sigma x = u \Sigma v = u \Sigma v + 0 = \tilde{u} \begin{pmatrix} \Sigma v \\ v \end{pmatrix}.$$ We conclude that $\Sigma x$ has the given linear representation and associated right vector-valued sequence.

\begin{remark}
In [7, Lemma 12.2], a very similar result appears in Equation (12.1) there. The difference between Lemma 10 and that equation is an additional summand $(I - A_r)[qN + r > 0]$.

The reason for the additional summand is that in general, $f(0) = A_0 f(0)$ (with the notations there) does not hold, cf. also [10] for a discussion of this condition.

Iterating the results in Lemma 10 leads to the following lemma.
\end{remark}

\begin{lemma}
Let $x$ be a $q$-regular sequence with linear representation $(u, A, w)$, $k \geq 1$, and use the notations from (7). Then $\Sigma^k x$ is $q$-regular with linear representation $(\tilde{u}, \tilde{A}, \tilde{w})$ where $\tilde{A}_r$ is a block upper triangular matrix with diagonal blocks $q^{k-1} C, q^{k-2} C, \ldots, q C, C$, $A_r$ for $0 \leq r < q$ and $\tilde{u}$ and $\tilde{w}$ are vectors; the associated right vector-valued sequence is $(\Sigma^k v, \Sigma^{k-1} v, \ldots, \Sigma v, v)^\top$.
\end{lemma}

\begin{proof}
We claim that for $m \geq 1$, there are matrices $M_{m,0}, \ldots, M_{m,m-1}$ such that

$$\Sigma^m v(qN + r) = q^{m-1} C \Sigma^m v(N) + \sum_{0 \leq j < m} M_{m,j} \Sigma^j v(N)$$

holds for all $N \geq 0$ and $0 \leq r < q$.

We show (9) by induction on $m$. For $m = 1$, this is (8). To show (9) for $m$ replaced by $m + 1$, we use (8) for $v$ replaced by the regular sequence with associated right vector-valued sequence $(\Sigma^v)$ studied in Lemma 10 and the linear representation given there. We obtain

$$\Sigma^m \begin{pmatrix} \Sigma v \\ v \end{pmatrix} (qN + r) = q^{m-1} \begin{pmatrix} q C & \sum_{0 \leq r < q} B_r \\ 0 & C \end{pmatrix} \Sigma^m \begin{pmatrix} \Sigma v \\ v \end{pmatrix} (N) + \sum_{0 \leq j < m} \tilde{M}_{m,j} \Sigma^j \begin{pmatrix} \Sigma v \\ v \end{pmatrix} (N)$$

for suitable matrices $\tilde{M}_{m,j}$ for $0 \leq j < m$. Considering the first block row of this equation and collecting terms by powers of $\Sigma$ leads to (9) with $m$ replaced by $m + 1$.

Using (9) for $1 \leq m \leq k$ yields the linear representation as described in the lemma.
\end{proof}

\begin{proof}[Proof of Theorem 5]
Let $\rho$ be the joint spectral radius of $A$ and $r$ the spectral radius (largest absolute value of an eigenvalue) of $C$.

For some fixed $k$ which will be chosen appropriately later, Lemma 12 yields a linear representation of $\Sigma^k x$ with the properties given there. Let $\tilde{C} := \sum_{0 \leq r < q} \tilde{A}_r$.

The $k$-fold summatory function $\Sigma^k x$ admits a good asymptotic expansion if the spectral radius of $\tilde{C}$ is larger than the joint spectral radius of $\tilde{A}$. So we compute both.

By Lemma 12, $\tilde{C}$ is a block upper triangular matrix with diagonal blocks $q^k C, \ldots, qC$. So the spectral radius of $\tilde{C}$ is $q^k r$.

The joint spectral radius of a family of block upper triangular matrices is the maximum of the joint spectral radii of the diagonal blocks; see [13, Proposition 1.5]. This implies that the joint spectral radius of $\tilde{A}$ is $\max\{q^{k-1} r, q^k r, \ldots, qr, r, \rho\}$.

It is clear that $q^k r > q^{k-1} r$ so the only condition which needs to be satisfied is $q^k r > \rho$. Such a $k$ exists because $r > 0$ (as $C$ has a non-zero eigenvalue).

\section{Divide-and-Conquer Recurrences: Proof of Theorems 7 and 8}

For the proof of Theorems 7 and 8, we will first consider a general regular toll function $g$ and summarise our findings in the general case in Remark 14. Afterwards, we will specialise to a polynomial toll function.

As announced in Section 1.1, we write $x$ as the summatory function of the forward difference of $x$, i.e.,

$$x(N) = \sum_{0 \leq n < N} (x(n + 1) - x(n)) + x(0)$$

for $N \geq 0$. Note that strictly speaking, $x(0)$ is not defined in (5). However, we may assume that $g(1)$ and $g(0)$ are somehow defined: they are not used in (5), but we can extend the definition of $g$ if $g(0)$ and $g(1)$ should be undefined.

In order to use Theorem 3, we need a linear representation of the forward difference of $x$. A first step is the following lemma.

\begin{lemma}
Let $x$ be a sequence satisfying (5) for some toll function $g$ and set $x(0) := 0$ and $h(n) := x(n + 1) - x(n)$ for $n \geq 0$. Then

$$h(2n) = \beta h(n) + g(2n + 1) - g(2n) + d_0 \delta_0(n),$$
$$h(2n + 1) = \alpha h(n) + g(2n + 2) - g(2n + 1) + d_1 \delta_0(n)$$

for $n \geq 0$ with $d_0, d_1$ as in Theorem 7 and $\delta_0(n) := \lfloor n = 0 \rfloor$ for $n \geq 0$.
\end{lemma}

\begin{proof}
We can rewrite (6) as

$$x(2n) = (\alpha + \beta) x(n) + g(2n) - g(0) \delta_0(n),$$
$$x(2n + 1) = \alpha x(n) + \beta x(n + 1) + g(2n + 1) + ((1 - \beta) x(1) - g(1)) \delta_0(n)$$

for $n \geq 0$.

Then (10) follows from

$$h(2n) = x(2n + 1) - x(2n),$$
$$h(2n + 1) = x(2n + 2) - x(2n + 1)$$

and inserting (11) into these equations.
\end{proof}
Remark 14. Note that $h$ occurs only as $h(n)$ on the right-hand side of (10). Therefore, a right vector-valued sequence associated with $h$ can be constructed by using $h(n)$ in its first component, then whatever is needed to express $g(2n + 2) - g(2n + 1)$ and $g(2n + 1) - g(2n)$, followed by $\delta_0(n)$. The matrices $A_0$ and $A_1$ of the linear representation will thus be in block triangular form; the upper left diagonal elements of $A_0$ and $A_1$ being $\beta$ and $\alpha$, respectively.

Assume that the contributions of $g$ to the linear representation are small in comparison to $\alpha$ and $\beta$. Then the joint spectral radius of the linear representation of $h$ will be $\max\{\alpha, \beta\}$, whereas the matrix $C$ as in Theorem 3 will have a dominant eigenvalue $\alpha + \beta$, which is larger than the joint spectral radius. Thus we will have a good asymptotic expansion in this case.

We now turn to the case of a polynomial toll function.

Lemma 15. Let $x$ and $h$ be as in Lemma 13 with a polynomial toll function $g(n) = \sum_{i=0}^{k} c_i n^i$ for some $k \geq 0$ and some constants $c_0, \ldots, c_k$ with $c_k \neq 0$.

Set

$$b_{ij} := \sum_{i+j+1}^k \binom{i}{j} 2^j c_i, \quad b_{ij} := \sum_{i+j+1}^k \binom{i}{j} (2^i - 2^j) c_i,$$

$$a_{0ij} := [j = i] 2^i, \quad a_{1ij} := \binom{i}{j} 2^j$$

for $0 \leq i < k$ and $0 \leq j < k$ and

$$b_r := (b_{r(k-1)}, \ldots, b_{r0}), \quad \tilde{A}_r := (a_{rj})_{i=k-1, \ldots, 0, j=k-1, \ldots, 0},$$

$$\mu_r := \begin{cases} \beta & \text{if } r = 0, \\ \alpha & \text{if } r = 1, \end{cases} \quad A_r := \begin{pmatrix} \mu_r & b_r & d_r \\ 0 & \tilde{A}_r & 0 \\ 0 & 0 & [r = 0] \end{pmatrix}$$

for $r \in \{0, 1\}$ and

$$u := (1, 0, \ldots, 0) \in \mathbb{C}^{1 \times (k+2)}, \quad w := \begin{cases} (x(1), 0, \ldots, 0, 1, 1)^\top \in \mathbb{C}^{(k+2) \times 1} & \text{if } k \geq 1, \\ (x(1), 1)^\top \in \mathbb{C}^{2 \times 1} & \text{if } k = 0. \end{cases}$$

Then $(u, A, w)$ is a linear representation for $h$.

If $d_0 = d_1 = 0$, then $(\tilde{u}, \tilde{A}, \tilde{w})$ is also a linear representation for $h$ where $\tilde{u}$, $\tilde{A}$, and $\tilde{w}$ arise from $u$, $A$, and $w$ by removing the last column, the last row and column, and the last row, respectively.

We remark that $A_r$ is an upper triangular matrix for $r \in \{0, 1\}$ because $\binom{j}{i} = 0$ for $j > i$ (and indices in $\tilde{A}_0$ and $\tilde{A}_1$ are decreasing).

Proof. As a right vector-valued sequence $v$, we choose

$$n \mapsto (h(n), n^{k-1}, \ldots, 1, \delta_0(n))^\top.$$  

We immediately check that $v(0) = w$ and that $uv(n) = h(n)$ holds for all $n \geq 0$. 

Using the binomial theorem repeatedly, we get
\[ g(2n + 1) - g(2n) = \sum_{i=0}^{k} c_i \sum_{j=0}^{i-1} \binom{i}{j} 2^j n^i = \sum_{j=0}^{k-1} b_{ij} n^i, \]
\[ g(2n + 2) - g(2n + 1) = \sum_{i=0}^{k} c_i \sum_{j=0}^{i-1} \binom{i}{j} 2^j n^i (2^{i-j} - 1) = \sum_{j=0}^{k-1} b_{ij} n^i, \]
\[ (2n)^i = 2^i n^i = \sum_{j=0}^{k-1} a_{0ij} n^i \quad \text{for } 0 \leq i < k, \]
\[ (2n + 1)^i = \sum_{j=0}^{k-1} a_{1ij} n^i \quad \text{for } 0 \leq i < k. \]

We verify that (10) translates into
\[ v(2n + r) = A_r v(n) \]
for \( r \in \{0, 1\} \) and \( n \geq 0 \).

If \( d_0 = d_1 = 0 \), then \( A_0 \) and \( A_1 \) are block diagonal matrices. The lower right block is not taken into account when multiplying by \( u \), so the lower right block can be omitted.

Thus the result follows.

Lemma 16. Let \( x \) and \( h \) be as in Lemma 13 and \( g, (u, A, w) \) be as in Lemma 15. Assume that \( k \geq 1 \). Set \( C = A_0 + A_1 \).

Then \( \rho(A) = \max\{\alpha, \beta, 2^{k-1}\} \) and \( \sigma(C) = \{\alpha + \beta, 2^k, 2^{k-1}, \ldots, 2, 1\} \). If \( \max\{\alpha, \beta\} \neq 2^{k-1} \), then \( A \) has the simple growth property.

Proof. By Lemma 15, \( A_0 \) is an upper triangular matrix with diagonal elements \( \beta, 2^{k-1}, \ldots, 1, 1 \) and \( A_1 \) is an upper triangular matrix with diagonal elements \( \alpha, 2^{k-1}, \ldots, 1, 0 \).

The joint spectral radius of a set of upper triangular matrices is the maximum of the diagonal elements of the matrices; see [13, Proposition 1.5]. This implies that \( \rho(A) = \max\{\alpha, \beta, 2^{k-1}\} \). By [9, Lemma 4.5], \( A \) has the simple growth property if the joint spectral radius of \( A \) occurs only once as a maximum of corresponding diagonal elements of \( A_0 \) and \( A_1 \). This is the case if \( \max\{\alpha, \beta\} \neq 2^{k-1} \).

We also conclude that \( C \) is an upper triangular matrix with diagonal elements \( \alpha + \beta, 2^k, 2^{k-1}, \ldots, 2, 1 \). Thus the assertion for \( \sigma(C) \) follows.

Proof of Theorem 7. To prove Theorem 7 using Theorem 3, we need to determine the eigenvalues of \( C \) which are greater or equal than the joint spectral radius of \( A_0 \) and \( A_1 \) (with the notations of Lemma 16) and the size of the largest Jordan block associated with any such eigenvalue.

As \( \rho(A) = \max\{\alpha, \beta, 2^{k-1}\} \geq 2^{k-1} \geq 1 \), it is clear that the only relevant eigenvalues of \( C \) are contained in the set \( \{\alpha + \beta, 2^k, 2^{k-1}\} \).

The main case distinction of Theorem 7 concerns the order of \( \alpha + \beta, 2^k \), and \( 2^{k-1} \).

Case 1: \( \alpha + \beta > 2^k \). This implies that \( \max\{\alpha, \beta\} > 2^{k-1} \) and therefore \( \rho(A) = \max\{\alpha, \beta\} \) and \( A \) has the simple growth property. The eigenvalue \( \alpha + \beta \) of \( C \) is larger than the joint spectral radius and is a simple eigenvalue. The eigenvalue \( 2^k \) is also a simple eigenvalue. If it is larger than the joint spectral radius, we are in Case 1a and have two asymptotic terms larger than the error term. If \( 2^k \leq \max\{\alpha, \beta\} \), we are in Case 1b and have one asymptotic term larger than the error term; there is a logarithmic factor in the error term if and only if \( 2^k \) equals the joint spectral radius.
We conclude that $\alpha = \beta = 2^k$. In this case, $2^k = \alpha + \beta$ has algebraic multiplicity 2 as an eigenvalue of $C$. We note that $C - 2^k I$ has the shape

$$C - 2^k I = \begin{pmatrix} 2^{k-1} - 2^k & (k-1)2^k c_k & (k-1)2^{k-1} c_{k-1} + (k-2)2^k c_k & b' \\ 0 & 2^{k-2} - 2^k & (k-2)2^{k-1} c_{k-2} + (k-2)2^k c_k & b'' \\ 0 & 0 & 2^{k-1} - 2^k & b''' \\ 0 & 0 & 0 & C' \end{pmatrix}$$

for some vectors $b'$, $b''$ and some upper triangular matrix $C'$ with diagonal elements $2^{k-1} - 2^k$, $2^{k-2} - 2^k$, ..., $2^0 - 2^k$. As $c_k \neq 0$ by assumption, the kernel of $C - 2^k I$ has dimension 1. We conclude that the size $m_C(2^k)$ of the largest Jordan block of $C$ associated with the eigenvalue $2^k$ equals 2. So we have a logarithmic factor in the asymptotic main term.

We also note that $\max \{\alpha, \beta\} \geq 2^{k-1}$ holds in this case with equality if and only if $\alpha = \beta = 2^{k-1}$. So the joint spectral radius $\rho(A)$ equals $\max \{\alpha, \beta\}$ and $A$ has the simple growth property unless $\alpha = \beta = 2^{k-1}$.

- **Case 2:** $2^k > \alpha + \beta > 2^{k-1}$. In this case, we have $\max \{\alpha, \beta\} > 2^{k-2}$ and $C$ has two simple dominant eigenvalues $2^k$ and $\alpha + \beta$. We do not have additional information about the joint spectral radius. If $\max \{\alpha, \beta\} \neq 2^{k-1},$ then $A$ has the simple growth property. If $\max \{\alpha, \beta\} < 2^{k-1},$ then the joint spectral radius of $A$ is $2^{k-1}$. As $C$ has $2^{k-1}$ as an eigenvalue as well, there is a logarithmic factor in the error term in exactly this situation.

- **Case 3:** $2^{k-1} \geq \alpha + \beta$. In this case, we have $\max \{\alpha, \beta\} < 2^{k-1},$ so $\rho(A) = 2^{k-1}$ and $A$ has the simple growth property. There is only one eigenvalue of $C$ larger than this joint spectral radius, namely $2^k$. We have to determine $m_C(2^{k-1})$ in order to find out the exponent of $\log n$ in the error term. The algebraic multiplicity of $2^{k-1}$ as an eigenvalue of $C$ equals $1 + [\alpha + \beta = 2^{k-1}]$. So if $\alpha + \beta < 2^{k-1},$ we have $m_C(2^{k-1}) = 1$ and a factor $\log n$ in the error term.

We now consider the case $\alpha + \beta = 2^{k-1}$ and $k \geq 2$. We note that $C - 2^{k-1} I$ has the shape

$$C - 2^{k-1} I = \begin{pmatrix} 2^{k-1} - 2^k & (k-1)2^k c_k & (k-1)2^{k-1} c_{k-1} + (k-2)2^k c_k & b' \\ 0 & 2^{k-2} - 2^k & (k-2)2^{k-1} c_{k-2} + (k-2)2^k c_k & b'' \\ 0 & 0 & 2^{k-1} - 2^k & b''' \\ 0 & 0 & 0 & C' \end{pmatrix}$$

for suitable vectors $b'$, $b''$, $b'''$ and a regular upper triangular matrix $C'$. Subtracting $2kc_k$ times the second row from the first row does not change the kernel, so we get

$$\ker(C - 2^{k-1} I) = \ker \begin{pmatrix} 0 & 0 & (k-1)2^{k-1} c_{k-1} + (k-2)2^k c_k & b' - 2kc_b'' \\ 0 & 0 & (k-1)2^{k-2} & b''' \\ 0 & 0 & 0 & C' \end{pmatrix}.$$
If \( d_0 = d_1 = 0 \), by the last statement of Lemma 15, the last row and column of \( C - I \) are omitted and \( 1 \) has algebraic multiplicity \( 1 \) as an eigenvalue of \( C \). We conclude that \( \dim \ker (C - I) = 1 + [d_0 + d_1 = 0] - [d_0 = 0][d_1 = 0] \) and therefore \( m_C(2^{k-1}) = 1 + [d_0 + d_1 \neq 0] \).

So, to summarise, \( m_C(2^{k-1}) = 1 + E \) where \( E \) is defined in Theorem 7.

\[ \Rightarrow \]

**Proof of Theorem 8.** If \( d_0 = d_1 = 0 \), then Lemma 15 yields
\[
A_0 = (\beta d_0 \ 0 \ 1), \quad A_1 = (\alpha d_1 \ 0 \ 1), \quad C = (\alpha + \beta d_0 + d_1 \ 0 \ 1).
\]

We see that the joint spectral radius of \( A \) is \( \max\{\alpha, \beta, 1\} \) and that \( C \) has eigenvalues \( \alpha + \beta \) and \( 1 \). It is now easy to deduce the assertions of the theorem.

\[ \Rightarrow \]

4 **Details on Example 9**

We proceed as outlined in Remark 14. Setting \( x(0) = 0 \) as usual, we have
\[
x(n) = x([n/2]) + x([n/2]) + 2 - [n = 2] - 2[n = 1] - 2[n = 0]
\]

for \( n \geq 0 \). Equivalently, we have
\[
x(2n) = 2x(n) + 2 - [n = 1] - 2[n = 0],
\]
\[
x(2n + 1) = x(n) + x(n + 1) + 2 - 2[n = 0]
\]

for \( n \geq 0 \). Setting \( h(n) := x(n + 1) - x(n) \) leads to
\[
h(2n) = h(n) + [n = 1],
\]
\[
h(2n + 1) = h(n) + [n = 0]
\]

for \( n \geq 0 \). This defines a 2-regular sequence with a linear representation \((u, A, w)\) with associated right vector-valued sequence \( v \) defined by \( v(n) = (h(n), \delta_1(n), \delta_0(n)) \) with
\[
A_0 = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix},
\]
\[
u = (1, 0, 0), \quad w = (0, 0, 1)^\top.
\]

Here, \( \delta_1 \) is defined by \( \delta_1(n) := [n = 1] \) for \( n \geq 0 \).

We can now use SageMath\(^4\) to compute Fourier coefficients and to produce Figure 1.

\[^4\] The code for this example is available at https://gitlab.com/cheuberg/fluctuation-find-min-max (mirrored at https://arxiv.org/src/2403.06589/anc); it uses the code accompanying [7] which is available at at https://gitlab.com/dakrenn/regular-sequence-fluctuations.
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1 Introduction and results

The PATRICIA tree is a space efficient data structure for strings which improves on the trie. For the purpose of this note it is sufficient to introduce these tree structures for binary strings: Label the nodes of the complete infinite rooted binary tree by the elements of $\bigcup_{k=0}^\infty \{0,1\}^k$, starting at the root with $\emptyset$ and left and right child of a node labelled $v \in \{0,1\}^k$ with $v0$ and $v1$, respectively. Here, for $v \in \{0,1\}^k$ with $v = (v_1,\ldots,v_k)$ we abbreviate $v$ as $v = v_1\ldots v_k$ and denote $v_i := v_1v_2\ldots v_i$ for $i = 0, 1$.

The coming definitions are depicted in Figure 1. For distinct infinite binary strings $x_1,\ldots,x_n \in \{0,1\}^\infty$ a finite tree called a trie (or radix search tree) to represent the strings $x_1,\ldots,x_n$ is constructed by first associating with each $x_i$ the infinite path in $\bigcup_{k=0}^\infty \{0,1\}^k$ consisting of the nodes whose labels are the prefixes of $x_i$. The node labelled with the shortest such prefix that is not a prefix of any $x_j$ with $j \in \{1,\ldots,n\} \setminus \{i\}$ becomes a leaf in the trie representing string $x_i$ for $i = 1,\ldots,n$. The resulting tree, which is a finite binary tree with $n$ leaves, is the trie representing $x_1,\ldots,x_n$. Next, starting from the trie, all vertices with out-degree 1 (i.e., with exactly one child) are deleted and the resulting gaps are closed by merging the two nodes which formed a deleted edge. This results in the PATRICIA tree, which was introduced independently by Morrison [21] and Gwehenberger [12] and first systematically analysed by Knuth [17]. The PATRICIA tree contains all the information needed to retrieve the strings and to perform operations such as sorting, searching and selecting; for broad expositions, see [18, 20, 25].
PATRICIA trees have been analysed assuming various probabilistic models for the input strings; where usually the infinite strings are assumed to be independent and identically distributed over \(\{0,1\}^\infty\). Note that atoms of such a distribution result in identical strings with positive probability, and in this case the construction of the trie does not lead to a finite tree. Hence, the law of the strings is usually assumed to be diffuse (non-atomic). Special cases of such diffuse probability distributions have been considered in the analysis of algorithms on strings such as the Bernoulli models, Markov model, dynamical sources or the density model; see \[23, 24, 6, 14, 11, 19, 1, 15, 13\] and the references given in these papers.

\[\text{Figure 1} \text{ On the left the trie for the strings } 00000\ldots, 00001\ldots, 0100\ldots, 0101\ldots, 1100\ldots, \text{ and } 1101\ldots \text{ is shown. Its leaves are the full black vertices, the indicated children of the full black vertices do not belong to the trie. Vertices with out-degree 1 within the trie are indicated by arrows. On the right the resulting PATRICIA tree by deleting corresponding edges is shown.}\]

In the present note we focus on the height of a PATRICIA tree, which is the maximal (graph) distance of any leave from the root. The asymptotic behavior of the height of tries and PATRICIA trees under the Bernoulli models is covered by Pittel \[23, 24\] and Devroye \[5, 7\]. For example, for the height \(H_n^{\text{syB}}\) of the PATRICIA tree constructed from \(n\) independent strings under the symmetric Bernoulli model, i.e. all bits being independent and Bernoulli \(\frac{1}{2}\) distributed, Pittel \[23\] obtained as \(n \to \infty\) that
\[
\frac{H_n^{\text{syB}}}{\log_2 n} \to 1 \text{ almost surely.}
\]

This shows an asymptotic 50% improvement of the PATRICIA tree over the trie, for which the limit constant for the same probabilistic model is 2 instead of 1. For general diffuse laws concentration of the height of PATRICIA trees is studied (assuming only independence of the infinite strings not necessarily identical distribution) by Devroye \[8\] based on results from \[2\]; see also \[16\] for concentration of the height of PATRICIA trees in the Bernoulli model.

While such studies aim to show that the height behaves well with respect to applications from algorithms, Evans and Wakolbinger \[9, 10\] studied these random tree structures as tree-valued transient Markov chains from the perspective of Doob–Martin boundary theory. They asked (private communication) how high PATRICIA trees can grow for arbitrary diffuse probability distributions of the strings (see \[10, \text{Section 5}\] for specific examples). The subject
of the present note is to answer this question by Theorems 1 and 2: The expected height grows always sublinearly, but can be made to exceed any fixed sublinear growth rate by the choice of an appropriate diffuse law.

For a diffuse probability distribution \( \mu \) on \( \{0, 1\}^N \) and \( (\Xi^{(j)})_{j \in \mathbb{N}} \) a sequence of independent and identically distributed random strings with law \( \mu \) we denote by \( H_n^\mu \) the height of the PATRICIA tree constructed from \( \Xi^{(1)}, \ldots, \Xi^{(n)} \).

\[ \begin{align*}
\textbf{Theorem 1.} & \text{ For all diffuse probability distributions } \mu \text{ on } \{0, 1\}^N \text{ we have, as } n \to \infty, \text{ that } \\
\frac{\mathbb{E}[H_n^\mu]}{n} & \to 0, \text{ and } H_n^\mu \to 0 \text{ almost surely.}
\end{align*} \]

\[ \begin{align*}
\textbf{Theorem 2.} & \text{ For any sequence } \alpha = (\alpha_n)_{n \in \mathbb{N}} \text{ of positive numbers with } \alpha_n \to \infty \text{ as } n \to \infty \text{ there exists a diffuse probability distribution } \nu = \nu^{(\alpha)} \text{ on } \{0, 1\}^N \text{ such that for all } n \text{ sufficiently large } \\
\frac{\mathbb{E}[H_n^\nu]}{n/\alpha_n} & \to \infty, \text{ and } H_n^\nu \to \infty \text{ almost surely.}
\end{align*} \]

We call a law \( \nu \) on \( \{0, 1\}^N \) causing large expected heights \( \mathbb{E}[H_n^\nu] \) \textit{bad} since such laws are undesirable from the point of view of the efficiency of algorithms based on PATRICIA trees. The remaining part of the present note contains proofs of these two theorems.

\[ \begin{align*}
\textbf{Remark 1.} & \text{ For the density model, which is a subclass of the diffuse distributions on } \{0, 1\}^N, \\
& \text{the asymptotics of Theorem 1 were obtained by Devroye [6, page 419]. There, also bad distributions with asymptotic properties as in our Theorem 2 are constructed for sequences } \\
& \alpha_n = n^\varepsilon \text{ with } 0 < \varepsilon < 1.
\end{align*} \]

\section{Proofs}

\subsection{Proof of Theorem 1}

We start with a technical observation:

\[ \begin{align*}
& \textbf{Lemma 3.} \text{ Suppose } \mu \text{ is a diffuse probability distribution on } \{0, 1\}^N, \text{ and let } \Xi = (\xi_i)_{i \in \mathbb{N}} \text{ be random with law } \mu. \text{ Then for all } \varepsilon > 0 \text{ there exists } k(k(\varepsilon)) \in \mathbb{N} \text{ such that for any string } \\
& v = v_1 \ldots v_k \in \{0, 1\}^k, \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) < \varepsilon.
\end{align*} \]

\textbf{Proof.} Suppose for a contradiction that there exists \( \varepsilon > 0 \) such that for all \( k \in \mathbb{N} \) there is a string \( v_1 \ldots v_k \in \{0, 1\}^k \) such that \( \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon. \) Then by a compactness argument shown below there exists an infinite string \( v = (v_i)_{i \in \mathbb{N}} \in \{0, 1\}^\mathbb{N} \) such that for all \( k \in \mathbb{N}, \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon. \) The events \( \{\xi_1 \ldots \xi_k = v_1 \ldots v_k\} \) are decreasing in \( k, \) so this implies that

\[ \mathbb{P}(\Xi = v) = \lim_{k \to \infty} \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon, \]

which contradicts the assumption that \( \mu \) is diffuse.

It remains to show the existence of the infinite string \( v = (v_i)_{i \in \mathbb{N}} \in \{0, 1\}^\mathbb{N} \) such that for all \( k \in \mathbb{N}, \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon. \) Consider \( \{0, 1\} \) as a topological space with the discrete topology (all subsets being open) and \( \{0, 1\}^\mathbb{N} \) as the product space with the product topology. As a product of compact spaces \( \{0, 1\}^\mathbb{N} \) is compact. It is also a Hausdorff space. The projections \( \Pi_k : \{0, 1\}^\mathbb{N} \to \{0, 1\}^k \) given by

\[ (v_i)_{i \in \mathbb{N}} \mapsto v_1 \ldots v_k \]
are continuous for all $k \in \mathbb{N}$. Hence, the set
\[ V_k := \{(v_i)_{i\in \mathbb{N}} \in \{0,1\}^\mathbb{N} | \mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon\} \]
\[ = \bigcup_{v_1 \ldots v_k \in \{0,1\}^k, n(\xi_1 \ldots \xi_k = v_1 \ldots v_k) \geq \varepsilon} \Pi_k^{-1}\{v_1 \ldots v_k\} \]
is closed and thus compact in $\{0,1\}^\mathbb{N}$. This implies that $(V_k)_{k \in \mathbb{N}}$ is a nested sequence of non-empty, compact sets. Now, Cantor’s intersection theorem implies
\[ \bigcap_{k=1}^{\infty} V_k \neq \emptyset. \]
Any element $v$ of $\bigcap_{k=1}^{\infty} V_k$ has the desired property. ▶

**Proof of Theorem 1.** Fix a diffuse probability distribution $\mu$ on $\{0,1\}^\mathbb{N}$. Let $\Xi^{(j)} = (\xi^{(j)}_i)_{i \in \mathbb{N}}$ for $j \in \mathbb{N}$ be independent, identically distributed with law $\mu$ and denote by $T_n$ the PATRICIA tree built from $\Xi^{(1)}, \ldots, \Xi^{(n)}$.

We first show that $H_n^\mu/n \to 0$ almost surely. Fix any $\varepsilon \in (0,1/4)$. Let $k = k(\varepsilon)$ be as in Lemma 3, so that for any string $v = v_1 \ldots v_k \in \{0,1\}^k$, if $\Xi = (\xi_i)_{i \in \mathbb{N}}$ has law $\mu$ then $\mathbb{P}(\xi_1 \ldots \xi_k = v_1 \ldots v_k) < \varepsilon$. To prove $H_n^\mu/n \to 0$ almost surely we first show that
\[ \mathbb{P}(\exists n_0 \forall n \geq n_0 : H_n^\mu \leq k + 2\varepsilon n) = 1. \quad (1) \]
Note that if the event
\[ E_{n,k} := \bigcup_{v_1 \ldots v_k \in \{0,1\}^k} \{\{|1 \leq j \leq n : \xi_1^{(j)} \ldots \xi_k^{(j)} = v_1 \ldots v_k\| \geq 2n\} \}
\]
does not occur then the subtrees of $T_n$ rooted at nodes $v \in \{0,1\}^k$ all have at most $2\varepsilon n$ leaves and so height less than $2\varepsilon n$; thus if $E_{n,k}$ does not occur then $H_n^\mu \leq k + 2\varepsilon n$. It follows that
\[ \mathbb{P}(\exists n_0 \forall n \geq n_0 : H_n^\mu \leq k + 2\varepsilon n) \]
\[ \geq \mathbb{P}(E_{n,k} \text{ occurs for at most finitely many values } n) \]
\[ = \mathbb{P}\left(\limsup_{n \to \infty} E_{n,k}\right)^c, \]
so to prove (1) it suffices to show that the probability of $\limsup_{n \to \infty} E_{n,k}$ is 0. For this, simply note that
\[ \mathbb{P}(E_{n,k}) \leq \sum_{v_1 \ldots v_k \in \{0,1\}^k} \mathbb{P}(\{|1 \leq j \leq n : \xi_1^{(j)} \ldots \xi_k^{(j)} = v_1 \ldots v_k\| \geq 2n\}) \]
\[ \leq 2^k \mathbb{P}(Y_n \geq 2\varepsilon n), \]
where $Y_n$ has the Binomial distribution $\text{Bin}(n, \varepsilon)$; the second inequality holds since the events that $\xi_1^{(j)} \ldots \xi_k^{(j)} = v_1 \ldots v_k$ are independent for distinct $1 \leq j \leq n$, and each has probability at most $\varepsilon$. A Chernoff bound then gives
\[ \mathbb{P}(E_{n,k}) \leq 2^k e^{-\varepsilon n/2}. \]
Since this is summable, it follows by the first Borel–Cantelli lemma that
\[ \mathbb{P}\left(\limsup_{n \to \infty} E_{n,k}\right) = 0, \]
hence we obtain (1). Now, note that for any \(m_0 \in \mathbb{N}\),
\[
\left\{ \frac{H_n^\mu}{n} \to 0 \right\} = \bigcap_{m=m_0}^{\infty} \bigcup_{n_0=1}^{\infty} \bigcap_{n=n_0}^{\infty} \left\{ \frac{H_n^\mu}{n} \leq \frac{3}{m} \right\}.
\]
Thus, for \(\varepsilon = \frac{1}{m}\) with fixed \(m \geq m_0\) we can choose \(n\) sufficiently large so that \(k(\varepsilon)/n = \varepsilon\) and obtain
\[
\left\{ H_n^\mu \leq k(\varepsilon) + 2\varepsilon n \right\} \subseteq \left\{ \frac{H_n^\mu}{n} \leq \frac{3}{m} \right\}
\]
and see that (1) implies \(H_n^\mu/n \to 0\) almost surely.

Finally, note that by construction of the PATRICIA tree we deterministically have \(H_n^\mu \leq n-1\), thus \(H_n^\mu/n \leq 1\). Hence, we obtain from \(H_n^\mu/n \to 0\) almost surely and dominated convergence that \(\mathbb{E}[H_n^\mu]/n \to 0\).

### 2.2 Proof of Theorem 2

As building blocks for our bad distributions we first define a set of auxiliary probability distributions \((\mu_N, N \in \mathbb{N})\), on \((0,1)^\mathbb{N}\) as follows. For fixed \(N \in \mathbb{N}\) we choose \(T\) uniformly at random from \(\{1, \ldots, N^2\}\). Independently of \(T\), let \((B_i)_{i \in \mathbb{N}}\) be independent Bernoulli\((\frac{1}{2})\)-distributed random variables. Then define a sequence \((\vartheta_i)_{i \in \mathbb{N}}\) by
\[
\vartheta_i = \begin{cases} 0, & \text{if } i < T, \\ 1, & \text{if } i = T, \\ B_{i-T}, & \text{if } i > T. \end{cases}
\]
Now, \(\mu_N\) is defined as the law of the string \(\Theta = (\vartheta_i)_{i \in \mathbb{N}}\). Note that by definition \(\mu_N\) is diffuse for all \(N \in \mathbb{N}\). We use the notation
\[
(\Theta) := \min\{i \in \mathbb{N} | \vartheta_i = 1\}
\]
for the index of the first entry of \(\Theta\) equal to 1.

**Lemma 4.** For any \(n \in \{1, \ldots, N\}\) we have \(\mathbb{E}[H_n^{\mu_N}] \geq n - 2\).

**Proof.** Let \(1 \leq n \leq N \in \mathbb{N}\) and \((\Theta^{(1)}, \ldots, \Theta^{(n)})\) be i.i.d. with law \(\mu_N\). We consider the set \(A := \{(\Theta^{(1)}, \ldots, \Theta^{(n)})\} \subseteq \{1, \ldots, N^2\}\). By construction of the PATRICIA tree we have
\[
H_n^{\mu_N} \geq |A| - 1,
\]
where \(|A|\) denotes the cardinality of \(A\), i.e., the number of distinct elements within the set \(\{(\Theta^{(1)}, \ldots, \Theta^{(n)})\}\). For all \(1 \leq i < j \leq n\) we have \(\Pr((\Theta^{(i)}) = (\Theta^{(j)})) = 1/N^2\). Hence, we obtain
\[
\mathbb{E}[|A|] \geq n - \mathbb{E}\left[ \sum_{1 \leq i < j \leq n} \mathbb{1}_{\{\Theta^{(i)} = \Theta^{(j)}\}} \right] \geq n - \frac{n^2}{2N^2} \geq n - 1,
\]
since \(n \leq N\). Now, (3) and (4) imply the assertion.

**Proof of Theorem 2.** Without loss of generality we may assume that \(\alpha_n = o(n)\). There exists an \(n_0 \in \mathbb{N}\) such that \(\alpha_n \geq 8\) for all \(n \geq n_0\). We define \(\beta_n := [\log_2 \alpha_n] - 2\) and a sequence \((A(n))_{n \in \mathbb{N}}\) as a generalized inverse of \((\beta_n)_{n \in \mathbb{N}}\) by
\[
A(n) := \max\{m \in \mathbb{N} | \beta_m \leq n\}, \quad n \in \mathbb{N}.
\]
First, a probability distribution \( \mu^{(\alpha)} \) on \( \{0, 1\}^N \) is obtained in two stages. Let \( G \) be a random variable with geometric distribution with parameter \( \frac{1}{2} \), i.e., with \( \Pr(G = k) = (\frac{1}{2})^k \) for \( k \in \mathbb{N} \). Then define a sequence \( (\lambda_i)_{i \in \mathbb{N}} \) by

\[
\lambda_i = \begin{cases} 
0, & \text{if } i < G, \\
1, & \text{if } i = G, \\
\theta_{i-G}, & \text{if } i > G,
\end{cases}
\]  

(6)

where \( \Theta = (\theta_i)_{i \in \mathbb{N}} \), conditional on \( \{G = k\} \), has law \( \mu_{A(k)} \) defined in (2) with \( A(\cdot) \) defined in (5). We then define \( \mu = \mu^{(\alpha)} \) as the law of \( \Lambda = (\lambda_i)_{i \in \mathbb{N}} \). Since the \( \mu_{A(k)} \) are diffuse, we obtain that \( \mu \) is diffuse.

Now, let \( \Lambda^{(j)} = (\lambda^{(j)}_i)_{i \in \mathbb{N}} \) for \( j \in \mathbb{N} \) be independent with law \( \mu \). For \( n \geq n_0 \), by construction,

\[ X_n := \left\{ 1 \leq j \leq n : \left( \lambda^{(j)}_1, \ldots, \lambda^{(j)}_{\beta_n} \right) = (0, \ldots, 0, 1) \right\} \]

is \( \text{Bin}(n, 2^{-\beta_n}) \)-distributed. To get rid of the floors in the definition of \( \beta_n \) denote by \( X'_n \) a \( \text{Bin}(n, 4/\alpha_n) \)-distributed random variable. Note that \( 2^{-\beta_n} \geq 4/\alpha_n \). By Okamoto’s inequality, see \cite{22} or \cite[Exercise 2.12]{3} we have

\[
\Pr \left( X_n < \frac{2n}{\alpha_n} \right) \leq \Pr \left( X'_n - \frac{4n}{\alpha_n} < -\frac{2n}{\alpha_n} \right) \\
\leq \exp \left( -\frac{n(2/\alpha_n)^2}{2(4/\alpha_n)(1 - 4/\alpha_n)} \right) \leq \exp \left( -\frac{n}{2\alpha_n} \right).
\]

Hence, with high probability at least \( \lceil 2n/\alpha_n \rceil \) of the \( n \) strings start with the prefix \((0, \ldots, 0, 1)\) of length \( \beta_n \) and thus have suffixes \((\lambda^{(j)}_{\beta_n+1}, \lambda^{(j)}_{\beta_n+2}, \ldots)\) drawn independently from \( \mu_{A(\beta_n)} \) for the respective \( j \). For all \( n \geq n_0 \) we have \( \lceil 2n/\alpha_n \rceil \leq n \leq A(\beta_n) \). Hence, by Lemma 4, \( \lceil 2n/\alpha_n \rceil \) such strings cause an expected height of at least \( 2n/\alpha_n - 2 \). Together we obtain for all sufficiently large \( n \), note also \( \alpha_n = o(n) \), that

\[
\mathbb{E}[H_n^\mu] \geq \Pr \left( X_n \geq \frac{2n}{\alpha_n} \right) \mathbb{E} \left[ H_n^\mu \mid X_n \geq \frac{2n}{\alpha_n} \right] \\
\geq \left( 1 - \exp \left( -\frac{n}{2\alpha_n} \right) \right) \left( \frac{2n}{\alpha_n} - 2 \right) \\
\geq \frac{n}{\alpha_n}.
\]

Since the sequence \((\log \alpha_n)\) tends to infinity the present proof implies the existence of a diffuse probability distribution \( \nu = \nu^{(\alpha)} \) on \( \{0, 1\}^N \) such that \( \mathbb{E}[H_n^\nu] \geq n/\log \alpha_n \) for all sufficiently large \( n \in \mathbb{N} \), hence

\[
\frac{\mathbb{E}[H_n^\nu]}{n/\alpha_n} \to \infty.
\]

To prove the second statement of Theorem 2 we use the following bound from Devroye \cite[page 21]{8}: for any diffuse probability distribution \( \mu \) on \( \{0, 1\}^N \) and any \( t > 0 \),

\[
\Pr \left( H_n^\mu \leq \mathbb{E}[H_n^\mu] - t \right) \leq \exp \left( -\frac{t^2}{2\mathbb{E}[H_n^\mu] + 1} \right) \leq \exp \left( -\frac{t^2}{2n} \right).
\]  

(7)

We now consider the probabilities

\[
\Pr \left( H_n^\nu \leq \frac{n}{\log^2 \alpha_n} \right) = \Pr \left( H_n^\nu \leq \mathbb{E}[H_n^\nu] - \left( \mathbb{E}[H_n^\nu] - \frac{n}{\log^2 \alpha_n} \right) \right)
\]

(8)
and note that for all sufficiently large \( n \) we have

\[
\mathbb{E} [ H_n^\nu ] - \frac{n}{\log^2 \alpha_n} \geq \frac{n}{\log \alpha_n} - \frac{n}{\log^2 \alpha_n} = n \frac{\log (\alpha_n) - 1}{\log^2 \alpha_n} \geq \frac{n}{\log^2 \alpha_n}.
\] (9)

Combining (7)–(9) we obtain

\[
P( H_n^\nu \leq \frac{n}{\log^2 \alpha_n} ) \leq \exp\left( -\frac{n}{2 \log^4 n} \right)
\]

for all sufficiently large \( n \). Since these upper bounds are summable it follows from the first Borel–Cantelli Lemma that \( \lim \inf_{n \to \infty} H_n^\nu / (n/\log^2 \alpha_n) \geq 1 \) almost surely, hence

\[
\frac{H_n^\nu}{n/\alpha_n} \to \infty \text{ almost surely.}
\]

Thus, \( \nu \) has the properties claimed in Theorem 2.  

\begin{thebibliography}{99}


\end{thebibliography}
25:8 Patricia’s Bad Distributions


Limit Laws for Critical Dispersion on Complete Graphs

Umberto De Ambroggio
Department of Mathematics, LMU Munich, Germany

Tamás Makai
Department of Mathematics, LMU Munich, Germany

Konstantinos Panagiotou
Department of Mathematics, LMU Munich, Germany

Annika Steibel
Department of Mathematics, LMU Munich, Germany

Abstract
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1 Introduction

The dispersion process introduced by Cooper, McDowell, Radzik, Rivera and Shiraga [2] consists of particles moving on the vertices of a given graph $G$. A particle is said to be happy if there are no other particles occupying the same vertex and unhappy otherwise. Initially, $M \geq 2$ (unhappy) particles are placed on some vertex of $G$. Subsequently, at discrete time steps, all unhappy particles move simultaneously and independently to a neighbouring
vertex selected uniformly at random, while the happy particles remain in place. The process terminates at the first time step at which all particles are happy; we call this (random) time step the dispersion time.

It is clear that if the number of particles is small—compared to the number of vertices in the graph—then the dispersion time should be small as well. Intuitively, increasing the number of particles makes it more and more difficult for the particles to disperse quickly. This transition from 'fast' to 'slow' dispersion is quite well-understood and sharp when the underlying graph is the complete graph on \( n \) vertices with loops, in which case we write \( T_{n,M} \) for the dispersion time started with \( M \) particles at an arbitrary vertex. The typical order of \( T_{n,M} \) changes rather abruptly around \( M = n/2 \). Indeed, if we write \( M = M(n) = (1 + \varepsilon)n/2 \in \mathbb{N} \) for some sequence \( \varepsilon = \varepsilon(n) \in [-1, 1] \), then in [2] it was established that \( T_{n,M} \) is typically

- at most logarithmic in \( n \) when \( \limsup_{n \to \infty} \varepsilon < 0 \) and
- at least exponential in \( n \) when \( \liminf_{n \to \infty} \varepsilon > 0 \).

The details of this apparent and abrupt transition from logarithmic to exponential time are obviously of great interest and were investigated further in [3], where the authors studied the typical order and the tails of \( T_{n,M} \) when \( \varepsilon = o(1) \), that is, when \( M = n/2 + o(n) \). In this setting they showed that for any constant \( C > 0 \), if \( \varepsilon \leq -Cn^{-1/2} \), then the process typically finishes in \( \Theta(|\varepsilon|^{-1} \ln(\varepsilon^2 n)) \) steps, while if \( \varepsilon \geq Cn^{-1/2} \), then a much larger number \( \varepsilon^{-1} \exp(\Theta(\varepsilon^2 n)) \) of steps is required. Moreover, within the critical window corresponding to the range \( |\varepsilon| \leq O(n^{-1/2}) \), they showed that the process typically runs for \( \Theta(n^{1/2}) \) steps, making the transition into and out of the critical window smooth, see also Figure 1.

In this paper we will perform a fine analysis of the dispersion process within the critical window, that is, when \( M = n^{1/2} + O(\sqrt{n}) \). Our main result establishes that the dispersion time, scaled by \( n^{-1/2} \), converges in distribution to some continuous and almost surely positive random variable. For a sequence of real-valued random variables \( (Z_n)_{n \in \mathbb{N}} \) and a random variable \( Z \) we write \( Z_n \xrightarrow{d} Z \) to denote that the sequence \( (Z_n)_{n \in \mathbb{N}} \) converges to \( Z \) in distribution.

**Theorem 1.** Let \( \alpha \in \mathbb{R} \) and \( M = M(n) = n/2 + \alpha \sqrt{n} + o(\sqrt{n}) \in \mathbb{N} \). Then there is a continuous and almost surely positive random variable \( T_\alpha \) such that, as \( n \to \infty \),

\[
n^{-1/2}T_{n,M} \xrightarrow{d} T_\alpha.
\]

Within the proof of Theorem 1 we derive an explicit description of the distribution of \( T_\alpha \). In order to specify it at this point we need to step back a bit and introduce some notation and present some facts about the process. Let us write \( U_t \) for the (random) number of unhappy particles at the end of step \( t \), so that \( U_0 = M \), and let us fix some \( \delta > 0 \). As we will argue in Section 3, \( U_t \) drops rather quickly to \( \Theta(n^{1/2}) \) particles. In particular, with probability at least \( 1 - \delta \), after \( t^* \sim \frac{1}{2} \delta n^{1/2} \) steps we have that \( U_{t^*} \sim n^{1/2}/\delta \); here and everywhere else \( \sim \) will stand for \( = (1 + o(1)) \) and asymptotic statements are, unless stated explicitly otherwise, with respect to \( n \to \infty \) and uniform in all other parameters. After \( t^* \) the process
Figure 2 Three sample runs of the dispersion process with \( n = 10^7 \) and \( M = n/2 \), where we depict the number of unhappy particles \( U_t \), divided by 1000, at each step \( t \). The trajectory is revealed only after \( t' = 500 \), where \( U_{t'} \approx 10^4 \approx 3\sqrt{n} \) in all cases. The dotted line represents the iterated mean of \( U_t \). For the asymptotics of \( E[T_{n,M}] \) see (4).

\((U_t)_{t \geq t'}\) of unhappy particles starts fluctuating significantly, see Figure 2 for outcomes of a simulation study when \( M = n/2 \). In order to get a grip on it, we scale time and space by a factor of \( n^{-1/2} \) and establish that \((n^{-1/2}U_{t' + [s/\sqrt{n}])}_{s \geq 0}\) converges weakly to a diffusion process. Here weak convergence denotes, as usual, convergence in \( D([0,T], \mathbb{R}) \) for all \( T < \infty \), where \( D([0,T], \mathbb{R}) \) represents the space of all right-continuous functions from \([0,T]\) to \( \mathbb{R} \) with left-limits.

\textbf{Lemma 2.} Let \( \alpha \in \mathbb{R} \) and \( M = M(n) = n/2 + \alpha \sqrt{n} + o(\sqrt{n}) \in \mathbb{N} \). Let \( \delta > 0 \) and let

\[ T_{n,M,\delta} := \inf\{t > 0 : U_t \leq n^{1/2}/\delta \} \]

be the first step at which there are at most \( n^{1/2}/\delta \) unhappy particles. Then, as \( n \to \infty \), weakly

\[ \left( n^{-1/2}U_{T_{n,M,\delta} + [sn^{1/2}]})_{s \geq 0} \to X, \]

where \( X \) is a logistic branching process starting from \( X_0 = \delta^{-1} \). In particular, if we denote by \( B \) a standard Brownian motion, then \( X \) uniquely satisfies the SDE

\[ dX_s = \left( 2\alpha X_s - \frac{7}{4}X_s^2 \right) ds + \sqrt{X_s}dB_s, \quad s > 0, \quad \text{and} \quad X_0 = \delta^{-1}. \tag{1} \]

For more background on SDEs in general and the specific equation encountered here we refer to Section 2. Let us mention only that stochastic processes satisfying (1) are well-studied and are also called in the literature logistic Feller diffusions or Feller diffusions with logistic growth. Generally, such processes satisfy an SDE of the form

\[ dX_s = (aX_s - cX_s^2)ds + \sqrt{X_s}dB_s, \quad s > 0, \quad \text{with initial condition } X_0 = x \geq 0, \tag{2} \]
where $a \in \mathbb{R}$ and $c, \gamma > 0$. They appear in the context of population dynamics and stochastically extend the deterministic logistic growth model that describes the evolution of a population under the influences of natural birth, mortality and inter-individual competition. A prime source on the topic is Lambert [7], who provides a thorough and detailed discussion of the properties of solutions to (2).

With Lemma 2 at hand we show in Section 3, see Lemma 13 there, that the first step at which the unhappy particles vanish, divided by $n^{1/2}$, converges in distribution to the absorption time of $X$, that is, the first time when $X$ hits zero. Letting $\delta \to 0$ then yields the claimed statement. In particular, $T_\alpha$ in Theorem 1 is the absorption time of the limiting solution of (1) when the initial condition $X_0 \to \infty$; this limiting process, called standard logistic branching process, is well-defined and well-studied, see for example [7] and Section 2.2.

The explicit descriptions of $X$ and $T_\alpha$ pave the way to obtain further bits of information. To achieve this we will exploit the following bounds, stating that $n^{-1/2}T_{n,M}$ has exponential tails, that are an immediate consequence of the main theorems in [3].

$\blacktriangleleft$ Theorem 3. Let $\alpha \in \mathbb{R}$ and $M = n/2 + \alpha \sqrt{n} + o(\sqrt{n}) \in \mathbb{N}$. Then there is a constant $c_\alpha > 0$ such that for all sufficiently large $n$

$$
\mathbb{P}(T_{n,M} \leq n^{1/2}/Ac_\alpha) \leq e^{-A} \quad \text{and} \quad \mathbb{P}(T_{n,M} > Ac_\alpha n^{1/2}) \leq e^{-A}, \quad A \geq 1.
$$

Together with our Theorem 1 this implies that for any $p \in \mathbb{R}$ we even obtain convergence in $\mathcal{L}^p$, in particular

$$
n^{-p/2}\mathbb{E}[T_{n,M}^p] \sim \mathbb{E}[T_{\alpha}^p], \quad p \in \mathbb{R}. \quad (3)
$$

We also obtain, without including the proof here, for $M = n/2 + \alpha \sqrt{n} + o(\sqrt{n})$ the series representation

$$
\mathbb{E}[T_\alpha] = \lim_{n \to \infty} \mathbb{E}[n^{-1/2}T_{n,M}] = \frac{\pi^{3/2}}{\sqrt{2}} + \frac{1}{\sqrt{2}} \sum_{m \geq 1} \frac{\Gamma(m+1)}{m!} \left( \frac{8\alpha}{\sqrt{2}} \right)^{m} t_m, \quad \alpha \in \mathbb{R},
$$

where $\Gamma(\cdot)$ is the Gamma function and

$$
t_m := \sum_{k \geq 0} \frac{2}{(m+1/2) + 2k(m+3/2) + 2k} = H_{(m-1)/4} - H_{(m-3)/4}, \quad m \in \mathbb{N}_0,
$$

and $H_x = \sum_{k \geq 1} \left( \frac{1}{k} - \frac{1}{k+x} \right)$ denotes the "$x$-th harmonic number". Let us highlight the specific case $\alpha = 0$: when we are essentially at the critical point, then we obtain the beautiful formula

$$
\mathbb{E}[T_0] = \lim_{n \to \infty} \mathbb{E}[n^{-1/2}T_{n,n/2+o(\sqrt{n})}] = \frac{\pi^{3/2}}{\sqrt{2}}, \quad (4)
$$

which is in the interval $2.104 \pm 0.001$, see also Figure 2. Our methods also allow us to study the behavior of the transition in and out of the critical window, that is, $\mathbb{E}[T_\alpha]$ when $\alpha \to -\infty$ or $\alpha \to \infty$. Indeed we are able to show the following asymptotics

$$
\mathbb{E}[T_{\alpha}] \xrightarrow{\alpha \to -\infty} \frac{\ln |\alpha|}{|\alpha|} \quad \text{and} \quad \mathbb{E}[T_{\alpha}] \xrightarrow{\alpha \to \infty} \frac{\sqrt{2\pi} e^{16\alpha^2/7}}{8 \alpha^2}.
$$

So, when $\alpha$ gets big, then $\mathbb{E}[T_{\alpha}]$ behaves (up to polynomial corrections) quadratic exponential in $|\alpha|$: already for $\alpha = 3$ we obtain the enormous value $\mathbb{E}[T_3] \approx 5.894 \cdot 10^7$. On the other hand, for negative $\alpha$ we get a moderate polynomial behavior with logarithmic corrections. Note
that the large $|\alpha|$ asymptotics presented here are in perfect accordance with the transition in and out of the critical window, see also Figure 1 and the discussion at the beginning of the introduction.

Our second main result addresses the total number of jumps $\sum_{t \geq 0} U_t$ performed by the particles. In contrast to the dispersion time, the total number of jumps, scaled by $n \ln n$, converges to a fixed quantity.

**Theorem 4.** Let $\alpha \in \mathbb{R}$ and $M = M(n) = n/2 + \alpha \sqrt{n} + o(\sqrt{n}) \in \mathbb{N}$. Then

$$\frac{1}{n \ln n} \sum_{t \geq 0} U_t \xrightarrow{d} \frac{2}{7}.$$

In particular, each of the $M \sim n/2$ particles performs on average typically $\sim \frac{4}{7} \ln n$ jumps before everybody settles, and this is independent of $\alpha$. Indeed, our aforementioned analysis of the early steps in Section 3, that is, the first $o(n^{1/2})$ steps, shows that there are already $\sim \frac{2}{7} n \ln n$ jumps in those steps of the process. With Lemma 2 and Theorem 1 in mind, it is not surprising that the remaining $\Theta(n^{1/2})$ steps only contribute an additional of $O(n)$ number jumps, as $n^{-1/2} U_t$ is typically bounded for $t = \Theta(n^{1/2})$.

Theorem 1 and Lemma 2 actually suggest that a much stronger statement should be true. We know that $(n^{-1/2} U_{T_{n,M,\delta} + \lfloor n^{1/2} \rfloor})_{t \geq 0}$ converges weakly to a logistic branching process $X$, and so the total number of jumps should be close to $n^{1/2} A$, where $A := \int_0^\infty X_s ds$, plus the additional $\frac{2}{7} n \ln n$ jumps from the first $T_{n,M,\delta}$ steps. Thus the variations in the total number of jumps should be linear in $n$; that is, there should be a (non-trivial) random variable $S$ such that

$$n^{-1} \left( \sum_{t \geq 0} U_t - \frac{2}{7} n \ln n \right) \xrightarrow{d} S.$$

We leave it as an open problem to prove this conjecture.

**Variations on the Theme**

Our work opens up opportunities for studying a variety of models that are related to the dispersion process or extensions of it. In a general setting, *happiness* can be defined as a property of individual vertices and particles. More specifically, each vertex may have a *capacity*, which, if exceeded, deems all particles on that vertex as unhappy. On the other side, each particle $p$ may have a *stress level*, which dictates an upper bound on the particles that share a vertex with $p$ so that $p$ is still happy. We leave it as an open problem to study the precise behavior in a general setting, where for example the empirical distributions of the capacities and the stress levels fulfill appropriate convergence properties.

In a different line of research it would be challenging to provide detailed studies of dispersion processes on graphs different than the complete graph. We believe, for example, that our results also hold if the underlying graph is a sufficiently dense Erdős-Rényi random graph $G_{n,p}$, which is obtained by retaining independently each edge of the complete graph on $n$ vertices with probability $p$. In particular, if, say, $p = \omega(n^{-1/2})$, guaranteeing that the minimum degree is much larger than $\sqrt{n}$, then similar results as in Theorem 1 should hold, as the process finishes after $O(\sqrt{n})$ rounds if the graph is complete. However, it might be the case that even on much sparser graphs the behavior does not change (since, for example, in most steps just an $O(\sqrt{n})$ number of particles move). We consider it as an important and eminent challenge to study the effect of the edge probability $p$ on the distribution of the dispersion time.
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Related work

The dispersion process was also studied by Frieze and Pegden [6], who, apart from the dispersion time, also considered the dispersion distance on the infinite line. They showed that the dispersion distance is $\Theta(n)$ when there are $n$ particles in the system, improving upon previous results in [2]. A similar setup was considered by Shang [10], who studied the dispersion distance on the infinite line in a non-uniform dispersion process.

Processes where particles move on the vertices of a graph have been widely studied over the past decades; we refer the reader to [2] for references. Concerning processes whose scope is to disperse particles on a discrete structure, arguably the best known such model is Internal Diffusion Limited Aggregation (IDLA), see [1, 4, 8]. In this model, particles sequentially start (one at a time) from a specific vertex designated as the origin. Each particle moves randomly until it finds an unoccupied vertex; then it occupies it forever, meaning that it does not move at subsequent process steps.

Another related and well-studied class of models are Activated Random Walks (ARWs) that evolve on the $d$-dimensional lattice, see [9] for an extensive review. Roughly speaking, we place particles on $\mathbb{Z}^d$, and some of them are initially active while others are asleep. The rules of the process are then as follows. Whenever a particle is alone on a vertex, it falls asleep with a certain rate. On the other hand, active particles jump according to independent random choices, and whenever they encounter a particle that is asleep, they wake it up.

Outline

In Section 2 we present the main tool used during our proof, namely diffusion approximation, and then in Section 3 we include a brief derivation of some of the aforementioned results, primarily Lemma 2 and Theorem 1. The full paper containing all proofs is available at arXiv:2403.05372.

2 Probabilistic Preliminaries

2.1 Diffusion Approximation

A main tool that we will use in the proof of Theorem 1 is the concept of diffusion approximation, which allows us to approximate a Markov chain $(Y^{(n)})_{n \in \mathbb{N}}$ with values in $\mathbb{R}$, by a continuous-time stochastic process. More specifically, we examine convergence properties of $(Y^{(n)})_{n \in \mathbb{N}}$ to a process satisfying a stochastic differential equation (SDE)

$$dX_s = b(X_s)ds + \sigma(X_s)dB_s, \quad s > 0,$$

(5)

where $b, \sigma : \mathbb{R} \to \mathbb{R}$ are suitable functions and $B$ is a 1-dimensional standard Brownian motion. In this section we provide an overview of the necessary results from stochastic calculus. Additionally, we collect some properties of the limit process that will emerge within the proof of Theorem 1. In what follows we denote discrete time by $t \in \mathbb{N}_0$ (so, for example, $Y^{(n)} = (Y^{(n)}_t)_{t \in \mathbb{N}_0}$), whereas $s \geq 0$ represents continuous time.

Let us consider (5). A (weak) solution to (5) with initial value $X_0 = x \in \mathbb{R}$ is a triple $(X, B, \mathcal{F})$, where $\mathcal{F} = (\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \geq 0}, \mathbb{P})$ is a filtered probability space with the filtration satisfying the usual conditions, i.e. $(\mathcal{F}_s)_{s \geq 0}$ is right-continuous and complete. Further, $X = (X_s)_{s \geq 0}$ and $B = (B_s)_{s \geq 0}$ are continuous stochastic processes that are adapted to $(\mathcal{F}_s)_{s \geq 0}$ such that

- $B$ is a standard 1-dimensional Brownian motion with respect to $(\mathcal{F}_s)_{s \geq 0}$, i.e. $B$ is a standard Brownian motion and $B_s - B_r$ is independent of $\mathcal{F}_r$ for any $0 \leq r < s$;
be a discrete-time Markov chain with values in $\mathbb{R}^n$ and $\mathbb{R}^\infty$. Let $(X,\mathcal{F},\mathbb{P})$ be a Markov process. Finally, assume that $(\tilde{X},\tilde{\mathcal{F}},\tilde{\mathbb{P}})$ solve (5) weakly and satisfy $X_0 = \tilde{X}_0$, then $X$ and $\tilde{X}$ have the same law.

In order to get the diffusion approximation to work, we construct a sequence of right-continuous and continuous-time stochastic processes from the given sequence $(Y^{(n)})_{n \in \mathbb{N}}$ of discrete time Markov chains by using constant interpolation between the time points. Then, under appropriate conditions specified in the subsequent theorem, $(Y^{(n)})_{n \in \mathbb{N}}$ converges weakly to the solution of an SDE. With the necessary concepts at hand we are now ready to present our main tool, and we refer for example to [5, Ch. 8] for an extensive treatment.

\textbf{Theorem 5 (Diffusion Approximation).} Let $b, \sigma : \mathbb{R} \to \mathbb{R}$ be continuous functions and assume that for any $x \in \mathbb{R}$ the SDE (5) possesses a unique solution such that $X_0 = x$. Furthermore, let $h : \mathbb{N} \to \mathbb{R}_+$ be a sequence with $\lim_{n \to \infty} h(n) = 0$ and for all $n \in \mathbb{N}$ let $Y^{(n)} = (Y^{(n)}_t)_{t \in N_0}$ be a discrete-time Markov chain with values in $S^{(n)} \subseteq \mathbb{R}$. Define, for all $t \in \mathbb{N}_0$, $x \in S^{(n)}$

$$b^{(n)}(x) := \mathbb{E} \left[ \frac{Y^{(n)}_{t+1} - x}{h(n)} \mid Y^{(n)}_t = x \right], \quad a^{(n)}(x) := \mathbb{E} \left[ \frac{(Y^{(n)}_{t+1} - x)^2}{h(n)} \mid Y^{(n)}_t = x \right],$$

and $\gamma^{(n)}_p : \mathbb{E} \left[ |Y^{(n)}_{t+1} - x|^p \mid Y^{(n)}_t = x \right] / h(n)$ for $p \geq 2$. Let $a := \sigma^2$ and assume that for all $R < \infty$

$$\lim_{n \to \infty} \sup_{x \in S^{(n)}, |x| \leq R} |b^{(n)}(x) - b(x)| = 0, \quad \lim_{n \to \infty} \sup_{x \in S^{(n)}, |x| \leq R} |a^{(n)}(x) - a(x)| = 0,$$

and

$$\lim_{n \to \infty} \sup_{x \in S^{(n)}, |x| \leq R} \gamma^{(n)}_p(x) = 0 \text{ for some } p \geq 2.$$

Finally, assume that $Y^{(n)}_0 \to x$ as $n \to \infty$. Then $(Y^{(n)}_{s/h(n)})_{s \geq 0}$ converges weakly to a strong Markov process $X$ that satisfies the SDE (5) with $X_0 = x$.

\subsection*{2.2 The (Standard) Logistic Branching Process}

We already discussed in the introduction that the processes that will be relevant here are the so-called logistic branching processes, given by the solution of

$$dX_s = (aX_s - cX^2_s)ds + \sqrt{\gamma}X_s dB_s, \quad s > 0,$$

with $X_0 = x \geq 0$, $a \in \mathbb{R}$ and $c, \gamma > 0$, see also (2) (and (1) for the particular case that will appear here). In the remainder of this section we collect some key properties that will be handy. The first one is about the existence and uniqueness of solutions, see [7].

\textbf{Lemma 6.} For all initial states $x \geq 0$ and for all $a \in \mathbb{R}$ and $c, \gamma > 0$, there exists a unique solution $(X_a,c,\gamma,x, B_{a,c,\gamma,x}, \mathcal{F}_{a,c,\gamma,x}, \mathbb{P})$ to (2). Moreover, $X_{a,c,\gamma,x}$ is non-negative.

In what follows it will be convenient to consider a specific choice of the filtered probability space $\mathcal{F}_{a,c,\gamma,x} = (\Omega', \mathcal{F}', (F'_s)_{s \geq 0}, \mathbb{P}')$ (where all components depend on the parameters $a, c, \gamma, x$) from the previous lemma that we construct as follows. Let $\Omega$ be the space of all continuous maps $[0, \infty) \to \mathbb{R}$ and let $X$ be the coordinate process given by $X_s(\xi) = \xi(s)$ for
all $s \geq 0$ and $\xi \in \Omega$. Additionally, consider the $\sigma$-algebra $\mathcal{F} = \sigma\{X_s \mid s \geq 0\}$ and equip the measurable space $(\Omega, \mathcal{F})$ with the filtration $(\mathcal{F}_s)_{s \geq 0}$ given by $\mathcal{F}_s = \sigma\{X_r \mid 0 \leq r \leq s\}$ for all $s \geq 0$, which we may complete and right-continuously extend in order to fulfill the usual conditions. Via the map $\Omega' \ni \xi' \mapsto X_{a,c,\gamma,x}(\xi') \in \Omega$ it is possible to switch from $\mathcal{P}_{a,c,\gamma,x}$ to the canonical probability space $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \geq 0}, \mathbb{P}_{a,c,\gamma,x})$, where $\mathbb{P}_{a,c,\gamma,x}$ is the probability measure given by $\mathbb{P}_{a,c,\gamma,x}(A) = \mathbb{P}'((X_{a,c,\gamma,x})^{-1}(A))$ for all $A \in \mathcal{F}$. By this particular choice we obtain that the coordinate process $X$ on $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \geq 0}, \mathbb{P}_{a,c,\gamma,x})$ has the same law as $X_{a,c,\gamma,x}$ under $\mathbb{P}'$, i.e. under $\mathbb{P}_{a,c,\gamma,x}$ the process $X$ satisfies (2). The following corollary is now an immediate consequence of Lemma 6, and a similar construction was also performed in [7].

**Corollary 7.** For all initial states $x \geq 0$ and for all $a \in \mathbb{R}$ and $c, \gamma > 0$, there is a unique solution $(X, B_{a,c,\gamma,x}, \mathcal{P}_{a,c,\gamma,x})$ to (2), where $X$ is the coordinate process and thus independent of $a, c, \gamma, x$. Moreover, $X$ is non-negative $\mathbb{P}_{a,c,\gamma,x}$-almost surely, where $\mathbb{P}_{a,c,\gamma,x}$ denotes the probability measure of $\mathcal{P}_{a,c,\gamma,x}$.

For the rest of this paper we will adopt the above procedure and consider solutions to (2) only with respect to the canonical probability space $(\Omega, \mathcal{F}, (\mathcal{F}_s)_{s \geq 0}, \mathbb{P}_{a,c,\gamma,x})$. Our main object of interest will be the time at which the logistic Feller diffusion $X$ hits zero, which under $\mathbb{P}_{a,c,\gamma,x}$ is given by the stopping time

$$T(\xi) = \inf\{s \geq 0 : \xi(s) = 0\}, \quad \xi \in \Omega.$$  

The author of [7] establishes that $T$ is finite $\mathbb{P}_{a,c,\gamma,x}$-almost surely. Moreover, $X_s = 0$ for all $s \geq T$ under $\mathbb{P}_{a,c,\gamma,x}$, i.e. upon hitting zero the process becomes constant, which is why we also refer to $T$ as absorption time.

Within our context, it will be necessary to consider solutions to (2) with initial value $x \to \infty$. The required results are covered by the following statement, whose proof can be found in [7] and for which we define the function $\theta : [0, \infty) \to \mathbb{R}$ by

$$\theta(\lambda) := \int_{0}^{\lambda} \exp\left(\frac{\gamma}{4c}v^2 - \frac{a}{c}v\right) dv, \quad \lambda \geq 0. \quad (6)$$

**Lemma 8.** For all $x \geq 0, a \in \mathbb{R}$ and $c, \gamma > 0$, the expectation of $T$ under $\mathbb{P}_{a,c,\gamma,x}$ is finite and

$$\mathbb{E}_{a,c,\gamma,x}[T] = \frac{1}{c} \int_{0}^{\infty} \frac{\theta(\lambda)}{\lambda \theta'(\lambda)} (1 - \exp(-x\lambda)) d\lambda.$$  

In addition, the measures $(\mathbb{P}_{a,c,\gamma,x})_{x \geq 0}$ converge weakly, as $x \to \infty$, to the law $\mathbb{P}_{a,c,\gamma,\infty}$ of the so-called standard logistic branching process. Under $\mathbb{P}_{a,c,\gamma,\infty}$, the hitting time $T$ is a continuous random variable which is finite almost surely and has finite expectation given by

$$\mathbb{E}_{a,c,\gamma,\infty}[T] = \sup_{x \geq 0} \mathbb{E}_{a,c,\gamma,x}[T] = \frac{1}{c} \int_{0}^{\infty} \frac{\theta(\lambda)}{\lambda \theta'(\lambda)} d\lambda.$$

### 3 Proof Strategy & Some Details

In the following lemma we investigate the early phase of the process. In particular we are interested in the number of steps and the number of jumps until the number of unhappy particles drops to $\Theta(n^{1/2})$. 
Then, for all sufficiently small $\delta > 0$ and all sufficiently large $n$, with probability at least $1 - \delta$,

$$T_{n,M,\delta} := \inf\left\{ t > 0 : U_t \leq n^{1/2}/\delta \right\}.$$  

Then, for all sufficiently small $\delta > 0$ and all sufficiently large $n$, with probability at least $1 - \delta$,

$$\left| T_{n,M,\delta} - \frac{4}{7} \delta n^{1/2} \right| \leq \epsilon \delta n^{1/2} \quad \text{and} \quad \left| \sum_{0 \leq t \leq T_{n,M,\delta}} U_t - \frac{2}{7} n \ln n \right| \leq \epsilon n \ln n.$$  

In particular, (roughly) $\frac{4}{7} \delta n^{1/2}$ steps are required to drop below $n^{1/2}/\delta$ unhappy particles, and at this step the accumulated number of unhappy particles, which corresponds to the total number of jumps, is (roughly) $\frac{2}{7} n \ln n$. The lemma is established by considering the number of unhappy particles for a relatively short number of steps, where the change of the process can be precisely controlled by means of martingale concentration, exploiting the subgaussian nature of the increments. We omit the details due to space limitations.

We focus on the late phase, which uses the diffusion approximation toolbox. We write

$$U_{t+1} - U_t = X_{t+1} - Y_{t+1},$$

where $X_{t+1}$ stands for the number of particles that were happy at step $t$ but become unhappy in step $t + 1$ (because some particle which was unhappy at time $t$ moved onto their vertex) and $Y_{t+1}$ is the number of unhappy particles at time $t$ that become happy at step $t + 1$ (because at time $t + 1$ they are alone on the vertex that they occupy). Moreover, define

$$X_{t+1,h} := \mathbb{I}[h \in U_{t+1}] \quad \text{and} \quad Y_{t+1,u} := \mathbb{I}[u \in H_{t+1}]$$

where $H_{t+1}/U_{t+1}$ is the set of happy/unhappy particles at time $t + 1$ and, so that we can write

$$X_{t+1} = \sum_{h \in H_t} X_{t+1,h} \quad \text{and} \quad Y_{t+1} = \sum_{u \in U_t} Y_{t+1,u}.$$  

It is clear that, given $U_t$, we can compute $\mathbb{E}[X_{t+1,h}], \mathbb{E}[Y_{t+1,u}]$ and $\mathbb{E}[X_{t+1,h} Y_{t+1,u}]$ for any $h \in H_t$ and $u \in U_t$; the details are omitted. With this at hand, we then establish asymptotics of the drift and variation for the number of unhappy particles, which we describe in the following two lemmas.

**Lemma 9.** Let $\epsilon, \delta > 0$, $\alpha \in \mathbb{R}$ and $M = n/2 + \alpha \sqrt{n} + o(\sqrt{n}) \in \mathbb{N}$. Let

$$T_{n,M,\delta} := \inf\left\{ t > 0 : U_t \leq n^{1/2}/\delta \right\}.$$  

Then, for all sufficiently small $\delta > 0$ and all sufficiently large $n$, with probability at least $1 - \delta$,

$$\left| T_{n,M,\delta} - \frac{4}{7} \delta n^{1/2} \right| \leq \epsilon \delta n^{1/2} \quad \text{and} \quad \left| \sum_{0 \leq t \leq T_{n,M,\delta}} U_t - \frac{2}{7} n \ln n \right| \leq \epsilon n \ln n.$$  

In particular, (roughly) $\frac{4}{7} \delta n^{1/2}$ steps are required to drop below $n^{1/2}/\delta$ unhappy particles, and at this step the accumulated number of unhappy particles, which corresponds to the total number of jumps, is (roughly) $\frac{2}{7} n \ln n$. The lemma is established by considering the number of unhappy particles for a relatively short number of steps, where the change of the process can be precisely controlled by means of martingale concentration, exploiting the subgaussian nature of the increments. We omit the details due to space limitations.

We focus on the late phase, which uses the diffusion approximation toolbox. We write

$$U_{t+1} - U_t = X_{t+1} - Y_{t+1},$$

where $X_{t+1}$ stands for the number of particles that were happy at step $t$ but become unhappy in step $t + 1$ (because some particle which was unhappy at time $t$ moved onto their vertex) and $Y_{t+1}$ is the number of unhappy particles at time $t$ that become happy at step $t + 1$ (because at time $t + 1$ they are alone on the vertex that they occupy). Moreover, define

$$X_{t+1,h} := \mathbb{I}[h \in U_{t+1}] \quad \text{and} \quad Y_{t+1,u} := \mathbb{I}[u \in H_{t+1}]$$

where $H_{t+1}/U_{t+1}$ is the set of happy/unhappy particles at time $t + 1$ and, so that we can write

$$X_{t+1} = \sum_{h \in H_t} X_{t+1,h} \quad \text{and} \quad Y_{t+1} = \sum_{u \in U_t} Y_{t+1,u}.$$  

It is clear that, given $U_t$, we can compute $\mathbb{E}[X_{t+1,h}], \mathbb{E}[Y_{t+1,u}]$ and $\mathbb{E}[X_{t+1,h} Y_{t+1,u}]$ for any $h \in H_t$ and $u \in U_t$; the details are omitted. With this at hand, we then establish asymptotics of the drift and variation for the number of unhappy particles, which we describe in the following two lemmas.

**Lemma 10.** Let $\epsilon = \epsilon(n) = o(1)$, $u : \mathbb{N} \to \mathbb{N}$ and $M = M(n) := (1 + \epsilon)n/2 \in \mathbb{N}$. Then, uniformly,

$$\mathbb{E}[U_{t+1} - U_t \mid U_t = u] = \epsilon u - \frac{u^2}{n} \left( \frac{7}{4} + \frac{3\epsilon}{4} \right) + O \left( \frac{u}{n} + \frac{u^3}{n^2} \right).$$  

**Lemma 11.** Let $\epsilon = \epsilon(n) = o(1)$ and $u : \mathbb{N} \to \mathbb{N}$ be such that $u = o(n^{2/3})$ and $M = M(n) := (1 + \epsilon)n/2 \in \mathbb{N}$. Then, uniformly,

$$\mathbb{E}[(U_{t+1} - U_t)^2 \mid U_t = u] = u + o(\epsilon u^2 + u).$$

To continue we introduce the (continuous) time-shifted process

$$U'_t := U_{[s] + T_{n,M,\delta}}, \quad s \geq 0.$$  

By applying Theorem 5 we will show that $(n^{-1/2}U'_{s\sqrt{n}})_{s \geq 0}$ converges weakly to a diffusion. Note that the following lemma is just a reformulation of Lemma 2 in the Introduction, as (7) corresponds to the SDE (1).
Limit Laws for Critical Dispersion on Complete Graphs

Lemma 12. Let \( \delta > 0 \). As \( n \to \infty \), the process \((n^{-1/2}U_s')_{s \geq 0}\) converges weakly to a process \( X \) that satisfies
\[
dX_s = \left(2\alpha X_s - \frac{7}{4}X_s^2\right)ds + \sqrt{X_s}dB_s, \quad s > 0, \quad \text{and} \quad X_0 = \delta^{-1}. \tag{7}
\]

Proof. We will apply Theorem 5 with \( h = h(n) = n^{-1/2} \) and \( Y_t^{(n)} := n^{-1/2}U_t' \) for \( t \in \mathbb{N}_0 \). First, note that it is necessary to extend the SDE (7) in a way that it has a unique solution not only for all initial values \( x \geq 0 \), but for all \( x \in \mathbb{R} \). To this end, write \( a^+ = \max\{a,0\} \) for \( a \in \mathbb{R} \) and consider the SDE
\[
dX_s = \left(2\alpha X_s^+ - \frac{7}{4}(X_s^+)^2\right)ds + \sqrt{X_s}dB_s, \quad s > 0, \quad \text{with} \quad X_0 = x \in \mathbb{R}. \tag{8}
\]

Note that if the initial value \( x \) is negative, then \( X = x \) uniquely satisfies this SDE. For \( x \geq 0 \), recall that Corollary 7 guarantees the existence of a unique solution \((X,B_{2\alpha,n/4,1,x},P_{2\alpha,n/4,1,x})\) to (7) with \( X_0 = x \) and such that \( X \geq 0 \) almost surely. Hence, if \( x \geq 0 \), (8) coincides with (7) with initial value \( X_0 = x \) and we conclude that (8) possesses a unique solution for all \( x \in \mathbb{R} \).

Next, we employ Lemmas 10 and 11 with \( c(n) = 2\alpha n^{-1/2} + o(n^{-1/2}) \), as \( M = n/2 + \alpha n^{1/2} + o(n^{1/2}) \). For this purpose, let \( R < \infty \) and consider \( x \in S(n) \subseteq \{0,n^{-1/2},2n^{-1/2},...,n^{1/2}\} \) with \( |x| \leq R \). Then, Lemma 10 with \( u = xn^{1/2} \) implies that
\[
b^{(n)}(x) = \frac{\mathbb{E}\left[n^{-1/2}U_{t+1}' - n^{-1/2}U_t' \mid n^{-1/2}U_t' = x\right]}{n^{-1/2}} = 2\alpha x - \frac{7}{4}x^2 + o(R + R^3). \tag{9}
\]

Further, as \( xn^{1/2} = o(n^{2/3}) \) due to \( |x| \leq R \), it follows from Lemma 11 with \( u = xn^{1/2} \) that
\[
a^{(n)}(x) = \frac{\mathbb{E}\left[(n^{-1/2}U_{t+1}' - n^{-1/2}U_t')^2 \mid n^{-1/2}U_t' = x\right]}{n^{-1/2}} = x + o(R^2). \tag{10}
\]

We therefore obtain that for any \( R < \infty \)
\[
\lim_{n \to \infty} \sup_{x \in S(n), |x| \leq R} \left| b^{(n)}(x) - \left(2\alpha x - \frac{7}{4}x^2\right) \right| = 0 \quad \text{and} \quad \lim_{n \to \infty} \sup_{x \in S(n), |x| \leq R} \left| a^{(n)}(x) - x \right| = 0. \tag{11}
\]

Moreover, we show
\[
\lim_{n \to \infty} \sup_{x \in S(n), |x| \leq R} \left| \gamma^{(n)}_{\frac{1}{2}}(x) \right| = 0, \tag{11}
\]
and
\[
U_0' = U_{T,n,M,\delta} \sim n^{1/2}/\delta \quad \text{with probability} \quad 1 - o(1). \tag{12}
\]

The last two facts, whose proof is omitted here, together with (10) and the existence of a unique solution to (8) guarantee that we can apply Theorem 5 to conclude that \((n^{-1/2}U_{s\sqrt{n}}')_{s \geq 0}\) converges weakly to a process \( X \) that satisfies (7) with \( X_0 = 1/\delta \), and the proof is finished. ▶

Recall from Corollary 7 that \((X,B_{2\alpha,n/4,1,x},P_{2\alpha,n/4,1,x})\) represents a solution of (7) with initial value \( x \geq 0 \) and that the corresponding hitting time of zero is given by
\[
T = \inf\{s \geq 0 : X_s = 0\} \tag{13}
\]
under the probability measure \( P_{2\alpha,n/4,1,x} \). The next statement asserts that \( n^{-1/2}T_{n,M,\delta}' \) where \( T_{n,M,\delta}' := T_{n,M} - T_{n,M,\delta} \), converges in distribution to \( T \) under \( P_{2\alpha,n/4,1,1/\delta} \).
Lemma 13. Let $\delta > 0$. Then, as $n \to \infty$, $n^{-1/2}T_{n,M,\delta}' \xrightarrow{d} T$, with $T$ given by (13) under the probability measure $P_{2n/4,1/\delta}$.

Proof. Let $s \geq 0$ and recall from Section 2.1 that, under $P_{2n,7/4,1/\delta}$, $X_s = 0$ is equivalent to $T \leq s$. Similarly, $U_{[s]} = 0$ if and only if $T_{n,M} \leq s$, from which we obtain that $T_{n,M,\delta}' = T_{n,M} - T_{n,M,\delta} \leq s$ if and only if $U_{[s]} = U_{[s]+T_{n,M,\delta}} = 0$. Hence,

$$P_{2n,7/4,1/\delta}(X_s = 0) = P_{2n,7/4,1/\delta}(T \leq s) \quad \text{and} \quad P(U_{[s]} = 0) = P(T_{n,M,\delta}' \leq s).$$

As Lemma 12 entails $\lim_{n \to \infty} P\left(n^{-1/2}U_{[s]} \leq s\right) = P_{2n,7/4,1/\delta}(X_s = 0)$, we conclude

$$\lim_{n \to \infty} P(n^{-1/2}T_{n,M,\delta}' \leq s) = P_{2n,7/4,1/\delta}(T \leq s).$$

With the convergence in distribution shown in the previous lemma at hand, we are now in the position to prove Theorem 1.

Proof of Theorem 1. Recall from Lemma 9 that $T_{n,M,\delta} \leq \delta n^{1/2}$ with probability at least $1 - \delta$ for $\delta$ sufficiently small and $n$ large enough. As $T_{n,M,\delta}'$ is non-negative, this implies that

$$n^{-1/2}T_{n,M,\delta}' \leq n^{-1/2}T_{n,M} \leq \delta + n^{-1/2}T_{n,M,\delta}' \quad \text{with probability at least } 1 - \delta.$$

Applying Lemma 13, we therefore obtain that for all $s \geq 0$

$$\lim_{n \to \infty} P(n^{-1/2}T_{n,M} \leq s) \leq \lim_{n \to \infty} P(n^{-1/2}T_{n,M,\delta}' \leq s) = P_{2n,7/4,1/\delta}(T \leq s)$$

and

$$\lim_{n \to \infty} P(n^{-1/2}T_{n,M} \geq s) \leq \lim_{n \to \infty} P(n^{-1/2}T_{n,M} \geq s, T_{n,M,\delta} \leq \delta n^{1/2}) + \delta \leq P_{2n,7/4,1/\delta}(T \geq s - \delta) + \delta.$$

Note that $P_{2n,7/4,1/\delta}(T \geq \tau) \geq P_{2n,7/4,1/\delta}(T \geq \tau)$ for all $x_1 > x_2 \geq 0$ and $\tau \geq 0$, since $X$ is almost surely continuous and needs a positive and finite amount of time to drop from $x_1$ to $x_2$. So, since according to Lemma 8 we have $\lim_{\delta \to 0} P_{2n,7/4,1/\delta} = P_{2n,7/4,1/\infty}$ and $T$ is continuous, it therefore follows that

$$\lim_{\delta \to 0} P_{2n,7/4,1/\delta}(T \geq s - \delta) \leq \lim_{\delta \to 0} P_{2n,7/4,1/\infty}(T \geq s - \delta) = P_{2n,7/4,1/\infty}(T \geq s),$$

which yields

$$\lim_{n \to \infty} P(n^{-1/2}T_{n,M} \leq s) = P_{2n,7/4,1/\infty}(T \leq s), \quad s \geq 0.$$

Thus, $n^{-1/2}T_{n,M} \xrightarrow{d} T_\alpha$, where $T_\alpha$ satisfies

$$P(T_\alpha \leq s) = P_{2n,7/4,1/\infty}(T \leq s), \quad s \geq 0.$$

Moreover, $P_{2n,7/4,1/\infty}(T > 0) = 1$ implies that $T_\alpha$ is positive almost surely, and this completes the proof of Theorem 1.
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1 Introduction

Rooted binary trees are a staple of mathematical phylogenetic analysis, as they are used to represent diverse biological processes taking place in time – including the evolution of species, the evolution of genes among those species, and the divergence of populations [9, 21, 24]. The root represents a common ancestor, and the leaves represent subsequent biological entities, often in the present day. Viewed as objects evolving in time, by extension of “vertical” inheritance that occurs in genetic transmission from parents to offspring, biological divergences are viewed as taking place vertically on the tree. Mathematical phylogenetic analyses of trees have produced rich contributions to algorithmic and combinatorial studies.

Certain evolutionary events, however, involve merging rather than divergence of biological lineages. Such events include the recombination that occurs during gamete formation, population admixture, horizontal gene transfer, and hybridization. To describe processes that include these events, we must look beyond trees to phylogenetic networks [14, 17, 18].
Among the phylogenetic networks, galled trees are some of the simplest. As their name suggests, they are tree-like, but they can contain certain internal nodes with in-degree 2 and out-degree 1, representing permitted classes of mergings. Galled trees are named for the growths, termed galls, which appear in plants but which do not disrupt their tree-like structure. They were first introduced in the study of recombination [15, 16, 23].

Mathematically, a galled tree allows each vertex or edge in a graph to be contained in at most one cycle. An additional requirement is needed for galled trees to be meaningful for biological processes such as hybridization. In a hybridization event, two biological lineages, \(a\) and \(b\), each bifurcate; a merging event occurs between two branches, one from each bifurcation, producing a third lineage, \(c\) (Figure 1A). The structure of the event requires that when viewed graphically, a gall – a cycle in the graph – contains at least four nodes. These include a top node, two hybridizing nodes, and one hybrid node. Additional side nodes are permitted, and we regard the hybridizing nodes as special side nodes (Figure 1B). The requirement that galls have at least these four nodes (i.e. the top node must not be a hybridizing node) is equivalent to a requirement that galled trees be normal.

Many enumerative problems on galled trees have been investigated \([3, 4, 5, 22]\); this study concerns rooted binary unlabeled normal galled (non-plane) trees. Given number of galls \(g\), as the number of leaves \(n \to \infty\), what is the growth of the size of this class? The case of \(g = 0\) is the enumeration of rooted binary unlabeled trees, and we previously studied \(g = 1\) \([1]\). Building on a recurrence for rooted binary unlabeled normal galled trees with \(n\) leaves and \(g\) galls, we obtain a generating function for \(g = 2\). We find the asymptotic behavior of the number of trees with \(n\) leaves and \(g = 2\) galls, and we obtain asymptotics for each \(g > 2\). In our main result, Theorem 10, we report that the number of galled trees with \(n\) leaves and \(g\) galls has the form \(\beta_g n^{2g-\frac{3}{2}} \rho^{-n}\), where \(\rho\) is the radius of convergence of the generating function for the \(g = 0\) case, and \(\beta_g\) is a constant that depends solely on \(g\).

### Definitions

We define our concepts formally. We assume that all networks and trees are binary; we usually drop the term binary. A **rooted phylogenetic network** is a directed acyclic graph in which four properties hold. (i) There exists a unique node with in-degree 0 and out-degree 2. This node
Figure 2 Rooted binary unlabeled galled trees. (A) A tree with no galls. (B) A galled tree with one gall. (C) A galled tree with a root gall. (D) A galled tree with two galls. (E) A galled tree that is not a normal galled tree and that is not included in the class of galled trees that we enumerate.

is the root node. (ii) Leaf nodes possess in-degree 1 and out-degree 0. (iii) Non-leaf, non-root nodes possess in-degree 2 and out-degree 1 or in-degree 1 and out-degree 2. (iv) Edges are directed away from the root. Nodes with in-degree 2 and out-degree 1 are reticulation nodes (or hybrid nodes). Nodes with in-degree 1 and out-degree 2 are tree nodes.

A rooted galled tree is a rooted phylogenetic network with three additional properties. (v) Each reticulation node $a_r$ has a unique ancestor node $a_r$ so that exactly two non-overlapping paths of edges connect $r$ to $a_r$. Ignoring the direction of the edges, the two paths from $r$ to $a_r$ produce a cycle $C_r$. The cycle is termed a gall. (vi) Consider galls $C_r$ and $C_s$, associated with reticulation nodes $a_r$ and $a_s$, $a_r \neq a_s$. The sets of nodes in the galls $C_r$ and $C_s$ are disjoint. (vii) Ancestor node $r$ and reticulation node $a_r$ are separated by two or more edges. Condition (vii) encodes the requirement that we consider only normal galled trees (Figure 2).

We generally drop the terms rooted and normal, and refer only to galled trees, and where a distinction is necessary, labeled and unlabeled galled trees. Although a galled tree is not technically a tree due to the presence of cycles, we continue to refer to galled trees as trees. We similarly refer to the galled trees rooted at internal nodes of a galled tree as subtrees. Our view of galls as representations of biological merging events leads us to depict hybridizing nodes and their associated hybrid node on a horizontal line, representing the simultaneity of these nodes when a galled tree is taken to represent a structure evolving in time [2, 20].

A basic result describes the maximal number of galls possible in a galled tree with $n$ leaves. A gall contains three or more descendant subtrees: one from the reticulation node, two from the hybridizing nodes, and one for each additional side node. Hence, the smallest galled tree possesses $n = 3$ leaves. Adding a gall to a galled tree involves replacing one subtree with at least three subtrees, so that each gall adds at least two leaves. For a tree with $g$ galls, the number of leaves satisfies $n \geq 2g + 1$, or $g \leq \lfloor \frac{n-1}{2} \rfloor$ [20].

We will need to consider compositions, ordered lists of positive integers that sum to a specified value. We denote by $C(a, b)$ the compositions of a natural number $a$ into $b$ parts. $C(a, b)$ is the set of ordered lists of positive integers of length $b$, $(i_1, i_2, \ldots, i_b)$, with sum equal to $a$. We denote by $C_p(a, b)$ the subset of $C(a, b)$ containing the palindromic compositions of $a$, that is, the compositions $(i_1, i_2, \ldots, i_b)$ for which $i_j = i_{b-j+1}$ for each $j$ from 1 to $b$.

3 Previous work

We review a number of results. The rooted binary unlabeled galled trees generalize the rooted binary unlabeled trees without galls. Letting $U_n$ denote the number of rooted binary unlabeled trees with no galls and letting $U(t)$ denote the generating function $\sum_{n \geq 0} U_n t^n$,

$$U(t) = t + \frac{1}{2} U^2(t) + \frac{1}{2} U(t^2). \quad (1)$$
Denoting the radius of convergence by \( \rho \), as \( t \to \rho^- \), we have \( U(t) \sim 1 - \gamma \sqrt{1 - t/\rho} \), where \( \gamma \approx 1.1300 \) and \( \rho \approx 0.4027 \) [8, p. 55] [10, pp. 476-477]. The asymptotic approximation for the number of rooted binary unlabeled trees (with no galls) is,

\[
U_n = \left[ t^n \right] U(t) \sim \frac{\gamma}{2\Gamma(\frac{1}{2})} n^{-\frac{3}{2}} \rho^{-n}. \tag{2}
\]

In our previous work on rooted binary unlabeled normal galled trees [1] (henceforth “unlabeled galled trees”), we obtained a recursion enumerating the \( A_n \) unlabeled galled trees with \( n \) leaves and another recursion enumerating the \( E_{n,g} \) unlabeled galled trees with a specified number of galls \( g \). We specifically considered the case of \( g = 1 \). We also studied the asymptotics of \( A_n \) and \( E_{n,1} \) through their generating functions. The generating function for unlabeled galled trees, considering all possible numbers of galls, was found to be [1, eq. 36]

\[
A(t) = t + \frac{1}{2} A^2(t) + \frac{1}{2} A(t^2) + 1 - \frac{A(t)}{1 - A(t)} + \frac{A(t)}{2[1 - A(t)]^2} + \frac{A(t)}{2[1 - A(t^2)]}. \tag{3}
\]

The three leftmost terms, identical to the generating function \( U(t) \) (eq. (1)), arise from the galled trees in which two subtrees descend immediately from the root. The other terms arise from galled trees with a gall that contains the root, a root gall.

Using the asymptotics of implicit tree-like classes theorem [10, pp. 467-468], we obtained the asymptotics of the number of galled trees with \( n \) leaves, \( A_n \) [1, eq. 42]: \( A_n = [t^n] A(t) \sim \left[ \delta/(2\Gamma(\frac{1}{2})) \right] n^{-\frac{3}{2}} \alpha^{-n} \), where \( \delta \approx 0.2793 \) and \( \alpha \approx 0.2073 \). \( A(t) \) has convergence radius about half that of \( U(t) \), so that galled trees are much more numerous than the trees without galls.

We also derived the generating function \( E_1(t) \) and asymptotic growth of the number of unlabeled galled trees with exactly one gall. We state these results as propositions.

\begin{itemize}
  \item \textbf{Proposition 1} ([1], eq. 48). The generating function \( E_1(t) \) for the number of unlabeled galled trees with 1 gall satisfies
  \[
  E_1(t) = \frac{1}{1 - U(t)} - \frac{1}{[1 - U(t)]^2} + \frac{U(t)}{2[1 - U(t)]^3} + \frac{U(t)}{2[1 - U(t)][1 - U(t^2)]}. \tag{4}
  \]
  \item \textbf{Proposition 2} ([1], eq. 50). The asymptotic growth of the number \( E_{n,1} \) of unlabeled galled trees with \( n \) leaves and 1 gall satisfies
  \[
  E_{n,1} \sim \frac{1}{2\gamma^3 \Gamma(\frac{1}{2})} n^{\frac{1}{2}} \rho^{-n} \sim \frac{1}{\gamma^3 \sqrt{\pi}} n^{\frac{1}{2}} \rho^{-n}. \tag{5}
  \]
\end{itemize}

Proposition 2 follows from the fact that as \( t \to \rho^- \), \( E_1(t) \sim 1/[2\gamma^3 (1 - t/\rho)^{\frac{3}{2}}] \). \( E_1(t) \) in eq. (4) depends on \( U(t) \). Eq. (5) clarifies that the exponential growth of the number of unlabeled galled trees with one gall is the same as that of the number of unlabeled galled trees with no galls; only the subexponential growth differs. We will generalize this result.

\section*{4 Recursion}

\subsection*{4.1 Recursion for \( g \) galls, \( E_{n,g} \)}

In [1, eq. 27], we obtained a recursion for \( E_{n,g} \), the number of unlabeled galled trees with \( n \) leaves and exactly \( g \) galls; Table 3 reported the numerical values \( E_{n,g} \) up to \( n = 18 \). The base cases are \( E_{1,0} = 1 \) and \( E_{1,g} = 0 \) for \( g \geq 1 \). We also write \( E_{m,\ell} = 0 \) when \( m \) is not a positive integer, \( \ell \) is not a positive integer, or both.
Proposition 3. For \((n, g)\) with \(n \geq 2\) and \(0 \leq g \leq \left\lfloor \frac{n-1}{2} \right\rfloor\), the number of unlabeled galled trees with \(n\) leaves and \(g\) galls is

\[
E_{n, g} = \frac{1}{2} \left[ \left( \sum_{e \in C(n, 2)} \sum_{d \in C(g+2, 2)} \prod_{i=1}^{2} E_{c_i, d_i-1} \right) + E_{g+2, 1} \right] + \sum_{k=3}^{n} (k - 2) \sum_{e \in C(n, k)} \sum_{d \in C(g-k, k)} \prod_{i=1}^{k} E_{c_i, d_i-1} \\
+ \sum_{a=1}^{\left\lfloor \frac{n+1}{2} \right\rfloor} \sum_{e \in C_r(n, 2a+1)} \sum_{d \in C_r(g-1+2a+1, 2a+1)} \prod_{i=1}^{a+1} E_{c_i, d_i-1}.
\]

The approach is to use a recursion at the root node. We sum over all products of possible counts of subtrees, each with fewer than \(n\) leaves. Pairs of galled trees that are reflections of one another over the root – or the axis connecting the top node to the reticulation node of the root gall – are the same unlabeled galled tree, explaining the leading \(\frac{1}{2}\). We add back terms for galled trees that are symmetric over the root, which are not double-counted.

Line (6) in Proposition 3 enumerates galled trees with \(n\) leaves and \(g\) galls that do not have a root gall. The first term traverses combinations of numbers of leaves in the two subtrees summing to \(n\) by traversing compositions \(c\) of \(n\) into 2 parts \((c \in C(n, 2))\). It also traverses combinations of placements of the \(g\) galls in the two subtrees. Because subtrees can possess 0 galls, these combinations are identified from compositions of \(g + 2\) into 2 parts, subtracting 1 gall in each part \((d \in C(g+2, 2))\). The second term adds back the galled trees with identical subtrees; this term is nonzero only if both \(n\) and \(g\) are even.

Line (7) counts galled trees with \(n\) leaves and \(g\) galls that do have a root gall. It traverses the possible number \(k\) of subtrees descending from side nodes, hybridizing nodes, and the hybrid node of the root gall \((3\ to\ n,\ the\ number\ of\ leaves)\). It then traverses the \(k - 2\) possible nodes in the root gall where the hybrid node can be placed: all \(k\) nodes except immediate descendants of the root. We then traverse the possible combinations of the \(n\) leaves and \(g - 1\) remaining (non-root) galls into the \(k\) subtrees, again allowing subtrees with no galls.

Line (8) adds back half the galled trees with \(n\) leaves and \(g\) galls that have a root gall and that are symmetric over the reticulation node. Here, \(a\) is the possible number of subtrees of the root gall on each side of the reticulation node, so that the root gall has \(2a + 1\) subtrees in total. The composition of the \(n\) leaves into \(2a + 1\) subtrees and the composition of the \(g - 1\) galls into those subtrees are both palindromic. Given these compositions, a tree is specified by its subtrees of one side of the reticulation node and the subtree of the reticulation node.

4.2 Recursion for two galls, \(E_{n,2}\)

For \(g = 2\), for \(n \geq 2\), the recursion for \(E_{n, g}\) becomes

\[
E_{n, 2} = \frac{1}{2} \left[ \left( \sum_{i=1}^{n-1} \sum_{d=0}^{2} E_{c_i, d} E_{n-c_i, 2-d} \right) + E_{2+1, 1} \right] + \sum_{k=3}^{n} (k - 2) \sum_{e \in C(n, k)} \sum_{d \in C(k+1, k)} \prod_{i=1}^{k} E_{c_i, d_i-1} \\
+ \sum_{a=1}^{\left\lfloor \frac{n+1}{2} \right\rfloor} \sum_{e \in C_r(n, 2a+1)} \sum_{d \in C_r(2a+2, 2a+1)} \prod_{i=1}^{a+1} E_{c_i, d_i-1}.
\]
Unlabeled Galled Trees with a Fixed Number of Galls

We now simplify the three terms of 

\[ E_n = 1 + \sum_{m=1}^{n-1} E_{m,1} E_{n-m,1} \] 

by using the recursion in eq. (9). We now find the generating function of 

\[ E_n \] 

is solely for convenience, as we consider non-plane trees, in which the particular embedding of a tree in the plane is disregarded). In the second line, \( k \) is the number of subtrees of the root gall, \( m \) is the number of leaves across the \( k-1 \) subtrees of the root gall that do not contain a gall, and \( n - m \) is the number of leaves in the subtree with the second gall.

5 Analysis of \( E_{n,2} \)

5.1 Generating function

Using the recursion in eq. (9), we now find the generating function of \( E_{n,2} \), which we define by \( \mathcal{E}_2(t) = \sum_{n \geq 0} E_{n,2} t^n \). Eq. (9) holds for all \( n \geq 0 \) because \( E_{n,2} = 0 \) for \( n \leq 4 \) and \( E_{n,1} = 0 \) for \( n \leq 2 \). We can add terms involving \( U_0, E_{0,1} \), and \( E_{0,2} \), all of which equal zero. Then

\[
\mathcal{E}_2(t) = \sum_{n \geq 0} E_{n,2} t^n = \frac{1}{2} \left( \sum_{n \geq 0} \left( \sum_{m=0}^{n} U_m E_{n-m,2} + \sum_{m=0}^{n} E_{m,1} E_{n-m,1} \right) \right) t^n + \sum_{n \geq 0} \left( \sum_{k=3}^{n} (k-2) \sum_{m=k-1}^{n-1} e \in C(m,k-1) \sum_{i=1}^{k-1} U_{c_i} E_{n-m,1} \right) t^n + \sum_{n \geq 0} \left( \sum_{a=1}^{n+1} \sum_{e \in C_p(n,2a+1)} \left( \prod_{i=1}^{a} U_{c_i} \right) E_{c_{a+1}} \right) t^n.
\]

We now simplify the three terms of \( \mathcal{E}_2(t) \):

\[
\mathcal{E}_{2,1}(t) = 2 \sum_{m=0}^{n} \sum_{m \geq 0} \sum_{n \geq m} (U_m t^m E_{n-m,2} t^{n-m}) + \sum_{m=0}^{n} \sum_{m \geq 0} \sum_{n \geq m} (E_{m,1} t^m E_{n-m,1} t^{n-m}) + \sum_{n \geq 0} E_{n,1} t^n
\]

\[
= 2 \sum_{m \geq 0} (U_m t^m) \sum_{\ell \geq 0} (E_{\ell,2} t^\ell) + \sum_{m \geq 0} (E_{m,1} t^m) \sum_{\ell \geq 0} (E_{\ell,1} t^\ell) + \sum_{n \geq 0} E_{n,1} t^{2n}
\]

\[
= 2U(t) \mathcal{E}_2(t) + \mathcal{E}_1(t) + \mathcal{E}_1(t^2).
\]
For $E_{2n}(t)$, we obtain

$$E_{2n}(t) = \sum_{k \geq 3} (k-2)k \sum_{m \geq k-1} \sum_{e \in C(m,k-1)} \prod_{i=1}^{k-1} U_{i} t^{c_{i}} \sum_{n \geq m} E_{n-m,1} t^{n-m}$$

$$= \sum_{k \geq 3} (k-2)k \sum_{i_{1} \geq 2} \sum_{i_{2} \geq 0} \sum_{i_{k-1} \geq 0} U_{i_{1}} U_{i_{2}} \cdots U_{i_{k-1}} t^{i_{1} + i_{2} + \cdots + i_{k-1}} \sum_{\ell \geq 0} E_{\ell,1} t^{\ell}$$

$$= \sum_{k \geq 3} (k-2)k U_{k-1}(t) E_{1}(t) = E_{1}(t) \left[ \sum_{k \geq 2} (k^{2} - 1) U_{k}(t) \right]$$

$$= E_{1}(t) \left[ U(t) + U^{2}(t) \right] - \frac{U(t)}{1 - U(t)^{2}} - \frac{1}{1 - U(t)} + 1.$$  \hspace{1cm} (12)

Finally, $E_{2n}(t)$ becomes

$$E_{2n}(t) = \sum_{a \geq 1} \sum_{m \geq a} \sum_{e \in C(m,a)} \prod_{i=1}^{a} U_{i} t^{2c_{i}} \sum_{n \geq 2m} E_{n-2m,1} t^{n-2m}$$

$$= \sum_{a \geq 1} \sum_{i_{1} \geq 0} \sum_{i_{2} \geq 0} \sum_{i_{a} \geq 0} U_{i_{1}} U_{i_{2}} \cdots U_{i_{a}} t^{2i_{1} + 2i_{2} + \cdots + 2i_{a}} \sum_{\ell \geq 0} E_{\ell,1} t^{\ell}$$

$$= \sum_{a \geq 1} U^{a}(t^{2}) E_{1}(t) = \frac{E_{1}(t)}{1 - U(t^{2})} - E_{1}(t).$$  \hspace{1cm} (13)

Summing the three parts, we obtain the following proposition.

**Proposition 4.** The generating function $E_{2}(t)$ for the number of unlabeled galled trees with 2 galls satisfies

$$E_{2}(t) = \frac{E_{1}(t)}{2[1 - U(t)]} \left[ E_{1}(t) + \frac{U(t) + U^{2}(t)}{[1 - U(t)]^{3}} - \frac{1}{1 - U(t)} + \frac{1}{1 - U(t^{2})} \right] + \frac{E_{1}(t^{2})}{2[1 - U(t)]}.$$  \hspace{1cm} (14)

### 5.2 Asymptotic analysis

To analyze the asymptotics of $E_{2}(t)$ as $t \to \rho^{-}$, we take the highest-order terms in Proposition 4, that is, the terms with the highest power of $1 - t/\rho$ in the denominator. We recall $U(t) \sim 1 - \gamma \sqrt{1 - t/\rho}$. From Proposition 1, $E_{1}(t) \sim 1/[2\gamma^{2}(1-t/\rho)^{2}]$. We have:

$$E_{2}(t) \sim \frac{E_{2}(t)}{2[1 - U(t)]} + \frac{2E_{1}(t)}{2[1 - U(t)]^{2}} = \frac{5}{8\gamma^{2}(1-t/\rho)^{7/2}}.$$  \hspace{1cm} (15)

To obtain a result for the coefficients $E_{n,2}$, we use the transfer formula (Corollary VI.1, page 392 and Theorem VI.4, page 393 in [10]) – according to which, if $f(t)$ is $\Delta$-analytic with a singularity at $b$, and $f(t) \sim (1 - \frac{t}{\Delta})^{-a}$ as $\frac{t}{\Delta} \to 1$ with $t$ in $\Delta$, and $a \notin \{0, -1, -2, \ldots\}$, then $[t^{n}]f(t) \sim n^{a-1}b^{-n}/\Gamma(a)$. Here, $\rho$ fulfills the role of $b$ and $\frac{t}{\Delta}$ that of $a$.

**Proposition 5.** The asymptotic growth of the number $E_{n,2}$ of unlabeled galled trees with $n$ leaves and 2 galls satisfies

$$E_{n,2} \sim \frac{5}{8\gamma^{2}\Gamma(\frac{2}{7})} n^{\frac{2}{7}} \rho^{-n} = \frac{1}{3\gamma^{2}\sqrt{\pi}} n^{\frac{2}{7}} \rho^{-n}.$$  \hspace{1cm} (16)

We note the appearance of $\rho^{-n}$ and $n^{5/2}$ to obtain the following corollary.

**Corollary 6.** The exponential growth of $E_{2}(t)$ is the same as that of $U(t)$ and $E_{1}(t)$; however, its subexponential growth is greater.
6 Analysis of $E_{n,g}$

6.1 Generating function

We denote the generating function of the number of galled trees with exactly $g$ galls by $E_g(t) = \sum_{n \geq 0} E_{n,g} t^n$. Similarly to the case of $g = 2$, we use the recursion we had calculated for $E_{n,g}$ in Proposition 3 to derive the generating function. From Proposition 3, we can decompose the generating function by

$$E_g(t) = \frac{1}{2} \left[ \sum_{n \geq 0} \left( \left( \sum_{c \in C(n,2)} \sum_{d \in C(g+2,2)} \prod_{i=1}^2 E_{c_i,d_i-1} + E_{\frac{a}{2},\frac{a}{2}} \right) n \right) + \sum_{n \geq 0} \left( \sum_{k=1}^{n} (k-2) \sum_{c \in C(n,k)} \sum_{d \in C(g-1+k,k)} \prod_{i=1}^k E_{c_i,d_i-1} \right) t^n \right]$$

$$+ \sum_{n \geq 0} \left( \sum_{a=1}^{\lfloor \frac{n-1}{2} \rfloor} \sum_{c \in C_p(n,2a+1)} \sum_{d \in C_p(g-1+2a+1,2a+1)} \prod_{i=1}^{a+1} E_{c_i,d_i-1} \right) t^n \right]$$

(17)

where $E_{n,g} = 0$ for pairs with $n = 0$ or $n = 1$ and $g \geq 1$. The terms in the decomposition are

$$E_{g_0}(t) = 2 \sum_{m \geq 0 \ n \geq m} (U_m t^m)(E_{n-m,g} t^{n-m}) + \sum_{j=1}^{g-1} \sum_{m \geq 0 \ n \geq m} (E_{m,j} t^m)(E_{n-m,g-j} t^{n-m})$$

$$+ \sum_{n \geq 0} E_{\frac{n}{2},\frac{n}{2}} t^n$$

$$E_{g_1}(t) = \sum_{\ell=1}^{g-1} \sum_{k \geq 0} \binom{k}{\ell} \sum_{c \in C(m,k-\ell)} \prod_{i=1}^{k-\ell} U_c t^{c_i}$$

$$\times \sum_{n \geq m} \sum_{d \in C(n-m,\ell)} \prod_{j=1}^{\ell} E_{d_j,j} t^{d_j}$$

(18)

$$E_{g_2}(t) = \sum_{a \geq 1} \sum_{\ell=0}^{\lfloor \frac{a-1}{2} \rfloor} \left( \sum_{m_1 \geq \ell \ a-\ell} \sum_{c \in C(m_1,\ell)} \prod_{i=1}^{a-\ell} U_c t^{2c_i} \right)$$

$$\times \sum_{m \geq m_1 + \ell} \sum_{b=\ell}^{\frac{a-1}{2}} \sum_{d \in C(m,\ell)} \prod_{j=1}^{\ell} E_{d_j,j} t^{2d_j} \sum_{n \geq 2m} E_{n-2m,g-1-2b} t^{n-2m}$$

(19)

where it is convenient to denote $U_n$ by $E_{n,0}$ for terms with $g - 1 - 2b = 0$ in $E_{g_2}(t)$.

In $E_{g_1}(t)$, $j$ is the number of galls in the left subtree of the root, supposing both subtrees possess at least one gall. In $E_{g_2}(t)$, $\ell$ is the number of subtrees of the root gall that possess at least one gall; $k$ is the number of subtrees of the root gall, so that $\binom{k}{\ell}$ counts ways to select which $\ell$ subtrees possess galls; and $m$ is the number of leaves in the $k - \ell$ remaining subtrees.
Similarly, in $\mathcal{E}_{g_\ell}(t)$, for symmetric root galls, $\ell$ is the number of subtrees of the left side of the root gall that contain galls; $a$ is the number of subtrees of the left side of the root gall; $m_1$ is the sample size in the $a - \ell$ subtrees that do not possess galls; $m - m_1$ is the sample size in the $\ell$ subtrees that do possess galls; and $b$ is the number of galls in those $\ell$ subtrees.

We now solve each part of the decomposition:

$$\mathcal{E}_{g_\ell}(t) = 2 \sum_{m_\ell \geq 0} (U_m t^m) \sum_{\ell \geq 0} (E_{\ell,g} t^\ell) + \sum_{j=1}^{g-1} \sum_{m_j \geq 0} (E_{m_j,t} t^m) \sum_{\ell \geq 0} (E_{\ell,g-j} t^\ell) + \sum_{n \geq 0} E_{n,2} t^{2n}$$

$$= 2U(t) \mathcal{E}_g(t) + \left( \sum_{j=1}^{g-1} E_j(t) \mathcal{E}_{g-j}(t) \right) + \mathcal{E}_2(t^2).$$

(20)

where $\mathcal{E}_\ell(t) = 0$ for $\ell \notin \mathbb{N}$. The second part produces

$$\mathcal{E}_{g_\ell}(t) = \sum_{\ell=1}^{g-1} \sum_{k \geq \max(\ell,3)} (k-2) \binom{k}{\ell} \sum_{i_1 \geq 0} \cdots \sum_{i_{k-\ell} \geq 0} U_{i_1} U_{i_2} \cdots U_{i_{k-\ell}} t^{i_1+i_2+\cdots+i_{k-\ell}}$$

$$\times \sum_{d \in C(g-1,\ell)} \sum_{j_1 \geq 0} \cdots \sum_{j_\ell \geq 0} \sum_{d \in C(g-1,\ell)} \sum_{j_1 \geq 0} \cdots \sum_{j_\ell \geq 0} E_{j_1,d_1} E_{j_2,d_2} \cdots E_{j_\ell,d_\ell} t^{j_1+j_2+\cdots+j_\ell}$$

$$= \sum_{\ell=1}^{g-1} \binom{3}{1} \left[ \frac{U(t)}{1 - U(t)^2} \right] \sum_{d \in C(g-1,\ell)} \prod_{j=1}^\ell E_{d_j}(t)$$

(21)

Here, $[\cdot]$ denotes the Iverson bracket. Finally, for the third part,

$$\mathcal{E}_{g_\ell}(t) = \sum_{\ell=0}^{\frac{g-1}{2}} \sum_{a \geq 1} \binom{a}{\ell} \sum_{i_{1 \geq 0}} \cdots \sum_{i_{a-\ell \geq 0}} U_{i_1} U_{i_2} \cdots U_{i_{a-\ell}} t^{2i_1+2i_2+\cdots+2i_{a-\ell}}$$

$$\times \sum_{b=\ell}^{\frac{g-1}{2}} \sum_{d \in C(b,\ell)} \sum_{j_1 \geq 0} \cdots \sum_{j_\ell \geq 0} E_{j_1,d_1} E_{j_2,d_2} \cdots E_{j_\ell,d_\ell} t^{2j_1+2j_2+\cdots+2j_\ell}$$

$$\times \sum_{j \geq 0} E_{j,g-1-2b} t^j$$

$$= \sum_{\ell=0}^{g-1} \left( \sum_{a \geq 1} \binom{a}{\ell} U^{a-(\ell/2)} \right) \sum_{b=\ell}^{\frac{g-1}{2}} \sum_{d \in C(b,\ell)} \left( \prod_{j=1}^\ell E_{d_j}(t^2) \right) \mathcal{E}_{g-1-2b}(t)$$

$$= \sum_{\ell=0}^{g-1} \left( \frac{1}{1 - U(t^2)^{\ell+1}} \right) \sum_{b=\ell}^{\frac{g-1}{2}} \sum_{d \in C(b,\ell)} \left( \prod_{j=1}^\ell E_{d_j}(t^2) \right) \mathcal{E}_{g-1-2b}(t).$$

(22)

6.2 Asymptotic analysis

$\mathcal{E}_g(t)$ is the sum $\frac{1}{2} [\mathcal{E}_{g_1}(t) + \mathcal{E}_{g_2}(t) + \mathcal{E}_{g_3}(t)]$ (eq. (17)). We denote $\mathcal{E}_{g_1}(t) = \left( \sum_{j=1}^{g-1} E_j(t) E_{g-j}(t) \right) + \mathcal{E}_2(t^2)$ and have $\mathcal{E}_g(t) = \frac{1}{2} \left[ \mathcal{E}_g(t) + \mathcal{E}_{g+1}(t) + \mathcal{E}_{g-1}(t) \right]$. From eqs. (20)-(22), $\mathcal{E}_g(t)$ is a rational function in $U(t)$ and $\mathcal{E}_\ell(t)$ for $1 \leq \ell \leq g - 1$, as well as in $U(t^2)$ and $\mathcal{E}_\ell(t^2)$ for $1 \leq \ell \leq g - 1$. 
Proposition 7. The generating function $E_g(t)$ for the number of unlabeled galled trees with $g$ galls satisfies as $t \to \rho^{-}$

$$E_g(t) \sim \frac{\delta_g}{\gamma^{4g-1}(1-t/\rho)^{2g-1/2}},$$

where $\delta_g$ is a constant dependent on $g$ satisfying $\delta_1 = \frac{1}{2}$, and for $g \geq 2$,

$$\delta_g = \frac{1}{2} \sum_{\ell=1}^{g-1} \left[ \delta_{\ell} \delta_{g-\ell} + (\ell + 1) \sum_{d \in C(g-1, \ell)} \prod_{j=1}^{\ell} \delta_d \right].$$

Proof. We proceed by induction. The claim holds for $g = 1$ (Proposition 1) and $g = 2$ (eq. (15)), with $\delta_2 = \frac{1}{2} \left( \frac{1}{2} + \frac{1}{2} + \frac{1}{2} \right) = \frac{5}{8}$. We assume inductively that for $\ell = 1, 2, \ldots, g-1$, $E_{\ell}(t) \sim \delta_{\ell}/[\gamma^{4\ell-1}(1-t/\rho)^{2\ell-1/2}]$, with constants $\delta_{\ell}$ as in eq. (24). By the inductive hypothesis, the convergence radius of $E_{\ell}(t)$ for each $\ell$, $1 \leq \ell \leq g-1$, is $\rho$. Because $t^2 < t$ for $t < \rho$, $U(t^2)$ and $E_{\ell}(t^2)$ can be treated as constants when finding the asymptotic behavior of $E_g(t)$. As a result, using the inductive hypothesis, all terms in $E_g(t)$ take the form $c/[\gamma^m(1-t/\rho)^{m/2}]$, and we must find the terms with the maximal power of $1/\sqrt{1-t/\rho}$.

We examine $E_{g_1}(t)$, $E_{g_2}(t)$, and then $E_{g_0}(t)$. By the inductive hypothesis,

$$E_{g_1}(t) \sim \sum_{\ell=0}^{g-2} \left[ \frac{\delta_{g-\ell}}{\gamma^{4g-2}(1-t/\rho)^{2g-1}} \right] \sum_{\ell=0}^{g-\ell} \sum_{d \in C(\ell, \ell)} \prod_{j=1}^{\ell} E_{d_j}(t^2)$$

$$E_{g_2}(t) \sim \sum_{\ell=0}^{g-1} \left[ \frac{\delta_{g-\ell}}{\gamma^{4g-5}(1-t/\rho)^{2g-5/2}} \right] \sum_{\ell=0}^{g-\ell} \sum_{d \in C(\ell, \ell)} \prod_{j=1}^{\ell} E_{d_j}(t^2)$$

Because the largest power of $1/(1-t/\rho)$ in $E_{g_2}(t)$ is less than $2g-1$, its largest power in $E_{g_1}(t)$, $E_{g_2}(t)$ does not affect the asymptotics of $E_g(t)$.

For $E_{g_0}(t)$, for any $\ell = 1, 2, \ldots, g - 1$, two quantities determine the power of $1/\sqrt{1-\ell/t}$: both $\sum_{d \in C(\ell-1, \ell)} \sum_{j=1}^{\ell} E_{d_j}(t)$ and $[3U(t)-2+\ell]/[1-U(t)]^{\ell+1} + [\ell = 1]$. First, according to the inductive hypothesis, for each $\ell$, $1 \leq \ell \leq g-1$, noting $\sum_{j=1}^{\ell} d_j = g-1$,

$$\sum_{d \in C(\ell-1, \ell)} \prod_{j=1}^{\ell} E_{d_j}(t) \sim \sum_{d \in C(\ell-1, \ell)} \prod_{j=1}^{\ell} \delta_{d_j} \prod_{j=1}^{\ell} \delta_{d_j} \prod_{j=1}^{\ell} \delta_{d_j}$$

Second, for $\ell$, $1 \leq \ell \leq g-1$, from $U(t) \sim 1 - \gamma \sqrt{1-t/\rho}$,

$$\left( \frac{3U(t)-2+\ell}{[1-U(t)]^{\ell+1}} + [\ell = 1] \right) \sim \frac{\ell+1}{\gamma^{\ell+2}(1-t/\rho)^{(\ell+2)/2}}.$$
We prove the result by showing that the generating function

\[ E_g(t) \sim \frac{\delta_g}{\gamma^{4g-2}(1-t/\rho)^{2g-1}} \cdot \frac{1}{2\gamma(1-t/\rho)^{1/2}} \]

Combining eqs. (27) and (28), we obtain

\[ E_g(t) \sim \frac{\delta_g}{\gamma^{4g-2}(1-t/\rho)^{2g-1}} \cdot \frac{1}{2\gamma(1-t/\rho)^{1/2}} \]

The proof is concluded by noting

\[ E_g(t) \sim \frac{\delta_g}{\gamma^{4g-2}(1-t/\rho)^{2g-1}} \cdot \frac{1}{2\gamma(1-t/\rho)^{1/2}} \]

**Theorem 8.** The asymptotic growth of the number \( E_{n,g} \) of unlabeled galled trees with \( n \) leaves and a fixed number of galls \( g \geq 1 \) satisfies

\[ E_{n,g} \sim \frac{\delta_g}{\gamma^{4g-1}(2g-1)^2n^{2g-\frac{3}{2}}2^n} \sim \frac{2^{2g-1}\delta_g}{\gamma^{4g-1}(4g-3)!\sqrt{\pi}n^{2g-\frac{3}{2}}2^n}. \]

**Proof.** The first step follows from the transfer formula. For the second step of eq. (31), we recall \( \Gamma(n + \frac{1}{2}) = [(2n - 1)!/2^n]\sqrt{\pi} \) with and \( 2g - \frac{1}{2} = (2g - 1) + \frac{1}{2} \).

The \( \delta_g \) have a relationship with the Catalan numbers, \( C_m = \binom{2m}{m}/(m+1) \).

**Proposition 9.** The numbers \( \{\delta_g\}_{g \geq 1} \) satisfy \( 2^{2g-1}\delta_g = C_{2g-1} \).

**Proof.** We prove the result by showing that the generating function \( D(t) = \sum_{g \geq 1} 2^{2g-1}\delta_g t^{2g-1} \) is the odd part of the generating function of the Catalan numbers, \( C_O(t) = \sum_{g \geq 1} C_{2g-1} t^{2g-1} \).

\( C_O(t) \) satisfies \( C_O(t) = \frac{1}{2} \sum_{n \geq 0} [C_n t^n - C_n (-t)^n] = \sum_{n \geq 1} C_{2n-1} t^{2n-1} \), where \( C(t) = (1 - \sqrt{1 - 4t})/(2t) \) is the generating function of the Catalan numbers. Hence, \( C_O(t) = \frac{1}{2} (\sqrt{1 - 4t + \sqrt{1 + 4t}})/(2t) \). From the recursion for \( \delta_g \) (Proposition 7),

\[ D(t) = t \cdot \sum_{g \geq 2} \left( \sum_{\ell=1}^{g-1} 2^{2\ell-1} \delta_{2\ell} t^{2\ell-1} \right) 2^{g-1} + \sum_{g \geq 2} \left[ \sum_{\ell=1}^{g-1} 2^{2\ell-1} (\ell+1) 2^{g-\ell} \sum_{d \in C(g-1,t)} \prod_{j=1}^{\ell} \delta_{2d_j} \right] t^{2g-1} \]

\[ = t \cdot \left[ \sum_{g \geq 1} \sum_{\ell+1} 2^{2\ell-1} \delta_{2\ell} t^{2\ell-1} \sum_{g \geq \ell+1} 2^{2(g-\ell)} t^{2(g-\ell)-1} \right] t \]

\[ = t \cdot \left[ \sum_{g \geq 1} (\ell+1) 2^{2\ell} t^{\ell} \sum_{d \in C(g-1,t)} \prod_{j=1}^{\ell} 2^{2d_j-1} \delta_{2d_j} t^{2d_j-1} \right] t \]

\[ = t + tD^2(t) + t \sum_{\ell \geq 1} (\ell+1) 2^{2\ell} D(t) \]

\[ = t + tD^2(t) + \frac{2tD(t)}{[1-2tD(t)]^2} + \frac{2t^2D(t)}{1-2tD(t)}. \]

Solving for \( D(t) \), we obtain four solutions, only one of which has the correct limit of 0 as \( t \to 0 \); this root is equal to \( C_O(t) \).
The number of unlabeled galled trees with \( n \) leaves and any fixed number of galls \( g \geq 0 \) has asymptotic approximation
\[
E_{n,g} \sim \frac{2^{2g-1}}{(2g)!} \gamma^{4g-1} \sqrt{\pi} n^{2g-\frac{3}{2}} \rho^{-n}.
\] (33)

Table 1 The subexponential portion \( c_g n^{2g-\frac{3}{2}} \) of the growth \( c_g n^{2g-\frac{3}{2}} \rho^{-n} \) with the number of leaves \( n \) of \( E_{n,g} \), the number of galled trees with exactly \( g \) galls. Quantities are computed according to eq. (2) for \( g = 0 \) and Theorems 8 and 10 for \( g \geq 1 \).

<table>
<thead>
<tr>
<th>Number of galls ( g )</th>
<th>Exact constant ( c_g )</th>
<th>Approximate value of ( c_g )</th>
<th>( n^{2g-\frac{3}{2}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( \frac{\gamma}{\sqrt{\pi}} )</td>
<td>0.3188</td>
<td>( n^{-\frac{3}{2}} )</td>
</tr>
<tr>
<td>1</td>
<td>( \frac{1}{\sqrt{\pi}} )</td>
<td>0.3910</td>
<td>( n^{-\frac{1}{2}} )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{15}{165\sqrt{\pi}} )</td>
<td>0.0799</td>
<td>( n^{-\frac{1}{2}} )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{42}{255\sqrt{\pi}} )</td>
<td>0.0065</td>
<td>( n^{-\frac{3}{2}} )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{229}{3445\sqrt{\pi}} )</td>
<td>2.8638 \times 10^{-4}</td>
<td>( n^{\frac{13}{12}} )</td>
</tr>
<tr>
<td>5</td>
<td>( \frac{4863}{34459425\sqrt{\pi}} )</td>
<td>7.8062 \times 10^{-6}</td>
<td>( n^{\frac{17}{12}} )</td>
</tr>
</tbody>
</table>

Proof. The Catalan numbers satisfy \( C_n = 2^n (2n - 1)! / (n + 1)! \), so that
\[
\frac{2^{2g-1} \delta_g}{(4g-3)!} = \frac{C_{2g-1}}{(4g-3)!} = \frac{2^{2g-1} [2(2g - 1) - 1]!!}{(4g-3)!! (2g - 1 + 1)!} = \frac{2^{2g-1}}{(2g)!}.
\]
The case of \( g = 0 \) is included, as \( E_{n,0} \sim [2^{-1} / (\gamma^{-1} \sqrt{\pi})] n^{-\frac{3}{2}} \rho^{-n} = [\gamma / 2\sqrt{\pi}] n^{-\frac{3}{2}} \rho^{-n} \sim U_n \).

Table 1 depicts the subexponential growth of \( E_{n,g} \) for each \( g \) from 1 to 5. For \( g = 1 \) and \( g = 2 \), the theorem recovers the values obtained in Propositions 2 and 5.

Corollary 11. The exponential growth of the number \( E_{n,g} \) of unlabeled trees with \( n \) leaves and a fixed number of galls \( g \geq 1 \) is the same as that of \( U_n \), the number of unlabeled trees with no galls; however, the subexponential growth is greater by a factor of \( 4\gamma^2 / [\gamma^4 (2g + 1)(2g + 2)] \).

7 Discussion

We have studied the number of rooted binary unlabeled galled trees with a fixed number of galls, analyzing the exponential growth of this quantity as the number of leaves increases. We have found that the exponential growth, with the increase in the number of leaves \( n \), of the number of galled trees with a fixed number of galls is independent of the number of galls \( g \) (Corollary 11). This independence includes the case of \( g = 0 \) galls, the classic case of rooted binary unlabeled trees. It also implies that the number of galled trees whose number of galls is in some finite set \( G \) also has this same exponential growth.

The exponential growth with \( n \) of the number of galled trees with fixed \( g \) or with \( g \) in a finite set of values contrasts with the much greater increase in \( A_n \), the number of galled trees with no restriction on the number of galls. This much larger growth for \( A_n \) is explained.
by the increase in the subexponential component with increasing $g$ of the number of galled trees with $n$ leaves and $g$ galls, and the fact that with no maximum number of galls, as $n$ increases, the number of terms in $A_n = \sum_{g \geq 0}^{\lceil (n-1)/2 \rceil} E_{n,g}$ grows without bound.

Our analysis produced a recursion for the Catalan numbers with odd indices: $C_{2n-1} = \sum_{m=1}^{n-1} C_{2m-1} C_{2(n-m)-1} + \sum_{m=1}^{n-1} (m+1)2^m \sum_{d \in C(n-1,m)} C_{2d-1}$. The first part comes from terms of $C_n = \sum_{m=0}^{n-1} C_m C_{(n-1)-m}$ with odd $m$ and $(n-1)-m$; the second substitutes a sum involving Catalan numbers with odd index for terms with even $m$ and $(n-1)-m$.

The difference across values of $g$ in the growth of the number of trees with exactly $g \geq 0$ galls lies in the subexponential component, $c_g n^{2g-\frac{3}{2}}$. Related problems involving labeled phylogenetic networks show this same pattern, in which incrementing a constant associated with network complexity does change the subexponential growth but not the exponential growth. In particular, this pattern is seen with increasingly many reticulation nodes in various network classes [6, 7, 11, 12, 13, 19]; the subexponential growth often includes a factor of $n^2$, as in our case.

Note additionally that beginning from $g = 1$, the constant $c_g$ in the asymptotic approximation for $E_{n,g}$ decreases with $g$ (eq. (31), Table 1). This property also holds for the labeled normal networks of Fuchs et al. [11, 12, 13].

The study here deals with the asymptotic enumeration of galled trees when the number of galls is fixed. Using the bivariate function $A(t, u) = \sum_{n \geq 0}^{g \geq 0} E_{n,g} t^n u^g$, Section 5.6 of our previous study of galled trees showed that for a fixed number of leaves, the number of galls follows an asymptotic normal distribution [1, eq. 56]. The marginal analysis fixing the number of galls contributes a perspective on the bivariate distribution different from that of the previous analysis.

We comment that we could potentially have derived our generating functions by the symbolic method [10]. Our approach instead began with constructive enumeration of possible cases, continuing the analysis based on a recursion derived in our previous study of galled trees [1] in order to find the generating functions. The symbolic method, which we defer to a subsequent article, potentially leads to simpler derivations that enable quick comparisons of relationships among enumerations for different types of galled trees.

By analyzing the asymptotics of $E_{n,g}$ for arbitrary $g$, this work solves unsolved problems from [1], who only analyzed $E_{n,1}$ and $A_n = \sum_{g \geq 0}^{\lceil (n-1)/2 \rceil} E_{n,g}$. The analysis has potential to assist in other scenarios with unlabeled phylogenetic networks indexed by a fixed quantity.
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Abstract

For $d \geq 2$ and i.i.d. $d$-dimensional observations $X^{(1)}, X^{(2)}, \ldots$ with independent Exponential $(1)$ coordinates, we revisit the study by Fill and Naiman (Electron. J. Probab., 25:Paper No. 92, 24 pp., 2020) of the boundary (relative to the closed positive orthant), or “frontier”, $F_n$ of the closed Pareto record-setting (RS) region $\text{RS}_n := \{0 \leq x \in \mathbb{R}^d : x \not≺ X^{(i)} \text{ for all } 1 \leq i \leq n\}$ at time $n$, where $0 \leq x$ means that $0 \leq x_j$ for $1 \leq j \leq d$ and $x ≺ y$ means that $x_j < y_j$ for $1 \leq j \leq d$. With $x_+ := \sum_{j=1}^d x_j = \|x\|_1$, let $F^-_n := \min\{x_+ : x \in F_n\}$ and $F^+_n := \max\{x_+ : x \in F_n\}$.

Almost surely, there are for each $n$ unique vectors $\lambda_n \in F_n$ and $\tau_n \in F_n$ such that $F^+_n = (\lambda_n)_+$ and $F^-_n = (\tau_n)_-$; we refer to $\lambda_n$ and $\tau_n$ as the leading and trailing points, respectively, of the frontier. Fill and Naiman provided rather sharp information about the typical and almost sure behavior of $F^+$, but somewhat crude information about $F^-$, namely, that for any $\varepsilon > 0$ and $c_n \to \infty$ we have

$$P(F^-_n - \ln n \in (-2 + \varepsilon) \ln \ln \ln n, c_n)) \to 1$$

(describing typical behavior) and almost surely

$$\limsup \frac{F^-_n - \ln n}{\ln \ln n} \leq 0 \text{ and } \liminf \frac{F^-_n - \ln n}{\ln \ln n} \in [-2, -1].$$

In this extended abstract we use the theory of generators (minima of $F_n$) together with the first-and second-moment methods to improve considerably the trailing-point location results to

$$F^-_n - (\ln n - \ln \ln \ln n) \xrightarrow{P} - (d - 1)$$

(describing typical behavior) and, for $d \geq 3$, almost surely

$$\limsup [F^-_n - (\ln n - \ln \ln \ln n)] \leq -\ln(d - 2) + \ln 2$$

and

$$\liminf [F^-_n - (\ln n - \ln \ln \ln n)] \geq -\ln d - \ln 2.$$
1 Introduction, background, and main results

Notation. Throughout this extended abstract we abbreviate the $k$th iterate of natural logarithm $\ln$ by $L_k$ and $L_1$ by $L$, and we write $x_+ := \sum_{j=1}^d x_j$ and $x_\times := \prod_{j=1}^d x_j$ for the sum and product, respectively, of coordinates of the $d$-dimensional vector $x = (x_1, \ldots, x_d)$. When $0 \leq x$ the sum $x_+$ equals the $\ell^1$-norm $\|x\|_1$, but we use the notation $x_+$ more generally. We denote coordinate-wise maximum and minimum of vectors by $\lor$ and $\land$, respectively.

Unless otherwise noted, all results of this extended abstract hold for any dimension $d \geq 2$.

The study of univariate records is well established ([1] is a standard reference), but that of multivariate records remains under vigorous development. Fill and Naiman [6] studied the stochastic process $(F_n)$, where $F_n$ is the boundary, or “frontier”, for Pareto records (consult Definitions 1.1–1.2) in general dimension $d$ when the observed sequence of points $X^{(1)}, X^{(2)}, \ldots$ are assumed (as they are throughout this extended abstract, except when otherwise noted) to be i.i.d. (independent and identically distributed) copies of a $d$-dimensional random vector $X$ with independent Exponential(1) coordinates $X_j$. Their main goal was to sharpen (in various senses) the assertion in Bai et al. [2] “that nearly all maxima occur in a thin strip sandwiched between [the] two parallel hyper-planes”

$$x_+ = L n - L_3 n - L[4(d - 1)] \quad \text{and} \quad x_+ = L n + 4(d - 1)L_2 n.$$ 

They did this largely by studying (separately) the maximum and minimum sums of coordinates for points lying in $F_n$. The results for the maximum sum were rather sharp; less so for the minimum sum. The main aim of this extended abstract is to use the theory of generators (minima of $F_n$) and the first- and second-moment methods to improve considerably their results about the minimum sum.

1.1 Pareto records and the record-setting region

For the reader’s convenience, and with the permission of the authors and the copyright holder, this short subsection is excerpted largely verbatim from [6, Section 1.1].

We begin with some definitions. For a positive integer $n$, let $[n] := \{1, \ldots, n\}$. Thus $[d]^{[n]}$ denotes the set of all functions from $[n]$ into $[d]$, or simply the set of all $n$-tuples with each entry in $\{1, \ldots, d\}$. For $d$-dimensional vectors $x = (x_1, \ldots, x_d)$ and $y = (y_1, \ldots, y_d)$, write $x \prec y$ (respectively, $x \preceq y$) to mean that $x_j < y_j$ (resp., $x_j \leq y_j$) for $j \in [d]$. (We caution that, with this convention, $\preceq$ is weaker than $\preceq$, the latter meaning “$\prec$ or =”; indeed, $(0,0) \preceq (0,1)$ but we have neither $(0,0) \prec (0,1)$ nor $(0,0) = (0,1)$. This distinction will be important for some of our later discussion of generators.) The notation $x \succ y$ means $y \prec x$, and $x \succeq y$ means $y \preceq x$; the notation $x < y$ means $x \preceq y$ but $x \neq y$, and $y > x$ means $x < y$.

Definition 1.1.

(a) We say that $X^{(k)}$ is a (Pareto) record (or that it sets a record at time $k$) if $X^{(k)} \not\preceq X^{(i)}$ for all $1 \leq i < k$.

(b) If $1 \leq k \leq n$, we say that $X^{(k)}$ is a current record (or remaining record, or maximum) at time $n$ if $X^{(k)} \not\preceq X^{(i)}$ for all $1 \leq i \leq n$. 

For \( n \geq 1 \) (or \( n \geq 0 \), with the obvious conventions) let \( \rho_n (\equiv \rho_{d,n}) \) denote the number of remaining records at time \( n \) (when the dimension is \( d \)).

Definition 1.2.
(a) The record-setting region at time \( n \) is the (random) closed set of points
\[
\text{RS}_n := \{ x \in \mathbb{R}^d : 0 \leq x \nless X^{(i)} \text{ for all } 1 \leq i \leq n \}.
\]
(b) We call the (topological) boundary of \( \text{RS}_n \) (relative to the closed positive orthant determined by the origin) its frontier and denote it by \( F_n \).

Figure 1 Record frontier \( F_n \) based on \( n \) observations (for some \( n \geq 10 \)) resulting in 10 current records (shown in red), with the three hyperplanes \( x_+ = F_n^+ \), \( x_+ = F_n^- \), and \( x_+ = \hat{F}_n^- \), the leading point \( \lambda_n \) and the trailing point \( \tau_n \). Concerning the three hyperplanes, see Definition 1.4 and (1.2). Generators (see Definition 4.1) are shown in green.

Remark 1.3. The terminology in Definition 1.2(a) is natural since the next observation \( X^{(n+1)} \) sets a record if and only if it falls in the record-setting region. Note that
\[
\text{RS}_n = \{ x \in \mathbb{R}^d : 0 \leq x \nless X^{(i)} \text{ for all } 1 \leq i \leq n \text{ such that } X^{(i)} \text{ is a current record at time } n \},
\]
and that the current records at time \( n \) all belong to \( \text{RS}_n \) but lie on its frontier. Observe also that \( F_n \) is a closed subset of \( \text{RS}_n \).

This extended abstract primarily concerns the stochastic process \((F_n)\), and specifically the process \( F^- \) as defined (along with the process \( F^+ \)) next (see Figure 1).

Definition 1.4. Recalling that \( F_n \) denotes the frontier of \( \text{RS}_n \), let
\[
F_n^- := \min \{ x_+ : x \in F_n \} \quad \text{and} \quad F_n^+ := \max \{ x_+ : x \in F_n \}.
\] (1.1)
Almost surely, there are for each \( n \) unique vectors \( \lambda_n \in F_n \) and \( \tau_n \in F_n \) such that \( F_n^+ = \lambda_n \) and \( F_n^- = \tau_n \); we call \( \lambda_n \) and \( \tau_n \) the leading and trailing points, respectively, of the frontier.

Since the sets \( \text{RS}_n \) decrease (weakly) with \( n \), we have the following trivial consequence.

Lemma 1.5. The process \( F^- \) has nondecreasing sample paths.
1.2 The record-setting frontier; our two main theorems

Fill and Naiman first showed, in a precise sense [6, Theorem 1.4], that the difference between the sum of coordinates (call it $Y_n$) of a “generic” current record at time $n$ and $L_n$ converges in distribution to standard Gumbel. They next translated results from classical extreme value theory due to Kiefer [7] to the setting of multivariate records to produce rather sharp typical-behavior and almost-sure results about the process $F^+$. For completeness, we repeat their main result [6, Theorem 1.8] for $F^+$ here, except that we have rather effortlessly extended part (b) of that theorem using Kiefer’s “first proof” as described in [6, proof of Theorem 1.8(b)]. We remark that the difference between the top-boundary threshold at about $L_n + d L_2 n$ and bottom-boundary threshold at about $L_n + (d-1) L_2 n$ is a noteworthy feature of $F^+$ discussed further in [6, Section 1.3].

\[ \boxed{\text{Theorem 1.6 (Kiefer [7]). Consider the process } F^+ \text{ defined at (1.1).} } \]

(a) Typical behavior of $F^+$: \( P(F^+_n \geq b_n \text{ i.o.}) = 1 \text{ or } 0 \) according as \( \sum e^{-b_n b d^{-1}} \) diverges or converges.

In particular, for any $k \geq 2$ we have

\[ P(F^+_n \geq L_n + d L_2 n + \sum_{i=3}^{k} L_i n + c L_{k+1} n \text{ i.o.}) = \begin{cases} 1 & \text{if } c \leq 1; \\ 0 & \text{if } c > 1. \end{cases} \]

(b) Top boundaries for $F^+$: For any sequence $b_n \to \infty$ that is ultimately monotone increasing,

\[ P(F^+_n \geq L_n + (d-1) L_2 n - L_3 n - L((d-1)!)) + c \text{ i.o.}) = \begin{cases} 1 & \text{if } c \geq 0; \\ 0 & \text{if } c < 0. \end{cases} \]

From Theorem 1.6 it follows in particular that

\[ \frac{F^+_n - L_n}{L_2 n} \xrightarrow{p} d - 1 \]

and

\[ \liminf \frac{F^+_n - L_n}{L_2 n} = d - 1 < d = \limsup \frac{F^+_n - L_n}{L_2 n} \quad \text{a.s.} \]

The results derived in [6] for $F^-$ are much less sharp than for $F^+$. For the reader’s convenience, we repeat those results here. Although parts (a) and (c1) were stated with coefficient $-3$ [rather than $-(2+c)$] for the $L_3 n$ term, the improvement we have noted here is pointed out in [6, Remark 3.3].

\[ \boxed{\text{Theorem 1.7 ([6], Theorem 1.12). Consider the process } F^- \text{ defined at (1.1).} } \]

(a) Typical behavior of $F^-$:

\[ P(F^-_n \leq L_n - (2 + c) L_3 n) \to 0 \text{ if } c > 0, \text{ and } \]

\[ P(F^-_n \geq L_n + c_n) \to 0 \text{ if } c_n \to \infty. \]
Recall that for real-valued random variables $Z_n$ and real numbers $a_n$, the condition $Z_n = O_p(a_n)$ means that $Z_n/a_n$ is bounded in probability.

The first of two main results of this extended abstract, Theorem 1.8, sharpens Theorem 1.7 considerably. In light of (i) the constant-order variability for a “generic” current record at time $n$ described in the opening paragraph of this subsection and (ii) Theorem 1.6(a), we find it quite surprising that, properly centered but not scaled, $F_n^-$ has a limit in probability.

▶ Theorem 1.8. Consider the process $F^-$ defined at (1.1).

(a) **Typical behavior of $F^-$:**

$$F_n^- = L n - L_3 n - L(d - 1) + O_p\left(\frac{L_3 n}{L_2 n}\right).$$

(b) **Top outer boundaries for $F^-$:** If $d \geq 3$, then

$$P(F_n^- \geq L n - L_3 n - L(d - 2) + L 2 + c \text{ i.o.}) = 0 \text{ if } c > 0.$$

(c) **Bottom outer boundaries for $F^-$:**

$$P(F_n^- \leq L n - L_3 n - L d - L 2 - c \text{ i.o.}) = 0 \text{ if } c > 0.$$

Theorem 1.8 gives rise immediately to the following succinct corollary.

▶ Corollary 1.9. Consider the process $F^-$ defined at (1.1).

(a) **Typical behavior of $F^-$:**

$$F_n^- - (L n - L_3 n) \xrightarrow{P} - L(d - 1)$$

and thus

$$\frac{F_n^- - L n}{L_3 n} \xrightarrow{P} -1$$

and, yet more crudely,

$$\frac{F_n^- - L n}{L_2 n} \xrightarrow{P} 0.$$

(b) **Almost sure behavior for $F^-$:**

$$\lim \frac{F_n^- - L n}{L_2 n} = 0 \text{ a.s.}$$

Further, for fixed $d \geq 3$ we have the refinement

$$F_n^- = L n - L_3 n + O(1) \text{ a.s.}$$

▶ Remark 1.10. We do not know how to improve Theorem 1.7(b) when $d = 2$. 
Suppose now that instead of $F^−_n$ we consider the somewhat larger quantity
\[
\hat{F}^−_n := (\text{minimum coordinate-sum of any current record at time } n).
\] (1.2)
(See Figure 1.) Our second main theorem concerns the process $\hat{F}^−$; in summary, the same results hold for $\hat{F}^−$ as for $F^−$ in Theorem 1.8, with a sharper remainder term for $\hat{F}^−$ in part (a).

**Theorem 1.11.** Consider the process $\hat{F}^−$ defined at (1.2).

(a) Typical behavior of $\hat{F}^−$:
\[
\hat{F}^−_n = L_n - L_3 n - L(d - 1) + O_p\left(\frac{1}{L_2 n}\right).
\]
(b) Top outer boundaries for $\hat{F}^−$: If $d \geq 3$, then
\[
\mathbb{P}(\hat{F}^−_n \geq L_n - L_3 n - L(d - 2) + L2 + c \text{ i.o.}) = 0 \text{ if } c > 0.
\]
(c) Bottom outer boundaries for $\hat{F}^−$:
\[
\mathbb{P}(\hat{F}^−_n \leq L_n - L_3 n - Ld - L2 - c \text{ i.o.}) = 0 \text{ if } c > 0.
\]

As a corollary, the process $\hat{F}^−$ satisfies the same assertions as for $F^−$ in Corollary 1.9.

**Remark 1.12.** Combining Theorems 1.8 and 1.11, we find that there is little difference between the two processes, in the sense that
\[
\hat{F}^−_n - F^−_n \xrightarrow{P} 0,
\]
because in fact $0 \leq \hat{F}^−_n - F^−_n = O_p\left(\frac{L_n}{L_2 n}\right)$.

**Remark 1.13.** Extending Theorem 1.11, we conjecture that
\[
(L_2 n)\left(\hat{F}^−_n - [L_n - L_3 n - L(d - 1)]\right) \tag{1.3}
\]
has a nondegenerate limiting distribution. This is discussed further in Remark 3.3.

### 1.3 Outline of extended abstract

The proof of Theorem 1.8 relies on Theorem 1.11, so we tackle the latter first. In Sections 2–3 we apply the first moment method and the second moment method, respectively, to the number of remaining records with suitably small coordinate-sum; this leads to the proof of Theorem 1.11 in Appendix B. In Sections 4–5 of this extended abstract we review and extend the theory of generators developed in [5]. In Section 6 we apply the first moment method to the number of generators with suitably small coordinate sum; this, together with the upper bounds on $\hat{F}^−$ in Theorem 1.11, leads to the proof of Theorem 1.8 in Section 7.

**Remark 1.14.** Because $F^−_n \leq \hat{F}^−_n$, Theorem 1.8(b) follows immediately from Theorem 1.11(b), as does Theorem 1.11(c) from Theorem 1.8(c).

**More notation.** Throughout the extended abstract, the boundaries we consider will without exception have the form
\[
b_n := L_n - L_3 n - Lc_n \text{ with } c_n > 0 \text{ and } c_n = \Theta(1).
\] (1.4)

Also, we will often use the notation
\[
\beta_n := ne^{-b_n}.
\] (1.5)

The dimension $d \geq 2$ will always remain fixed as $n \to \infty$. 
2 Stochastic lower bound on $\hat{F}_n^-$ via the first moment method

In this section we show how to obtain a suitable stochastic lower bound on $\hat{F}_n^-$. See Proposition 2.3 for the result. The idea, for a suitably chosen sequence $(b_n)$ is to apply the first moment method (computation of sufficiently small mean, together with application of Markov’s inequality) to the count $\rho_n(b_n)$, where

$$\rho_n(b) := \#\{\text{remaining records } r \text{ at epoch } n \text{ with } r_+ \leq b\}. \tag{2.1}$$

Asymptotic determination of the mean is obtained by suitably modifying the asymptotic determination of the mean of $\rho_n = \rho_n(\infty)$ in [2, Section 2].

2.1 Upper (and lower) asymptotic bound(s) on mean

In the next lemma we determine detailed asymptotics for the mean of $\rho_n(b_n)$ when $(b_n)$ is a boundary of interest in establishing Theorems 1.8 and 1.11. The proof is rather elementary, but we defer it to Appendix A. We define

$$J_j(x) := \int_x^{\infty} (Lz)^j e^{-z} dz. \tag{2.2}$$

and note that $J_j(x) \sim (Lx)^j e^{-x}$ as $x \to \infty$.

▶ Lemma 2.1. With the notation and assumptions of (1.4)–(1.5) and (2.2), as $n \to \infty$ we have

$$E \rho_n(b_n) = [1 + O(n^{-1}(L_2 n)^2)] \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (Ln)^{d-1-j} J_j(\beta_n), \tag{2.3}$$

or, equivalently,

$$E \rho_n(b_n) = \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (Ln)^{d-1-j} J_j(\beta_n) + O(n^{-1}(Ln)^{d-1-c_n}(L_2 n)^2). \tag{2.4}$$

▶ Remark 2.2. We need only lead-order asymptotics for the mean in this section, but (as seen in the proof of Lemma 3.1 found in the full-length paper) we require much more detailed asymptotics for it in the next section – asymptotics with an additive $o(1)$ remainder term, as we have in (2.4).

2.2 Stochastic lower bound on $\hat{F}_n^-$

We are now in position to apply Markov’s inequality to bound the probability of the event $\{\hat{F}_n^- \leq b_n\} = \{\rho_n(b_n) \geq 1\}$.

▶ Proposition 2.3 (Stochastic lower bound on $\hat{F}_n^-$). With the notation and assumptions of (1.4), as $n \to \infty$ we have

$$P(\hat{F}_n^- \leq b_n) \leq E \rho_n(b_n) = (1 + o(1)) \frac{1}{(d-1)!} (Ln)^{d-1-c_n}. $$
Stochastic upper bound on $\hat{F}_n^-$ via second moment method

In this section we show how to obtain a suitable stochastic upper bound on $\hat{F}_n^-$ (and thus also on $F_n^-$). See Proposition 3.2 for the result. The idea, for a suitably chosen sequence $(b_n)$, is to apply the second moment method (computation of sufficiently large mean and sufficiently small variance, together with application of Chebyshev’s inequality) to the count $\rho_n(b_n)$ [recall the definition (2.1)], which almost surely equals

$$\rho_n^c(b_n) := \# \{ \text{remaining records} \ r \ \text{at epoch} \ n \ \text{with} \ r_+ < b_n \}. \quad (3.1)$$

For the mean, we will use Lemma 2.1. The bound on the variance of $\rho_n(b_n)$ is obtained by suitably modifying the already quite technical asymptotic determination of the variance of $\rho_n = \rho_n(\infty)$ in [2, Section 2]; the determination here is quite a bit more technical still.

3.1 Upper bound on variance

We next show that the standard deviation of $\rho_n(b_n)$ is of smaller order of magnitude than the mean – and by enough so that our proof (found in the full-length paper) of Theorem 1.8(b) (for $\hat{F}^-$, which implies the result for $F^-$) using the first Borel–Cantelli lemma will succeed. The rather long and rather computationally technical proof of the following result is left for the full-length paper, where the reverse inequality (not needed in this extended abstract) is also established.

- Lemma 3.1. With the notation and assumptions of (1.4), as $n \to \infty$ we have

$$\text{Var} \ \rho_n(b_n) \leq (1 + o(1)) \mathbb{E} \rho_n(b_n). \quad (3.2)$$

3.2 Stochastic upper bound on $\hat{F}_n^-$

We are now in position to utilize Chebyshev’s inequality to provide a bound on $\mathbb{P}(\hat{F}_n^- \geq b_n) = \mathbb{P}(\rho_n^c(b_n) = 0) = \mathbb{P}(\rho_n(b_n) = 0)$.

- Proposition 3.2 (Stochastic upper bound on $\hat{F}_n^-$). With the notation and assumptions of (1.4), as $n \to \infty$ we have

$$\mathbb{P}(F_n^- \geq b_n) \leq \mathbb{P}(\hat{F}_n^- \geq b_n) \leq (1 + o(1)) (d - 1)! (L n)^{-(d-1-c_n)} = O((L n)^{-(d-1-c_n)}).$$

Proof. The first asserted inequality follows because $F_n^- \leq \hat{F}_n^-$. Moreover, using Chebyshev’s inequality, Lemma 3.1, and Lemma 2.1, we find

$$\mathbb{P}(\hat{F}_n^- \geq b_n) \leq \mathbb{P}(\rho_n(b_n) = 0) = \mathbb{P}(\rho_n(b_n) - \mathbb{E} \rho_n(b_n) \leq -\mathbb{E} \rho_n(b_n))$$

$$\leq \frac{\text{Var} \ \rho_n(b_n)}{[\mathbb{E} \rho_n(b_n)]^2} \leq (1 + o(1)) [\mathbb{E} \rho_n(b_n)]^{-1}$$

$$= (1 + o(1)) (d - 1)! (L n)^{-(d-1-c_n)}$$

$$= O((L n)^{-(d-1-c_n)}),$$

as desired. ▶

Remark 3.3. Lemma 3.1 and the reverse inequality established in the full-length paper suggest that the law of $\rho_n(b_n)$ might be well approximated by a Poisson distribution with the same mean, but, after attempts using the Stein–Chen method (see, e.g., [4]) or the method of moments, we have been unable to prove such an approximation even in the case that $\mathbb{E} \rho_n(b_n)$ has a limit $\lambda \in (0, \infty)$. For fixed $a \in \mathbb{R}$, let $R_n(a)$ denote $\rho_n(b_n)$ when

$$b_n = L_n - L_3 n - L(d - 1) + \frac{a}{L_2 n}. \quad (3.3)$$
i.e., when $c_n = (d - 1)e^{-n/L_2 n}$ in (1.4). Even if a Poisson approximation should fail, we certainly conjecture that $R_n(a)$ converges in distribution to a nondegenerate $R(a)$ as $n \to \infty$ with $\mathbb{P}(R(a) = 0)$ continuous and strictly decreasing in $a$. In that case, it follows that (1.3) has limiting distribution function $a \mapsto \mathbb{P}(R(a) \geq 1)$.

In particular, if $R(a)$ is Poisson distributed for every $a$, then (1.3) converges in distribution to $-G^*$, where $G^*$ has a Gumbel distribution with location $-\frac{L_1[(d-1)!]}{d-1}$ and scale $\frac{1}{d-1}$.

## 4 Characterization of generators

The unpublished manuscript [5] by Fill and Naiman developed the concept of generators of multivariate records mainly in connection with an importance-sampling algorithm for generating (simulating) records. We shall find the same concept crucial for our improvement Theorem 1.8(c) to Theorem 1.7(c2), the latter of which was established using a quite different idea, namely, a certain geometric lemma [6, Lemma 3.1]. Accordingly, in this section and the next we review and extend the theory of generators developed in [5]. In this section we provide a characterization of the set of generators that is useful in counting them.

### Definition 4.1

Suppose $x \in [0, \infty)^d$.

(a) The closed positive orthant generated (or determined) by $x$ is the set

$$O_x^+ := \{y \in [0, \infty)^d : y \geq x\}.$$  

(b) The minimum points of the frontier $F_n$ are called generators. We denote the set of generators at time $n$ by $G_n$.

### Remark 4.2

(a) The record-setting region $RS_n$ equals the union $\bigcup_{g \in G_n} O_g^+$ of closed positive orthants.

The elements of $G_n$ are called generators because $RS_n$ is the up-set in $[0, \infty)^d$ generated by $G_n$ with respect to the partial order $\leq$.

(b) The almost surely unique generator with minimum coordinate-sum is the trailing point $\tau_n$, just as the remaining record with maximum coordinate-sum is the leading point $\lambda_n$.

There are 11 generators in Figure 1, including the trailing point $\tau_n$ at the intersection of $F_n$ and the dotted hyperplane (line) marked with $x_+ = F_n^-$. In terminology we shall establish shortly, 9 of these are interior (i.e., 2-dimensional) generators and 2 of them are 1-dimensional generators.

We now proceed to characterize the set of generators.

Denote the $\rho \equiv \rho_n$ current records at a given time $n$ by $r^{(1)}, \ldots, r^{(\rho)}$ (listed here in arbitrary, but fixed, order). The record-setting region $S \equiv RS_n$ is then the closed set

$$S = \cap_{i=1}^\rho \left[ \bigcup_{k=1}^d (r^{(i)}_k e^{(k)}) \right] = \bigcup_{k=1}^d \cap_{i=1}^\rho r^{(i)}_k O^+(r^{(i)}_k e^{(k)})$$

$$= \bigcup_{k=1}^d \cap_{i=1}^\rho O^+(\bigvee_{j=1}^d r^{(i)}_k e^{(k)}) = \bigcup_{k \in [d]^{[\rho]}} O^+(R_1^{(\Pi_1(k))}, \ldots, R_d^{(\Pi_d(k))}),$$

where $e^{(k)}$ denotes the $k$th standard basis vector and for $j \in [d]$ and $k \in [d]^{[\rho]}$ we have defined the ordered partition $\Pi(k) = (\Pi_1(k), \ldots, \Pi_d(k))$ of $[\rho]$ by

$$\Pi_j(k) := k^{-1}(\{j\}) = \{i \in [\rho] : k_i = j\},$$

and for $j \in [d]$ and $P \subseteq [\rho]$ we have defined

$$R_j^{(P)} := \bigvee_{i \in P} r^{(i)}_j.$$
Therefore we have the neat representation
\[ S = \bigcup O^+ \left( R_1^{(\Pi_1)}, \ldots, R_d^{(\Pi_d)} \right), \]  
(4.1)
where the union here is taken over all ordered partitions \( \Pi = (\Pi_1, \ldots, \Pi_d) \) of \( [\rho] \) into \( d \) sets; each \( \Pi_j \) is allowed to be empty, in which case \( R_j^{(\Pi_j)} := 0 \). This shows immediately that every element of \( G \equiv G_n \) has in each coordinate either 0 or the value of some record in that coordinate.

To simplify our characterization of generators, we begin by considering only “interior” generators. For any point \( x \in O_0^+ \), let \( \nu(x) \) denote the set of non-zero coordinates of \( x \), and observe that \( x \) lies in the interior of \( O_0^+ \) if and only if \( \nu(x) = [d] \). We call such a point \( x \) an interior point.

Observe that a point \( x \) of the form \( \left( R_1^{(\Pi_1)}, \ldots, R_d^{(\Pi_d)} \right) \) appearing in (4.1) is interior if and only if all the cells \( \Pi \) of the partition are nonempty. Next, note that \( x \in (0, \infty)^d \) is of such a form if and only if there exist \( d \) distinct indices \( i_1, \ldots, i_d \) such that \( x_j = r_j^{(i_j)} \) for \( j \in [d] \).

We are now in position to state and (in Appendix C) prove a characterization of the set \( I \) of interior generators. (Note that \( I \subset G \subset S \).)

\begin{itemize}
  \item Theorem 4.3. A point \( g \in [0, \infty)^d \) belongs to \( I \) if and only if
  \begin{enumerate}
    \item \( g \in S \), and
    \item there exist \( d \) distinct indices \( i_1, \ldots, i_d \) such that
      \[ g_j = r_j^{(i_j)} = \min \left\{ r_j^{(i)} : \ell \in [d] \right\} \text{ for every } j \in [d]. \]
  \end{enumerate}
\end{itemize}

\begin{itemize}
  \item Remark 4.4. Theorem 4.3 gives an injection from the set of interior generators into the set of ordered \( d \)-tuples of remaining records.
\end{itemize}

Now that we have characterized the interior generators, it is straightforward to characterize \( G \) in terms of projections of the current records to lower-dimensional coordinate subspaces, but some care must be taken to ensure that the almost sure property of having no coordinate ties remains true after projection. To begin a careful description, given a subset \( T = \{j_1, \ldots, j_t\} \) of \([d]\) with \( |T| = t \in [d] \) and \( 1 \leq j_1 < \cdots < j_t \leq d \), define the projection mapping \( \pi_T : \mathbb{R}^d \to \mathbb{R}^t \) by
\[ \pi_T(x_1, \ldots, x_d) := (x_{j_1}, \ldots, x_{j_t}), \]
and define the injection mapping \( \iota_T : \mathbb{R}^t \to \mathbb{R}^d \) by
\[ \iota_T(x_1, \ldots, x_t) := \sqrt[k=1]{x_{j_k} e^{(j_k)}}. \]
Recall that \( \nu(x) \) denotes the set of nonzero coordinates of a point \( x \in [0, \infty)^d \). Define the set of \( T \)-generators to be the set
\[ G_T := G \cap \{ x : \nu(x) = T \} \]
and observe that \( G \) is the disjoint union
\[ G = \cup_{T \subseteq [d]} G_T. \]

This observation, together with a characterization of each \( G_T \), thus provides a characterization of \( G \). A characterization of each \( G_T \) is obtained by combining the following theorem with Theorem 4.3.
To set up the statement of the theorem, consider the image
\[ R_T := \pi_T(R) = \left\{ \pi_T(r^{(i)}) : i \in [\rho] \right\} \subset \mathbb{R}^{|T|} \]
under \( \pi_T \) of the set \( R := \{ r^{(i)} : i \in [\rho] \} \) of current records, and note that \( R_T \) inherits the property of “no ties in any coordinate” from \( R \). Let \( I_T \) denote the set of interior generators of \( R_T \), and let \( G'_T := \iota_T(I_T) \) denote the injection of \( I_T \) into \( \mathbb{R}^d \).

**Theorem 4.5.** For every \( T \subseteq [d] \) we have \( G_T = G'_T \).

In light of Theorem 4.5 (which is proved in Appendix C), we call the number of nonzero coordinates of a generator its *dimension*. Figure 2 shows the generators of various dimensions for an example with \( d = 3 \).

**Example 4.6.** Suppose \( d = 4 \) and the current records are \((2, 8, 3, 7)\) and \((5, 1, 4, 6)\). Then \( |G| = 8 \), because \( |G_T| = 1 \) for precisely eight nonempty subsets \( T \) of \([4]\) and \( |G_T| = 0 \) otherwise. The eight subsets \( T \) for which \( |G_T| = 1 \) are

\[
\begin{align*}
G_{\{1\}} &= \{(5, 0, 0, 0)\};
G_{\{2\}} &= \{(0, 8, 0, 0)\};
G_{\{3\}} &= \{(0, 0, 4, 0)\};
G_{\{4\}} &= \{(0, 0, 0, 7)\};
G_{\{1, 2\}} &= \{(2, 1, 0, 0)\};
G_{\{1, 4\}} &= \{(2, 0, 0, 6)\};
G_{\{2, 3\}} &= \{(0, 1, 3, 0)\};
G_{\{3, 4\}} &= \{(0, 0, 3, 6)\}.
\end{align*}
\]

Thus there are four one-dimensional generators, four two-dimensional generators, and no generators with dimension exceeding two.
The expected number of generators

The proof of Theorem 1.8(c) requires a tight upper bound on the expected number of generators at time \( n \) with suitably small coordinate-sum. In this section we warm up with a result of independent interest, giving an asymptotic approximation for the expected total number of generators at time \( n \). We remark in passing that such an approximation proves useful in the analysis of the importance-sampling record-generating scheme described in [5, Sections 2–4].

5.1 Exact expressions

Let \( \gamma_{d,n} \) (respectively, \( \iota_{d,n} \)) denote the number of generators (resp., interior generators) after a given number \( n \) of \( d \)-dimensional observations. Our first result relates the expectations of these two quantities.

\[ E\gamma_{d,n} = \sum_{k=0}^{d} \binom{d}{k} E\iota_{k,n}, \]  
(5.1)

**Proof.** This is immediate from Theorem 4.5 and the discussion preceding that theorem.

In Lemma 5.1, note that \( \iota_{0,n} = \delta_{0,n} \): There is a single 0-dimensional generator (namely, the origin in \( \mathbb{R}^d \)) if \( n = 0 \) and no 0-dimensional generators otherwise. Also note that \( \iota_{d,n} = 0 \) if \( n < d \).

The next result (proved in Appendix C) gives an exact expression for \( E\iota_{d,n} \) for \( n \geq d \geq 1 \). We write \( n! \) for the falling factorial power

\[ n(n-1) \cdots (n-k+1) = k!(\frac{n}{k}). \]

**Lemma 5.2.** For integers \( n \geq d \geq 1 \), we have

\[ E\iota_{d,n} = \frac{n^d}{(0,1]^d} \int x^{d-1}(1-x)^{n-d} \, dx. \]  
(5.2)

**Remark 5.3.**

(a) The exact expression (5.2) in Lemma 5.2 may be compared to a similar expression for \( E\rho_{d,n} \) derived in [2, Section 2]: For \( d \geq 1 \) and \( n \geq 1 \) we have

\[ E\rho_{d,n} = n \int_{[0,1]^d} (1-x)^{n-1} \, dx. \]  
(5.3)

In fact, by expanding the factor \( x^{d-1} \) appearing in the integrand in (5.2) as

\[ [1-(1-x)]^{d-1} = \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (1-x)^j, \]

one sees that the expected counts of interior generators and expected counts of remaining records are related by

\[ E\iota_{d,n} = n^d \sum_{j=0}^{d-1} (-1)^j \frac{\binom{d-1}{j}}{n-d+j+1} E\rho_{d,n-d+j+1} \]

for \( n \geq d \geq 1 \). But we do not know of any use for this connection.
An alternative expression to (5.3) is

\[ E \rho_{d,n} = \sum_{j=1}^{n} (-1)^{j-1} \binom{n}{j} j^{-(d-1)} =: \hat{H}_{n}^{(d-1)}, \]

a so-called Roman harmonic number studied by [8], [9], [10].

5.2 Asymptotics

From here we follow the same outline as for the expected number of remaining records in Bai et al. [2] to obtain an asymptotic expansion for \( E \iota_{d,n} \) (see our Theorem 5.7, the main result of Section 5). Accordingly, we begin by considering a Poissonized analogue of \( E \iota_{d,n} \), whose proof is rather simple and is included in the full-length paper.

\[ \text{Lemma 5.4.} \quad \text{For integers } d \geq 1 \text{ and } n \geq 0, \text{ define} \]

\[ \hat{\iota}_{d,n} := n^d \int_{[0,1]^d} x^{d-1} \exp(-nx \cdot x) \, dx. \]

Then, for fixed \( d \), as \( n \to \infty \) we have

\[ \hat{\iota}_{d,n} = (L \cdot n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^{j} \Gamma(j)(d)}{j!(d-1-j)!} (L \cdot n)^{-j} + O((n \cdot L \cdot n)^{d-1} e^{-n}). \]

We next bound the difference between \( \hat{\iota}_{d,n} \) and \( \tilde{\iota}_{d,n} := n^d \int_{[0,1]^d} x^{d-1} (1 - x \cdot x)^n \, dx. \) (5.4)

\[ \text{Lemma 5.5.} \quad \text{For fixed } d \geq 1, \text{ as } n \to \infty \text{ we have} \]

\[ 0 \leq \hat{\iota}_{d,n} - \tilde{\iota}_{d,n} = O(n^{-1}(L \cdot n)^{d-1}). \]

\[ \text{Proof.} \quad \text{We utilize the elementary inequality} \]

\[ e^{-nt} (1 - nt^2) \leq (1 - t)^n \leq e^{-nt} \]

for \( n \geq 1 \) and \( 0 \leq t \leq 1 \) (see [3, Lemma 5]). This yields

\[ 0 \leq \hat{\iota}_{d,n} - \tilde{\iota}_{d,n} \leq n^{d+1} \int_{[0,1]^d} x^{d+1} \exp(-nx \cdot x) \, dx. \]

Proceeding just as in the proof of Lemma 5.4, we find that the last expression here is \( O(n^{-1}(L \cdot n)^{d-1}). \)

\[ \text{Lemma 5.6.} \quad \text{For fixed } d \geq 1, \text{ as } n \to \infty \text{ the expected number of interior generators at time } n \text{ in dimension } d \text{ satisfies} \]

\[ \mathbb{E} \iota_{d,n} = (L \cdot n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^{j} \Gamma(j)(d)}{j!(d-1-j)!} (L \cdot n)^{-j} + O(n^{-1}(L \cdot n)^{d-1}). \]
Proof. Comparing (5.2) and (5.4) and then invoking Lemma 5.5, we see that

\[
E_{d,n} = \frac{n^d}{(n-d)^d} \tilde{\iota}_{d,n-d} = [1 + O(n^{-1})] \tilde{\iota}_{d,n-d} = [1 + O(n^{-1})] [\tilde{\iota}_{d,n-d} + O(n^{-1}(L n)^{d-1})] = [1 + O(n^{-1})] \tilde{\iota}_{d,n-d} + O(n^{-1}(L n)^{d-1}).
\]

But, according to Lemma 5.4,

\[
\tilde{\iota}_{d,n-d} = \left[ \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-2}) \right] = (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-2}).
\]

Thus

\[
E_{d,n} = [1 + O(n^{-1})] (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-1})
\]

\[
= (L n)^{d-1} \sum_{j=0}^{d-1} \frac{(-1)^j \Gamma(j)}{j!(d-1-j)!} (L n)^{-j} + O(n^{-1}(L n)^{d-1}),
\]

as claimed. ◀

Combining (5.1) and (5.2), we can obtain an exact expression for \(E_{d,n}\). Similarly, combining (5.1) and Theorem 5.6 we obtain the following asymptotic expansion in powers of logarithm for \(E_{d,n}\) after a little rearrangement.

**Theorem 5.7.** For fixed \(d \geq 1\), as \(n \to \infty\) the expected number of generators at time \(n\) in dimension \(d\) satisfies

\[
E_{d,n} = (L n)^{d-1} \sum_{j=0}^{d-1} a_{d,j} (L n)^{-j} + O(n^{-1}(L n)^{d-1}),
\]

where

\[
a_{d,j} := \sum_{k=0}^{j} \binom{d}{d-j+k} \frac{(-1)^k \Gamma(k)}{k!(d-1-j)!}.
\]

**Remark 5.8.** Concerning Theorem 5.7:

(a) In particular, \(a_{d,0} = 1\), so \(E_{d,n}\) has lead-order asymptotics

\[
E_{d,n} = (L n)^{d-1} + O((L n)^{d-2});
\]

this is \((d-1)!\) times as large as the lead-order asymptotics for the expected number of remaining records, namely,

\[
E_{\rho d,n} = \frac{(L n)^{d-1}}{(d-1)!} + O((L n)^{d-2}).
\]
For $d = 2$ and $n \geq 0$, we have
\[ E\gamma_{2,n} = H_n + 1 = E\rho_{2,n} + 1, \]
where $H_n := \sum_{k=1}^{n} k^{-1}$ is the $n$th harmonic number; and in fact it is easy to see that $\gamma_{2,n} = \rho_{2,n} + 1$. For $d = 3$ and $n \geq 0$, we have
\[ E\gamma_{3,n} = H_n^2 + H_n^{(2)} + 1 = 2E\rho_{3,n} + 1, \]
where $H_n^{(2)} := \sum_{k=1}^{n} k^{-2}$ is the $n$th second-order harmonic number; and in fact $\gamma_{3,n} = 2\rho_{3,n} + 1$, as established in [5, Corollary 6.6]. There is not such a simple relationship between the exact values of $\rho_{d,n}$ and $\gamma_{d,n}$ for $d \geq 4$; confer [5, Remark 6.7].

We hope to extend the work of Section 5.2 by finding at least lead-order asymptotics for the variance, and also a normal approximation or other limit theorem, for the number $\gamma_{d,n}$ of generators after $n$ observations.

6 Stochastic lower bound on $F_n^-$ via the first moment method

In this section we show how to obtain a suitable stochastic lower bound on $F_n^-$. See Proposition 6.2 for the result. The idea, for a suitably chosen sequence $(b_n)$ is to apply the first moment method (computation of sufficiently small mean, together with application of Markov’s inequality) to the count
\[ \gamma_n(b) := \text{(number of generators at epoch } n \text{ with coordinate-sum } \leq b). \]
The bound on the mean of $\gamma_n(b_n)$ is obtained by suitably modifying the proof of Theorem 5.7 [compare also the similar treatment of $\rho_n$ in Section 3 and the full-length paper].

Lemma 6.1. With the notation and assumptions of (1.4)--(1.5) and (2.2), as $n \to \infty$ we have
\[ E\gamma_n(b_n) \leq (1 + o(1))\frac{(L_n)^{d-1}}{(d-1)!}(c_n L_2 n)^{d-1}(L n)^{-c_n}. \] (6.1)

Proof. We will be very brief here. Following very closely along the lines of Section 5, one finds that
\[ E\gamma_n(b_n) \sim \frac{1}{(d-1)!} \int_{ne^{-b_n}}^{L_n} (L_n - L z)^{d-1} z^{d-1} e^{-z} \, dz \]
\[ \leq \frac{(L_n)^{d-1}}{(d-1)!} \int_{ne^{-b_n}}^{\infty} z^{d-1} e^{-z} \, dz \]
\[ \sim \frac{(L_n)^{d-1}}{(d-1)!}(ne^{-b_n})^{d-1} \exp(-ne^{-b_n}) \]
\[ = \frac{(L_n)^{d-1}}{(d-1)!}(c_n L_2 n)^{d-1}(L n)^{-c_n}. \] \hfill \Box

We are now in position to utilize Markov’s inequality.

Proposition 6.2 (Stochastic lower bound on $F_n^-$). Fix $d \geq 2$. If $1 \leq c_n = O(1)$ and
\[ b \equiv b_n := L n - L_3 n - L c_n, \]
then
\[ P(F_n^- \leq b_n) \leq E\gamma_n(b_n) \leq (1 + o(1))\frac{(L_n)^{d-1}}{(d-1)!}(c_n L_2 n)^{d-1}(L n)^{-c_n}. \]
7 Proof of Theorem 1.8

In this section we prove Theorem 1.8.

Proof of Theorem 1.8.

(a) This follows readily from Propositions 6.2 and 3.2 (or one can invoke Theorem 1.11 instead of Proposition 3.2).

(b) As noted in Remark 1.14, this is immediate from Theorem 1.11(b), already established in Appendix B.

(c) This follows in the same fashion as our given proof of Theorem 1.11(c), now using Proposition 6.2 in place of Proposition 2.3. We leave the routine details to the reader. ◻
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A Proof of Lemma 2.1

This appendix is devoted to the (elementary) proof of Lemma 2.1.

Proof of Lemma 2.1. We will prove (2.3) by separately considering (a) upper and (b) lower bounds. Before beginning, we note that the mean in question has the exact expression

$$
\mathbb{E} \rho_n(b_n) = n \int_{x \geq 0: x+b_n} e^{-x} (1-e^{-x})^{n-1} \, dx = \frac{n}{(d-1)!} \int_0^{b_n} y^{d-1} e^{-y} (1-e^{-y})^{n-1} \, dy. \quad (A.1)
$$

A key technical tool we will use is the pair of elementary inequalities

$$
e^{-nt}(1-nt^2) \leq (1-t)^n \leq e^{-nt} \quad (A.2)$$
for \( n \geq 1 \) and \( 0 \leq t \leq 1 \) (see [3, Lemma 5]). Also, note from the definition (2.2) of the function \( J_j \) that

\[
J_j(x) \sim (Lx)^j e^{-x} \quad \text{as } x \to \infty
\]

(A.3)

and that for \( 1 \leq x < y \) we have

\[
0 < J_j(x) - J_j(y) \leq (L y)^j (e^{-x} - e^{-y}) = (L y)^j e^{-y} (e^{y-x} - 1).
\]

(A.4)

(a) Utilizing the upper bound in (A.2) immediately we derive

\[
\mathbb{E} \rho_{n+1}(b_{n+1})
\]

\[
= \frac{n+1}{(d-1)!} \int_0^{b_{n+1}} y^{d-1} e^{-y}(1-e^{-y})^n \, dy
\]

\[
\leq \frac{n+1}{(d-1)!} \int_0^{b_{n+1}} y^{d-1} \exp(-n e^{-y} - y) \, dy
\]

\[
= \frac{n+1}{(d-1)!} \int_{ne^{-b_{n+1}}}^{n} (L n - L z)z^{d-1} e^{-z} \, dz
\]

\[
\leq \frac{n+1}{(d-1)!} \int_{ne^{-b_{n+1}}}^{n+1} (L(n+1) - L z)z^{d-1} e^{-z} \, dz
\]

\[
= \frac{n+1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} [L(n+1)]^{d-1-j} \int_{ne^{-b_{n+1}}}^{n+1} (L z)^j e^{-z} \, dz
\]

\[
= \frac{n+1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} [L(n+1)]^{d-1-j} [J_j(ne^{-b_{n+1}}) - J_j(n+1)].
\]

That is,

\[
\mathbb{E} \rho_n(b_n) \leq \frac{1 + (n-1)e^{-b_n}}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} [L n]^{d-1-j} [J_j((n-1)e^{-b_n}) - J_j(n)].
\]

(A.6)

By the note following (2.2), \( J_j(n) \sim (L n)^j e^{-n} \). Moreover, by (A.4) we have

\[
0 < J_j((n-1)e^{-b_n}) - J_j(\beta_n)
\]

\[
\leq (L \beta_n)^j e^{-\beta_n} [\exp(e^{-b_n}) - 1]
\]

\[
\sim (L \beta_n)^j e^{-\beta_n} = (L \beta_n)^j e^{-\beta_n} n^{-1} \epsilon_n L_2 n = O((L \beta_n)^j e^{-\beta_n} n^{-1} L_2 n).
\]

Thus

\[
\mathbb{E} \rho_n(b_n) \leq \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (L n)^{d-1-j} J_j(\beta_n) + O(n^{-1}(L n)^{d-1-\epsilon_n} L_2 n)
\]

\[
= [1 + O(n^{-1} L_2 n)] \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (L n)^{d-1-j} J_j(\beta_n),
\]

betering the claim in the upper-bound direction for the mean at (2.3).
(b) Utilizing the lower bound in (A.2), we find from (A.1) that
\[ E \rho_n(b_n) = \frac{n}{(d-1)!} \int_0^{b_n} y^{d-1} e^{-y}(1 - e^{-y})^{n-1} dy \]
\[ \geq \frac{n}{(d-1)!} \int_0^{b_n} y^{d-1} e^{-y}(1 - e^{-y})^n dy \]
\[ \geq \frac{n}{(d-1)!} \int_0^{b_n} y^{d-1} \exp(-ne^{-y} - y) (1 - ne^{-2y}) dy. \] (A.7)

We derive that the added term in (A.7) satisfies
\[ \frac{n}{(d-1)!} \int_0^{b_n} y^{d-1} \exp(-ne^{-y} - y) \, dy \]
\[ = \frac{1}{(d-1)!} \int_{\beta_n}^{b_n} (L_n - L z)^{d-1} e^{-z} \, dz \]
\[ = \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (L_n)^{d-1-j} [J_j(\beta_n) - J_j(n)]. \]

But \( J_j(n) \sim e^{-n}(L n)^j \), whence the added term in (A.7) is lower-bounded by
\[ \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (L_n)^{d-1-j} J_j(\beta_n) - O(e^{-n}(L n)^{d-1}). \]

So it remains to show that the subtracted term in (A.7) can be absorbed into the remainder term in (2.4), which we will do in similar (but easier) fashion to upper-bounding \( E \rho_n(b_n) \).

Indeed, the subtracted term satisfies
\[ 0 < \frac{n^2}{(d-1)!} \int_0^{b_n} y^{d-1} \exp(-ne^{-y} - 3y) \, dy = \frac{n^{-1}}{(d-1)!} \int_{\beta_n} \int_{z=0}^{b_n} \frac{z^2}{\beta_n} (L n - L z)^{d-1} e^{-z} \, dz \] (A.8)
\[ \leq \frac{n^{-1}(L n)^{d-1}}{(d-1)!} \int_{\beta_n} \int_{z=0}^{\infty} z^2 e^{-z} \, dz \]
\[ \sim \frac{n^{-1}(L n)^{d-1}}{(d-1)!} \beta_n^2 e^{-\beta_n} \]
\[ = \frac{n^{-1}(L n)^{d-1}}{(d-1)!} c_2(L_2 n)^2(L n)^{-c_n} = O(n^{-1}(L_2 n)^2(L n)^{d-1-c_n}) \]
\[ = O \left( n^{-1}(L_2 n)^2 \frac{1}{(d-1)!} \sum_{j=0}^{d-1} (-1)^j \binom{d-1}{j} (L n)^{d-1-j} J_j(\beta_n) \right), \]
as desired.

\[ \Box \]

**B Proof of Theorem 1.11**

In this appendix we prove Theorem 1.11.

**Proof of Theorem 1.11.**

(a) This follows readily from Propositions 2.3 and 3.2. Here are some details. For \( a \in \mathbb{R} \), let
\[ b_n(a) := L_n - L_3 n - L(d-1) + \frac{a}{L_2 n}. \] (B.1)
as at (3.3); this is an instance of (1.4) with \(c_n = (d - 1)e^{-n/L_2 n}\). By Proposition 2.3,
\[
\mathbb{P}(\hat{F}_n^{c} \leq b_n(a)) \leq (1 + o(1)) \frac{1}{(d - 1)!} ((Ln)^{d - 1 - c_n} \to \frac{1}{(d - 1)!} e^{(d - 1)a};
\]
the last expression here tends to 0 as \(a \to -\infty\). Similarly, by Proposition 3.2,
\[
\mathbb{P}(\hat{F}_n^{c} \geq b_n(a)) \leq (1 + o(1))(d - 1)!((Ln)^{-(d - 1)c_n} \to (d - 1)! e^{-(d - 1)a},
\]
and the last expression here tends to 0 as \(a \to \infty\). It follows that the sequence of distributions of (1.3) is tight, i.e., that Theorem 1.11(a) holds.

(b) Like \(F^-\) (Lemma 1.5), the process \(\hat{F}^-\) has nondecreasing sample paths. From this it follows that if \((b_n)\) is (ultimately) monotone nondecreasing and \((n_j)\) is any strictly increasing sequence of positive integers, then
\[
\{\hat{F}^-_{n_{j+1}} \geq b_{n_j} \text{ i.o.}(n)\} \subseteq \{\hat{F}^-_{n_{j+1}} \geq b_{n_j} \text{ i.o.}(j)\}.
\]
To complete the proof of part (b), we choose \(b_n \equiv L n - L_3 n - L(d - 2) + L2 + c\) with \(c > 0\) and \(n_j \equiv 2^j\), bound \(\mathbb{P}(\hat{F}^-_{n_{j+1}} \geq b_{n_j})\) using Proposition 3.2, and apply the first Borel–Cantelli lemma.
Here are the details. If \(n\) is even, then
\[
b_{n/2} = L(n/2) - L_3(n/2) - L(d - 2) + L2 + c = L n - L_3(n/2) - L(d - 2) + c
\]
the last expression being the one in Proposition 3.2 with \(c_n \equiv e^{-c}(d - 2)\). Thus, by that proposition,
\[
\mathbb{P}(\hat{F}^-_{n_{j+1}} \geq b_{n_j}) = \mathbb{P}(\hat{F}^-_{n_{j+1}} \geq b_{n_{j+1}/2})
\leq \mathbb{P}(\hat{F}^-_{n_{j+1}} \geq L n_{j+1} - L_3 n_{j+1} - L(d - 2) + c)
= O((L n_{j+1}^{-(d - 1 - e^{-c}(d - 2)))}) = O((j + 1)^{-[1 + (1 - e^{-c})(d - 2)])},
\]
which is summable.

(c) To prove part (c) [which, as noted in Remark 1.14, will also follow immediately once we prove Theorem 1.8(c)], we begin with an argument similar to that for part (b). If \((b_n)\) is (ultimately) monotone nondecreasing and \((n_j)\) is any strictly increasing sequence of positive integers, then
\[
\{F^-_{n_{j+1}} \leq b_{n_j} \text{ i.o.}(n)\} \subseteq \{F^-_{n_{j+1}} \leq b_{n_{j+1}} \text{ i.o.}(j)\}.
\]
To complete the proof of part (c), we choose \(b_n \equiv L n - L_3 n - L d - L2 - c\) with \(c > 0\) and \(n_j \equiv 2^j\), bound \(\mathbb{P}(F^-_{n_j} \leq b_{n_{j+1}})\) using Proposition 2.3, and apply the first Borel–Cantelli lemma.
Here are the details. First note that
\[
b_{2n} = L(2n) - L_3(2n) - L d - L2 - c \leq L n - L_3 n - L d - c,
\]
and the bounding expression being the one in Proposition 2.3 with \(c_n \equiv e^{-c}d\). Thus, by that proposition,
\[
\mathbb{P}(F^-_{n_j} \leq b_{n_{j+1}}) \leq \mathbb{P}(F^-_{n_j} \leq L n_j - L_3 n_j - L d - c)
= O((L n_j)^{-[e^{-c}d - (d - 1)])} = O(j^{-[1 + (e^{-1} - 1)d]),
\]
which is summable.
Proof of Theorem 4.3. First suppose \( g \in I \). Then (i) is automatic from the definition of \( I \). Moreover, we know from our earlier discussion of generators that (ii) holds for \( g = (R_1^{(\Pi_1)}, \ldots, R_d^{(\Pi_d)}) \) with the possible exception of the second equality in (4.2). But if that equality does not hold, let \( j, \ell \in [d] \) with \( j \neq \ell \) satisfy
\[
\pi_j^{(i)} < r_j^{(i)}.
\]
We then move \( i_\ell \) from the cell \( \Pi_\ell \) to the cell \( \Pi_j \) in order to form a new partition, call it \( \Pi' \). Then
\[
g > (R_1^{(\Pi'_1)}, \ldots, R_d^{(\Pi'_d)}) \in S,
\]
so \( g \) is not a generator.

Next we prove the converse. If \( g \) has these two properties, then \( g \in (0, \infty)^d \) belongs to \( S \), so all that is left to show is that \( g \) is a minimum (with respect to \( \leq \)) of \( S \). Suppose that \( x < g \); we will complete the proof by showing that \( x \not\in S \).

Let \( j_0 \) satisfy \( x_{j_0} < g_{j_0} \). Then
\[
x_{j_0} < g_{j_0} = r_j^{(i_{j_0})}
\]
using (4.2) for the equality. Additionally, for \( j \neq j_0 \) we have
\[
x_j \leq g_j < r_j^{(i_{j_0})},
\]
where the second inequality holds by (4.2) because
\[
g_j = r_j^{(i_{j_0})} = \min \left\{ r_j^{(i)} : \ell \in [d] \right\},
\]
which almost surely is strictly smaller than \( r_j^{(i_{j_0})} \) because \( i_j \neq i_{j_0} \). Combining (C.1) and (C.2), we see that \( x \prec r^{(i_{j_0})} \), and so \( x \not\in S \).

Proof of Theorem 4.5. Let \( t = |T| \). There is no loss of generality (and there is some ease in notation) in supposing that \( T = [t] \), and thus \( x \in G_T \) if and only if \( x \in G \) and \( x_{t+1} = \cdots = x_d = 0 \). Let \( x = (x_1, \ldots, x_t, 0, \ldots, 0) \) satisfy \( \nu(x) = t \). We will show that \( x \in G_T \) - equivalently, that \( x \in G \) - if and only if \( \pi_T(x) \in I_T \) - equivalently, that \( x \in t_T(I_T) = G'_T \).

Indeed, for \( x \) to be a generator, there are two requirements: (i) \( x \in S \), and (ii) \( x \) is a minimum of \( S \). The requirement (i) is that for each \( i \) there should exist \( j \in [d] \) such that \( x_j \geq r_j^{(i)} \). However, since we assume that \( r^{(i)} > 0 \), such \( j \) must belong to \([t]\). We have thus argued that \( x \in S = \text{RS}(R) \) (the record-setting region determined by the points in \( R \)) if and only if \( \pi_T(x) \in \text{RS}(R_T) \).

The requirement (ii) is that \( y < x \) must imply \( y \not\in S \). But note that \( y < x \) if and only if \( y \) is of the form \( y = (y_1, \ldots, y_t, 0, \ldots, 0) \) with \( \pi_T(y) < \pi_T(x) \). Thus requirement (ii) can be rephrased thus: If \( y = (y_1, \ldots, y_t, 0, \ldots, 0) \) with \( \pi_T(y) < \pi_T(x) \), then \( y \not\in \text{RS} \) - equivalently, by what we argued in connection with requirement (i), that \( \pi_T(y) \not\in \text{RS}(R_T) \).

So we have argued that \( x \) is a generator if and only if \( \pi_T(x) \in I_T \), i.e., if and only if \( x \in G'_T \). This is as desired.

Proof of Lemma 5.2. To facilitate the statement and proof of Lemma 5.2, and in order to follow more closely the analogous treatment of remaining records in [2, Section 2], we may and do switch from Exponential(1) observation coordinates to observations uniformly distributed in \([0, 1]^d\). Referring to Theorem 4.3(ii), let us say that the \(d\)-tuple \((X^{(i_1)}, \ldots, X^{(i_d)})\) of observations (where the indices \(i_j\) are distinct elements of \([n]\)) generates an epoch-\(n\) interior generator \(g\) if those \(d\) observations are all remaining records at epoch \(n\) and

\[
g_j = X_j^{(i_j)} = \min\{X_j^{(i_\ell)} : \ell \in [d]\}\] for every \(j \in d\).

Note that every interior generator is generated by precisely one such generating \(d\)-tuple. Thus \(E_{\mathcal{I}_d,n}\) equals \(n^d\) times the probability that \((X^{(1)}, \ldots, X^{(d)})\) generates an interior generator. Condition on the value \(y := (x^{(1)}, \ldots, x^{(d)})\) of this \(d^2\)-tuple. According to Theorem 4.3, in order for \(y\) to generate an interior generator, two conditions are required. One is that

\[
x_j^{(\ell)} \geq x_j^{(j)}\] for every \(\ell, j \in d\) with \(\ell \neq j\). \hspace{1cm} (C.3)

Let \(x := (x_1^{(1)}, \ldots, x_d^{(d)})\). The other condition is that the remaining \(n - d\) observations each need to fall outside \(O_x^+\), guaranteeing the condition \(x \in S\) required by Theorem 4.3(i).

Therefore,

\[
E_{\mathcal{I}_d,n} = n^d \int_{y: (C.3)\ holds} \left[1 - \prod(1 - x_j^{(j)})\right]^{n-d} dy,
\]

a \(d^2\)-dimensional integral which reduces effortlessly to a \(d\)-dimensional integral:

\[
E_{\mathcal{I}_d,n} = n^d \int_{[0, 1]^d} \prod(1 - x_j) x_j^{d-1} \left[1 - \prod(1 - x_j)\right]^{n-d} dx
= n^d \int_{(0, 1)^d} x_j^{d-1} (1 - x_j)^{n-d} dx,
\]

as desired. \(\blacktriangleleft\)
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1 Introduction
In this paper we obtain some new results on the enumeration of parking functions and labeled forests. We introduce new statistics both for parking functions and for labeled forests and connect them by means of a bijection. We determine the joint distribution of two statistics on parking functions and their counterparts on labeled forests. Our results on labeled forests serve to explain the mysterious equidistribution between two seemingly unrelated statistics in parking functions recently identified by Stanley and Yin [16] and give an explicit bijection between the two statistics.

We begin with the necessary definitions. In the parking function scenario due to Konheim and Weiss [9], there are \( n \) parking spaces on a one-way street, labeled \( 1, 2, \ldots, n \) in consecutive order. A line of \( m \leq n \) cars enters the street, one by one. The \( i \)th car drives to its preferred spot \( \pi_i \) and parks there if possible; if the spot is already occupied then the car parks in the first available spot after that. The list of preferences \( \pi = (\pi_1, \ldots, \pi_m) \) is called a parking function if all cars successfully park. (The parking function is called “classical” when \( m = n \).) We denote the set of parking functions by \( \text{PF}(m, n) \), where \( m \) is the number of cars and \( n \) is the number of parking spots. Using the pigeonhole principle, we see that a parking function...
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\[ \pi \in \text{PF}(m, n) \] must have at most one value \( = n \), at most two values \( \geq n - 1 \), and for each \( k \) at most \( k \) values \( \geq n - k + 1 \), and any such function is a parking function. Equivalently, \( \pi \) is a parking function if and only if

\[ \# \{ k : \pi_k \leq i \} \geq m - n + i, \quad \text{for } i = n - m + 1, \ldots, n. \] (1)

We make two immediate observations from (1). The first observation is that parking functions are invariant under the action of the symmetric group \( \mathfrak{S}_m \) permuting the \( m \) cars, that is, permuting the list of preferences \( \pi \). The second observation is that when some \( \pi_i \) takes values in the set \( \{ 1, 2, \ldots, n - m + 1 \} \), changing \( \pi_i \) to any other value in the set \( \{ 1, 2, \ldots, n - m + 1 \} \) has no effect on \( \pi \) being a parking function.

One of the most fundamental results on parking functions is that the number of parking functions is \( | \text{PF}(m, n) | = (n - m + 1)(n + 1)^{m-1} \). A famous combinatorial proof in the classical case was given by Pollak (unpublished but recounted in [5] and [12]). See also Pitman and Stanley [15] for a generalization of Pollak’s circle argument. The combinatorial argument boils down to the following easily verified statement: Let \( G \) denote the group of all \( m \)-tuples \( (a_1, \ldots, a_m) \in [n+1]^m \) with componentwise addition modulo \( n + 1 \). Let \( H \) be the subgroup of \( G \) generated by \( (1, 1, \ldots, 1) \). Then every coset of \( H \) contains exactly \( n - m + 1 \) parking functions. Interpreted probabilistically, the combinatorial operation involves assigning \( m \) cars on a circle with \( n + 1 \) spots and recording those car assignments where spot \( n + 1 \) is left empty after circular rotation. Since there are \( n - m + 1 \) missing spaces for the assignment of any preference sequence, any preference sequence \( \pi \) has \( n - m + 1 \) rotations that are valid parking functions. Our parking function proofs will be based on refinements of Pollak’s proof technique, where we investigate the individual parking statistics for each car the moment it is parked on the circle.

This new line of approach first appeared in a paper by Stanley and Yin [16] and is extended in this paper, where we introduce the new statistics leading elements and size of level set on parking functions \( \pi \in \text{PF}(m, n) \) and examine their joint distributions. The statistic leading elements was introduced in [16] earlier for classical parking functions \( \pi \in \text{PF}(n, n) \) and counts the total number of cars whose desired spot is the same as that of the first car. It was shown in [16, Theorem 4.2] via a generating function approach that for classical parking functions the leading elements statistic is equidistributed with the widely-studied 1’s statistic that counts the total number of cars whose desired spot is spot 1. This feature of parking functions is quite mysterious as these two parking function statistics seem unrelated and are not of the same nature. While the leading elements statistic is invariant under circular rotation, it does not satisfy permutation symmetry as permuting the entries might change the first element. On the other hand, though the 1’s statistic is invariant under permuting all the entries, it does not exhibit circular rotation invariance. Indeed, only one out of \( n + 1 \) rotations of an assignment of \( n \) cars on a circle with \( n + 1 \) spots gives a valid parking function. It is thus intriguing what is hidden behind the pair of statistics (leading elements, 1’s). By casting parking functions in the context of labeled forests, this question will be answered in our paper. We explain the gist of our argument below.

Let \( [n] = \{ 1, 2, \ldots, n \} \) and \( [n]_0 = \{ 0, 1, \ldots, n \} \). Let \( \mathcal{T}(n) \) denote the set of all rooted trees \( T \) on the vertex set \( [n]_0 \) with root 0. More generally, let \( \mathcal{F}(m, n) \) denote the set of all rooted forests \( F \) with \( n + 1 \) vertices and \( m \) edges (equivalently, \( n - m + 1 \) distinct tree components) such that a specified set of \( n - m + 1 \) vertices are the roots of the different trees. We label the roots of \( F \) by \( \{ 01, 02, \ldots, 0(n - m + 1) \} \) and the non-root vertices by \( \{ 1, 2, \ldots, m \} \). The fact that the cardinalities of classical parking functions and of rooted trees are the same, i.e.,

\[ | \text{PF}(n, n) | = | \mathcal{T}(n) |, \]
and more generally
\[ |PF(m, n)| = |F(m, n)|, \]
has motivated much work in the study of connections between the two combinatorial structures. One bijective construction between parking functions and labeled forests goes back to Foata and Riordan [5]. Their construction is for the special case \( m = n \) and is referred to as a breadth first search (with a queue) on rooted trees. See Yan [17, Section 1.2.3] and also Chassaing and Marckert [1]. We will show that under the bijective correspondence induced by breadth first search, the seemingly unrelated leading elements statistic and the 1’s statistic for classical parking functions both become degree statistics. One of them (the root degree) is classical, while the other (degree of the parent of a fixed vertex) appears to be new.

Generally, statistics based on degrees and other aspects of labeled trees have been studied extensively. A well-known generalization of Cayley’s tree theorem includes the degrees of all vertices as additional statistics [7,14]. Another interesting example is the enumeration of labeled trees with respect to their indegrees: there are two versions of defining indegrees, both leading to the same enumeration formula. In the global orientation (see e.g. [14]), all edges are oriented towards the root; in the local orientation (see [13]), they are oriented towards the higher label. For many more interesting statistics of labeled trees, see for instance [3] (descents), [11] (inversions, which were also connected to parking functions in [6]), or [10] (runs).

This paper is organized as follows. In Section 2 we extend the statistic leading elements (denoted \( \text{lel}(\pi) \)) for classical parking functions that was studied by Stanley and Yin [16] to general parking functions \( \pi \in PF(m, n) \). We also introduce a new statistic, size of level set (denoted \( \text{slev}(\pi) \)), for parking functions \( \pi \in PF(m, n) \) that extends the notion of the 1’s statistic (denoted \( \text{ones}(\pi) \)) for classical parking functions and study the joint distribution of the level set statistic and the leading elements statistic. We establish the generating function for the pair of statistics \( (\text{slev}(\pi), \text{lel}(\pi)) \) using variations of Pollak’s argument.

In Section 3, we apply the aforementioned bijection between parking functions and labeled forests that is based on breadth first search. By means of this bijection, we find that the pair of statistics \( (\text{slev}(\pi), \text{lel}(\pi)) \) on the set of parking functions \( PF(m, n) \) is equidistributed with the pair of statistics \( (\deg(0), \deg(p)) \) on the set of rooted forests \( F(m, n) \), where \( \deg(0) \) is the root degree of a rooted forest (the total number of children of all roots \( 01, 02, \ldots, 0(n-m+1) \)), and \( \deg(p) \) is the number of children of the parent \( p \) of the vertex labeled 1 (by degree, we generally mean more precisely the number of children of a vertex in a rooted tree, which is 1 less than the degree in the graph-theoretical sense for non-root vertices).

The pair of statistics \( (\deg(0), \deg(p)) \) is further considered in Section 4. In particular, we directly prove a formula for the number of rooted forests in \( F(m, n) \) for which \( \deg(0) \) and \( \deg(p) \) take on given values by means of a combinatorial argument. In the special case \( m = n \) (i.e., for labeled trees), the two statistics \( \deg(0) \) and \( \deg(p) \) also have the same distribution. We provide an explicit bijection for this fact.

In Section 5, we finally examine the asymptotic properties of the statistics investigated in our paper using standard probabilistic tools.

2 Statistics on parking functions

In this section we investigate the joint distribution of the pair of statistics \( (\text{slev}(\pi), \text{lel}(\pi)) \) on parking functions \( \pi \in PF(m, n) \). The precise definitions of the individual statistics read as follows:
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Let the other elements be \( \pi \), with the fact that \( \pi \) gives rise to a parking function in \( \text{PF}(m,n) \). This statistic was recently introduced (in the special case \( m = n \)) by Stanley and Yin [16].

Our results for \( \text{PF}(m,n) \) are extensions of corresponding results for classical parking functions \( \text{PF}(n,n) \) in [16]. As mentioned in the introduction, we will expand upon Pollak's ingenious circle argument [5] for the street parking model to derive our results.

The following lemma was proven before using other means, see for example Kenyon and Yin [8, Corollary 3.4]. Our direct combinatorial argument below will shed light on the structure of parking functions and will be useful in the proof of Theorem 4. As implied by the necessary and sufficient condition (1), changing \( \pi_1 = 1 \) to whichever value below \( n - m + 1 \) will still keep \( \pi \) a parking function. The number of parking functions \( \pi \in \text{PF}(m,n) \) with \( \pi_1 \in \{1, 2, \ldots, n - m + 1\} \) is thus \( n - m + 1 \) times the number of parking functions \( \pi \in \text{PF}(m,n) \) with \( \pi_1 = 1 \).

\[ \# \{ \pi \in \text{PF}(m,n) : \pi_1 = 1 \} = (n - m + 2)(n + 1)^{m-2}, \]

which implies that

\[ \# \{ \pi \in \text{PF}(m,n) : \pi_1 \in \{1, 2, \ldots, n - m + 1\} \} = (n - m + 1)(n - m + 2)(n + 1)^{m-2}. \]

**Proof.** The statement is trivially true for \( m = 1 \). For \( m \geq 2 \), we assign cars \( 2, \ldots, n \) independently on a circle of length \( n + 1 \). Taking circular rotation into consideration, the car assignments give rise to \( (n - m + 2)(n + 1)^{m-2} \) valid parking functions. Note that car 1 will always be able to park if its desired spot is spot 1. Our conclusion readily follows. \( \square \)

The following lemma allows us to split a parking function in \( \text{PF}(m,n) \) into an arbitrary map whose range is precisely the set \( \{1, 2, \ldots, n - m + 1\} \) (that is relevant for the statistic \( \text{slev} \)) and a parking function on a smaller domain. It will be very useful in proving our results on the distribution of statistics on \( \text{PF}(m,n) \).

\[ \text{Lemma 2.} \] Consider a function \( \pi : [m] \to [n] \). Fix the elements of \( \pi \) that are equal to one of \( 1, 2, \ldots, n - m + 1 \), and suppose that there are \( s \geq 0 \) such elements (this is precisely \( \text{slev}(\pi) \)). Let the other elements be \( \pi_{j_1}, \pi_{j_2}, \ldots, \pi_{j_{n-s}} \), and define a new function \( \tilde{\pi} : [m-s] \to [m-1] \) by \( \tilde{\pi}_i = \pi_{j_i} - (n - m + 1) \). Then \( \pi \) is a parking function in \( \text{PF}(m,n) \) if and only if \( \tilde{\pi} \) is a parking function in \( \text{PF}(m-s, m-1) \).

\[ \text{Remark 3.} \] For \( s = 0 \), there is no valid parking function in view of (1). This is consistent with the fact that \( \text{PF}(m, m-1) \) is (trivially) empty.

**Proof.** We make use of the characterization (1) of parking functions. For any \( i > m - n \), we have

\[ \# \{ k : \pi_k \leq i \} = s + \# \{ k : \tilde{\pi}_k \leq i - (n - m + 1) \}. \]

So the condition in (1) is equivalent to

\[ \# \{ k : \tilde{\pi}_k \leq i - (n - m + 1) \} \geq m - n + i - s \]
for $i = m - n + 1, m - n + 2, \ldots, n$. Substituting $h = i - (n - m + 1)$, this becomes

$$\# \{ k : \bar{h}_k \leq h \} \geq h + 1 - s$$

(2)

for $h = 0, 1, \ldots, m-1$. This is precisely the condition for a parking function in $PF(m-s, m-1)$, except for one detail: the conditions start at $h = 0$ rather than $h = s$. However, for $h < s$, (2) is trivially satisfied. This completes the proof.

Lemma 2 means that every parking function in $PF(m, n)$ can be uniquely decomposed into an arbitrary function $\pi_a : A \to [n - m + 1]$ on a set $A \subseteq [m]$ of cardinality $s$ and a function that is equivalent to a parking function $\pi_p$ in $PF(m-s, m-1)$.

As a consequence of the decomposition in Lemma 2, we will now be able to prove results on the distributions of the statistics $slev(\pi)$ and $\lel(\pi)$. We start with the joint distribution of $slev(\pi)$ and $\lel(\pi)$, which is determined by the following theorem.

**Theorem 4.** Let $s, t \geq 1$. We have

$$\# \{ \pi \in PF(m,n) : slev(\pi) = s \text{ and } \lel(\pi) = t \}$$

$$= \binom{m-2}{s-1, t-1, m-s-t} (n-m+1)^s (m-1)^{m-s-t+1}$$

$$+ \binom{m-1}{t-1, s-t, m-s} s(n-m+1)(n-m)^{s-t} m^{m-s-1}.$$

We will revisit this formula later in the context of rooted forests. The generating function for the joint distribution of $slev(\pi)$ and $\lel(\pi)$ is obtained in a straightforward fashion by summing over all $s$ and $t$.

**Corollary 5.**

$$\sum_{\pi \in PF(m,n)} x^{slev(\pi)} y^{\lel(\pi)} = (n-m+1)xy [(m-1)(n-m+1)x+y+m-1]^{m-2}$$

$$+ (xy+(n-m)x+1)(xy+(n-m)x+m)^{m-2}.$$  

(3)

**Proof of Theorem 4.** Let us count parking functions $\pi \in PF(m,n)$ for which $slev(\pi) = s$. Lemma 2 shows that we can decompose $\pi$ into an arbitrary function $\pi_a$ from $A$ to $[n - m + 1]$, where $|A| = s$ and $A \subseteq [m]$, and a (function equivalent to a) parking function $\pi_p$ in $PF(m-s, m-1)$. For $\lel(\pi)$, we distinguish two cases:

- The spot of the first car does not lie in $\{1, 2, \ldots, n - m + 1\}$. In this case, $1 \notin A$, and the value of $\lel(\pi)$ is determined by the function $\pi_p$. Recall that by Pollak’s argument, for every possible map from $[m-s]$ to $[m]$, there are $s$ possible rotations that will turn it into a parking function in $PF(m-s, m-1)$. Thus in a randomly chosen parking function, each car (other than the first) takes the same spot as car 1 with the same probability $\frac{1}{m}$, and all the cars are independent. So $\lel(\pi)$ follows a binomial distribution in this case, and there are $s(m-s-1)(m-1)^{m-s-1}$ possibilities for $\pi_p$ such that $\lel(\pi) = t$. Since there are $(m-1)^s$ choices for the set $A$ (the domain of $\pi_a$) and $(n-m+1)^s$ choices for the function $\pi_a$ itself, we obtain a total contribution of

$$\binom{m-1}{s} \cdot (n-m+1)^s \cdot s(m-s-1)(m-1)^{m-s-t}$$

$$= \binom{m-2}{s-1, t-1, m-s-t} (n-m+1)^s (m-1)^{m-s-t+1}.$$
The corresponding generating function is
\[
\sum_{s=1}^{m} \binom{m-1}{s} (n-m+1)^s y s(m-1+y)^{m-s-1} x^s = (n-m+1) xy (m-1)((n-m+1)x + y + m-1)^{m-2}.
\]

The spot of the first car lies in \(\{1, 2, \ldots, n-m+1\}\). Then \(1 \in A\), and \(\text{lel}(\pi)\) is completely determined by the function \(\pi_a\). Each element of \(A \setminus \{1\}\) has the same probability \(\frac{1}{n-m+1}\) of being mapped to the same element as car 1 by \(\pi_a\), and all these elements are independent. So given \(s\), \(\text{lel}(\pi)\) follows a binomial distribution in this case as well, and given \(\pi_a(1)\), there are \(\binom{s-1}{t-1}(n-m)^{s-t}\) possibilities for the map \(\pi_a\) such that \(\text{lel}(\pi) = t\). There are now \(\binom{m-1}{s-1}\) choices for the set \(A\), \(n-m+1\) choices for the spot of the first car, and \(sm^{m-s-1}\) possible choices for \(\pi_p\), so this case yields a contribution of
\[
\binom{s-1}{t-1}(n-m)^{s-t} \cdot \binom{m-1}{s-1} (n-m+1) \cdot sm^{m-s-1} = \binom{m-1}{t-1, s-t, m-s} s(n-m+1)(n-m)^{s-t} m^{m-s-1}.
\]

The generating function associated with this case is
\[
\sum_{s=1}^{m} \binom{m-1}{s-1} y (n-m+1)(n-m+y)^{s-1} sm^{m-s-1} x^s = (n-m+1)xy(xy + (n-m)x + m)^{m-2}(xy + (n-m)x + 1).
\]

Combining the two contributions, we obtain Theorem 4 and Corollary 5.

**Corollary 6.** Taking \(x = 1\) in (3), we have
\[
\sum_{\pi \in \text{PF}(m,n)} y^{\text{lel}(\pi)} = (n-m+1)y(n+y)^{m-1}.
\]

**Corollary 7.** Taking \(y = 1\) in (3), we have
\[
\sum_{\pi \in \text{PF}(m,n)} x^{\text{slev}(\pi)} = (n-m+1)x ((n-m+1)x + m)^{m-1}.
\]

Observe that the generating functions in Corollaries 6 and 7 are identical for \(m = n\) (up to renaming the variable). In this case, \(\text{slev}(\pi)\) becomes the statistic \(\text{ones}(\pi)\) (number of 1’s in the parking function).

### 3 Breadth first search

In this section we explore the implications of the breadth first search (BFS) algorithm connecting parking functions \(\text{PF}(m,n)\) and rooted forests \(\text{F}(m,n)\). This allows us to transfer results from parking functions to forests. Our construction will extend the corresponding construction between classical parking functions \(\text{PF}(n,n)\) and rooted trees \(\text{T}(n)\) by Foata and Riordan [5, Section 3]. That our construction is a bijection may be similarly argued as in [5],
with minor adaptations. We will not go over all the technical details here, but will provide the explicit formulas for the generalized construction and illustrate the correspondence with a concrete example.

A forest \( F \in \mathcal{F}(m,n) \) may be represented by an acyclic function \( f \), where for a non-root vertex \( i \), \( f_i = j \) indicates that vertex \( j \) is the parent of vertex \( i \) in a tree component of the forest. Take \( m = 9 \) and \( n = 12 \). See Figure 1 representing an element of \( F \in \mathcal{F}(9,12) \), which corresponds to the acyclic function \( f \) given below:

\[
\begin{align*}
i & = 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \\
f_i & = 01 \quad 04 \quad 01 \quad 02 \quad 03 \quad 05 \quad 02 \quad 04 \quad .
\end{align*}
\]

We read the vertices of the forest in breadth first search (BFS) order. That is, read root vertices in order first, then all vertices at level 1 (children of a root), then those at level 2 (distance 2 from a root), and so on, where vertices at a given level are naturally ordered in order of increasing predecessor, and, if they have the same predecessor, increasing order. See [17, Section 1.2.3] for a description of this graph searching algorithm in the language of computer science. Applying BFS to the forest \( F \) in Figure 1, we have

\[
\begin{align*}
u_{01}, \ldots, v_{04}, v_5, \ldots, v_{13} = & 01, 02, 03, 04, 1, 4, 6, 2, 3, 9, 5, 8, 7.
\end{align*}
\]

We let \( \sigma_f^{-1} \) be the vertex ordering once we remove the root vertices and \( \sigma_f \) be the inverse order permutation of \( \sigma_f^{-1} \).

\[
\begin{align*}
i & = 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \\
\sigma_f^{-1}(i) & = 1 \quad 4 \quad 6 \quad 2 \quad 3 \quad 9 \quad 5 \quad 8 \quad 7 \\
\sigma_f(i) & = 1 \quad 4 \quad 5 \quad 2 \quad 7 \quad 3 \quad 9 \quad 8 \quad 6.
\end{align*}
\]

We further let \( t(f) = (r_1, \ldots, r_{12}) \) with \( r_i \) recording the degree of \( v_i \), starting with \( v_{01} \) and ending with \( v_{12} \) (ignoring the final vertex \( v_{13} \)), that is,

\[
t(f) = (2, 0, 1, 1, 0, 2, 0, 2, 0, 0, 1, 0).
\]

The sequence \( t(f) \) is referred to as the forest specification of \( F \).

Via the breadth first search, a generic forest \( F \in \mathcal{F}(m,n) \) may thus be uniquely characterized by its associated specification \( t(f) \) and order permutation \( \sigma_f \). Furthermore, the pair \( (t(f), \sigma_f) \) must satisfy certain balance and compatibility conditions. For exact definitions of these conditions, see [8, Section 2.2] and the references therein. Indeed, if we let \( \mathcal{C}(m,n) \) be the set of all feasible pairs, then \( \mathcal{C}(m,n) \) is in one-to-one correspondence with \( \mathcal{F}(m,n) \). It turns out that \( \mathcal{C}(m,n) \) is also in one-to-one correspondence with the set of parking functions \( \mathcal{PF}(m,n) \), which we now describe.
For a parking function $\pi \in \text{PF}(m, n)$, the associated specification is $s(\pi) = (r_1, \ldots, r_n)$, where $r_k = \# \{ i : \pi_i = k \}$ records the number of cars whose parking preference is spot $k$. The order permutation $\tau_\pi \in \mathfrak{S}_m$, on the other hand, is defined by $\tau_\pi(i) = \# \{ j : \pi_j < \pi_i, \text{ or } \pi_j = \pi_i \text{ and } j \leq i \}$, and so is the permutation that orders the list, without switching elements that are the same. In words, $\tau_\pi(i)$ is the position of the entry $\pi_i$ in the non-decreasing rearrangement of $\pi$. For example, for $\pi = (3, 1, 3, 1)$, $\tau_\pi(1) = 3$, $\tau_\pi(2) = 1$, $\tau_\pi(3) = 4$, and $\tau_\pi(4) = 2$. We can easily recover a parking function $\pi$ by replacing $i$ in $\tau_\pi$ with the $i$th smallest term in the sequence $1^r \ldots n^r$. As in the case of rooted forests, all feasible pairs $(s(\pi), \tau_\pi)$ for parking functions constitute the set $\mathcal{C}(m, n)$.

Combining the above perspectives, we see that the breadth first search algorithm bijectively connects parking functions and rooted forests, where $(t(f), \sigma_f) = (s(\pi), \tau_\pi)$. Continuing with our earlier example, for the forest $F \in \mathcal{F}(9, 12)$ in Figure 1 with acyclic function representation $f$ given by (4), we have

$$s(\pi) = (2, 0, 1, 1, 0, 2, 0, 2, 0, 1, 0),$$

and

$$\begin{align*}
i &= 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \\
\tau_\pi^{-1}(i) &= 1 \quad 4 \quad 6 \quad 2 \quad 3 \quad 9 \quad 5 \quad 8 \quad 7 \\
\tau_\pi(i) &= 1 \quad 4 \quad 5 \quad 2 \quad 7 \quad 3 \quad 9 \quad 8 \quad 6
\end{align*}$$

We form the non-decreasing rearrangement sequence associated with $s(\pi)$:

$$1^2, 3^1, 4^1, 6^2, 8^2, 11^1 = 1, 1, 3, 4, 6, 6, 8, 8, 11.$$

Replacing $i$ in $\tau_\pi$ with the $i$th smallest term in this sequence yields the corresponding parking function $\pi \in \text{PF}(9, 12)$ given below:

$$\begin{align*}
i &= 1 \quad 2 \quad 3 \quad 4 \quad 5 \quad 6 \quad 7 \quad 8 \quad 9 \\
\pi_i &= 1 \quad 4 \quad 6 \quad 1 \quad 8 \quad 3 \quad 11 \quad 8 \quad 6
\end{align*}$$

This bijective construction between parking functions and rooted forests has some interesting implications that are listed in the following theorem.

**Theorem 8.** The following statistics are equidistributed:

- The number of times $\pi_i$ appears in a parking function $\pi \in \text{PF}(m, n)$ equals the degree of the parent of vertex $i$ in the corresponding forest $F \in \mathcal{F}(m, n)$.
- The number of times $1, 2, \ldots, n - m - 1$ appears in a parking function $\pi \in \text{PF}(m, n)$ respectively equals the degree of the root vertex $01, 02, \ldots, 0(n - m - 1)$ in the corresponding forest $F \in \mathcal{F}(m, n)$.

**Proof.** This is due to our specific construction. From a forest $F$ to a parking function $\pi$, we have

$$\pi_i = \begin{cases} j & \text{if } f_i = 0j \text{ for some } j = 1, 2, \ldots, n - m + 1, \\ (n - m + 1) + \sigma_f(f_i) & \text{otherwise.} \end{cases}$$

Conversely, from a parking function $\pi$ to a forest $F$, we have

$$f_i = \begin{cases} 0j & \text{if } \pi_i = j \text{ for some } j = 1, 2, \ldots, n - m + 1, \\ \tau_\pi^{-1}(\pi_i - (n - m + 1)) & \text{otherwise.} \end{cases}$$

The second claim is clear. For the first claim, we note that $\pi_i = \pi_j$ corresponds to $f_i = f_j$, i.e., vertices $i$ and $j$ have the same parent.
In our illustrative example, the number of times each entry of \( \pi \) appears is given by the vector \( \vec{w} = (2, 1, 2, 2, 2, 1, 1, 2, 2) \), whose entries coincide with the respective degree of the parent of vertex \( i \) for \( i \in \{1, 2, \ldots, 9\} \). An immediate consequence of this fact is that

\[
\sum_{i=1}^{9} w_i = \sum_{i=1}^{4} \deg^2(0i) + \sum_{i=5}^{13} \deg^2(i) = 15.
\]

We also observe that the number of times 1, 2, 3, 4 appears in \( \pi \) respectively agrees with the degrees of the roots 01, 02, 03, 04 in the forest \( F \), both yielding the vector \((2, 0, 1, 1)\). ▶

### 4 Statistics on trees and forests

In the bijection described in the previous section, the number of times \( \pi_1 \) occurs in the parking function (the statistic \( \text{slev}(\pi) \)) corresponds to the degree \( \text{deg}(p) \) of the parent \( p \) of vertex 1 (see Theorem 8). Moreover, the total number of times 1, 2, \ldots, \( n - m + 1 \) occur in the parking function (our statistic \( \text{slev}(\pi) \)) corresponds to the total root degree \( \text{deg}(0) \), i.e., the sum of the degrees of all roots. Hence, the pair \((\text{deg}(0), \text{deg}(p))\) follows the same joint distribution as the pair \((\text{slev}(\pi), \text{el}(\pi))\). The following generating function identity is therefore an automatic consequence of Corollary 5.

**Theorem 9.**

\[
\sum_{F \in \mathcal{F}(m,n)} x^{\text{deg}(0)} y^{\text{deg}(p)} = (n - m + 1)xy [(m - 1)((n - m + 1)x + y + m - 1)^{m-2} \\
+ (xy + (n - m)x + 1)(xy + (n - m)x + m)^{m-2}]. \tag{5}
\]

When \( m = n \), the rooted spanning forest \( F \in \mathcal{F}(m,n) \) reduces to a rooted tree \( T \in \mathcal{T}(n) \). We recognize from Corollaries 6 and 7 that \( \text{ones}(\pi) \) and \( \text{el}(\pi) \) are equidistributed. The breadth first search algorithm maps them to \( \text{deg}(0) \) and \( \text{deg}(p) \), respectively, so those are equidistributed as well. In words, the distribution of the number of children of the root 0 of a rooted labeled tree follows the same distribution as the number of children of the parent of vertex 1 (or indeed by symmetry the parent of any fixed vertex). The property of being parent of a specific vertex induces a bias towards higher degrees, which turns out to be equivalent to the bias induced by being the root (which necessarily has at least one child). The following procedure provides an explicit bijection for the equidistribution of \( \text{deg}(0) \) and \( \text{deg}(p) \).

1. Remove the edge connecting vertices 1 and \( p \).
2. Connect vertices 0 and 1 by an edge.
3. Interchange vertices 0 and \( p \).

See Figure 2 for the general procedure and Figure 3 for an example. This map has the extra benefit of being an involution. Moreover, the degrees of all vertices except 0 and \( p \) are preserved. Some nice features are hence introduced in the corresponding parking function bijection, where in our example

\[
\pi = (8, 4, 5, 1, 2, 1, 1, 5, 6) \leftrightarrow \pi' = (5, 8, 2, 2, 1, 5, 5, 4, 9).
\]

We see that \( \text{ones}(\pi) \) and \( \text{el}(\pi) \) are switched, but the frequencies of the non-1 and non-leading elements are preserved up to permutation. In the example, the non-1 and non-leading elements in \( \pi \) are 5 (occurring twice), 2, 4, and 6. Those in \( \pi' \) are 2 (occurring twice), 4, 8, and 9.
Figure 2 A bijective map between $\deg(0)$ and $\deg(p)$ (illustration).

Figure 3 A bijective map between $\deg(0)$ and $\deg(p)$ (example).

The counting formula in our next proposition is equivalent to Theorem 4 in view of the bijection between parking functions and forests. In the following, we also illustrate it with a combinatorial proof of the statement in the setting of forests.

\begin{proposition}
Let $s,t \geq 1$. We have
\[
\# \{ F \in F(m,n) : \deg(0) = s \text{ and } \deg(p) = t \} = (m-2) s(n-m+1) (m-1)^{m-s-t+1} + s(n-m+1)(n-m)^{s-t} m^{m-s-1} .
\]
\end{proposition}

\begin{proof}
As a starting point, we recall the well-known result that the number of rooted forests with vertex set $[a]$ and $b$ components whose root labels are given is $ba^{a-b-1}$ (see [14]). Thus the number of such rooted forests with one distinguished vertex (possibly one of the roots) is $ba^{a-b}$, and by symmetry the number of such rooted forests where a vertex in the first component is distinguished must be $a^{a-b}$. Now in order to prove our formula, we distinguish two cases:

Case 1. The parent $p$ of vertex 1 is not one of the roots. A forest $F$ with this property as well as $\deg(0) = s$ and $\deg(p) = t$ can be uniquely constructed as follows:
Choose a label $r \in [m] \setminus \{1\}$ ($m - 1$ possibilities).

Choose two disjoint sets of labels $\{x_1, x_2, \ldots, x_{s-1}\}$ and $\{y_1, y_2, \ldots, y_{t-1}\}$ from $[m] \setminus \{1, r\}$ (for which there are $\binom{m-2}{s-1, t-1, m-s-t}$ possibilities).

Choose a rooted forest on $[m] \setminus \{1\}$ with root labels $r, x_1, x_2, \ldots, x_{s-1}, y_1, y_2, \ldots, y_{t-1}$ and a distinguished vertex $p$ in the first component (there are $(m - 1)^{m-s-t}$ possibilities, as explained above). Note that potentially $p = r$.

Split the distinguished vertex $p$ into two vertices, labeled $p$ and $1$ respectively, where $p$ is the parent and $1$ is the child, and all former children of $p$ now become children of $1$.

Add roots $01, 02, \ldots, 0(n - m + 1)$, and connect each of the vertices $r, x_1, x_2, \ldots, x_{s-1}$ with one of these roots by an edge. There are $(n - m + 1)^s$ possibilities for this.

Add edges between vertex $p$ and $y_1, y_2, \ldots, y_{t-1}$. Note that $p$ is indeed the parent of $1$ in this construction, and that $\deg(0) = s$ as well as $\deg(p) = t$.

It is easy to reverse the procedure given a forest with $\deg(0) = s$ and $\deg(p) = t$ for which $p$ is not one of the roots. So to summarize, we have

$$\binom{m-2}{s-1, t-1, m-s-t}(n - m + 1)^s(m - 1)^{m-s-t+1}$$

possible forests in this case, which accounts for the first term in our formula. Case 1 is illustrated in the special case $n = m = 13, s = 3$ and $t = 2$ in Figure 4. The choice of root labels is $r = 5, \{x_1, x_2\} = \{3, 13\}$ and $\{y_1\} = \{9\}$.

![Figure 4](image)

**Figure 4** Illustration of the procedure: the rooted forest (top) with the distinguished vertex $p$ indicated by a thick node, and the final tree (bottom).

Case 2. The parent $p$ of vertex 1 is one of the roots. Again, there is a unique way to construct all these forests:
Select a set of labels \( \{x_1, x_2, \ldots, x_{s-1}\} \) from \([m] \setminus \{1\}\) in \(\binom{m-1}{s-1}\) ways.

Construct a rooted forest with vertex set \([m]\) and root labels \(x_1, x_2, \ldots, x_{s-1}\) (there are \(sm^{m-s-1}\) possibilities).

Among the labels \(x_1, x_2, \ldots, x_{s-1}\), choose the siblings of vertex 1; there are \(\binom{s-1}{t-1}\) possible choices.

Pick one of the \(n - m + 1\) roots \(01, 02, \ldots, 0(n - m + 1)\) as the parent \(p\) of vertex 1, and connect it and all the siblings chosen in the previous step to it by an edge.

Lastly, pick one of the other \(n - m\) roots as parent for each of the remaining vertices with label in the set \(\{x_1, x_2, \ldots, x_{s-1}\}\). This step yields \((n - m)^{s-t}\) possibilities.

Putting these together gives us the second term and thus completes the proof.

\[\Box\]

### 5 Limit distributions

In this section we conclude the paper with some asymptotic observations on the statistics investigated in our paper. We consider the scenario where \(m\) is a linear function of \(n\), and determine the limit distributions of the statistics \(\text{lel}\) and \(\text{slev}\) (for parking functions) and \(\text{deg}(0)\) as well as \(\text{deg}(p)\) (for rooted forests), respectively.

\[\textbf{Proposition 11.}\ \text{Let } s \text{ be a fixed positive integer, and take } m = cn \text{ for some } 0 < c \leq 1 \text{ as } n \to \infty. \text{ Consider the parking preference } \pi \in \text{PF}(m, n) \text{ chosen uniformly at random, and let } \text{lel}_s(\pi) \text{ be the number of cars with the same preference as car } s. \text{ Then } \text{lel}_s(\pi) - 1 \xrightarrow{d} \text{Poisson}(c), \text{ i.e., for every fixed nonnegative integer } j,\]

\[
\mathbb{P}(\text{lel}_s(\pi) = 1 + j \mid \pi \in \text{PF}(m, n)) \sim \frac{c^j e^{-c}}{j!}.
\]

\[\textbf{Proof.}\ \text{By permutation symmetry, we only need to prove this result for } s = 1, \text{ where } \text{lel}_1(\pi) \text{ is exactly } \text{lel}(\pi). \text{ We divide both sides of the generating function for } \text{lel}(\pi) \text{ in Corollary 6 through by } (n - m + 1)(n + 1)^{n-1}. \text{ The right side becomes the probability generating function of } S(m, n) = 1 + \sum_{i=1}^{m-1} X_i, \text{ where the } X_i \text{ are independent Bernoulli random variables:}\]

\[
X_i = \begin{cases} 
0, & \text{probability } n/(n+1), \\
1, & \text{probability } 1/(n+1).
\end{cases}
\]

Hence we have a standard case of the law of rare events, leading to a Poisson limit distribution.

\[\Box\]

\[\textbf{Corollary 12.}\ \text{Let } s \text{ be a fixed positive integer, and take } m = cn \text{ for some } 0 < c \leq 1 \text{ as } n \to \infty. \text{ Consider the labeled forest } F \in \mathcal{F}(m, n) \text{ chosen uniformly at random, and let } \text{deg}(p_s) \text{ be the degree of the parent } p_s \text{ of vertex } s. \text{ Then } \text{deg}(p_s) - 1 \xrightarrow{d} \text{Poisson}(c).\]

\[\textbf{Proof.}\ \text{By permutation symmetry, we only need to prove this result for } s = 1, \text{ where } \text{deg}(p_1) \text{ is exactly } \text{deg}(p). \text{ Since } \text{lel}(\pi) \text{ and } \text{deg}(p) \text{ are equidistributed (by Theorem 8), the statement follows from Proposition 11.}\]

\[\Box\]

\[\textbf{Proposition 13.}\ \text{Take } m = cn \text{ for some } 0 < c < 1 \text{ as } n \to \infty. \text{ Consider the parking preference } \pi \in \text{PF}(m, n) \text{ chosen uniformly at random. Then we have}\]

\[
\frac{\text{slev}(\pi) - c(1-c)n}{\sqrt{c^2(1-c)n}} \xrightarrow{d} \mathcal{N}(0, 1).
\]
Proof. We proceed as in the proof of Proposition 11 and divide both sides of the generating function for \( slev(\pi) \) in Corollary 7 through by \((n - m + 1)(n + 1)^{m-1}\). The right side becomes the probability generating function of \( S(m, n) = 1 + \sum_{i=1}^{m-1} X_i \), where the \( X_i \) are independent Bernoulli random variables:

\[
X_i = \begin{cases} 
0, & \text{probability } m/(n + 1), \\
1, & \text{probability } (n - m + 1)/(n + 1). 
\end{cases}
\]

The probabilities converge to \( c \) and \( 1 - c \) respectively, and the standard central limit theorem applies. This means that \( slev(\pi) \) may be approximated by \( N(0, 1) \) after standardization.

\[\blacktriangleleft\]

\[\blacktriangleright\]

Corollary 14. Take \( m = cn \) for some \( 0 < c < 1 \) as \( n \to \infty \). Consider the labeled forest \( F \in F(m, n) \) chosen uniformly at random. Then we have

\[
\frac{\deg(0) - c(1 - c)n}{\sqrt{c^2(1 - c)n}} \overset{d}{\to} N(0, 1).
\]

Proof. Since \( slev(\pi) \) and \( \deg(0) \) are equidistributed (again by Theorem 8), this is the same proof as for Proposition 13.

\[\blacktriangleleft\]

\[\blacktriangleright\]

Remark 15. The asymptotic analysis of the special case \( \text{ones}(\pi) \) for \( \pi \in \text{PF}(n, n) \) was conducted by Diaconis and Hicks [2]. The limit distribution of the root degree in labeled trees is classical [4, Example IX.6]. Both \( \text{ones}(\pi) - 1 \) and \( \deg(0) - 1 \) can be approximated by Poisson(1).
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1 Introduction

This paper is a continuation of our earlier paper [6], which studies a special case using a simpler method. The motivation of both paper is a new section in Donald Knuth’s *The Art of Computer Programming* [7], which is dedicated to Depth-First Search (DFS) in a digraph. The DFS is an important computing tool dedicated to the exploration of large unstructured dataset, mostly organised as large directed graphs, and the DFS is the fundation of the daily crawling process of the graph of the Web performed by Google [9]. Briefly, the DFS starts with an arbitrary vertex, and explores the arcs from that vertex one by one. When an arc is found leading to a vertex that has not been seen before, the DFS explores the arcs from it in the same way, in a recursive fashion, before returning to the next arc from its parent. This eventually yields a tree containing all descendants of the the first vertex (which is the root of the tree). If there still are some unseen vertices, the DFS starts again with one of them and finds a new tree, and so on until all vertices are found. We refer to [7] for details as well as for historical notes. (See also S1–S2 in Section 2.) Note that the digraphs in [7] and here are multi-digraphs, where loops and multiple arcs are allowed. (Although in our random model they are few and usually not important.) The DFS algorithm generates a spanning forest (the depth-first forest) in the digraph, with all arcs in the forest directed away from the roots. Our main purpose is to study the properties of the depth-first forest, starting with a random digraph $G$; in particular we study the distribution of the stack index and the depth of vertices in the depth-first forest.

The random digraph model that we consider has $n$ vertices and a given outdegree distribution $P$. The outdegrees (number of outgoing arcs) of the $n$ vertices are independent random numbers with this distribution. The endpoint of each arc is uniformly selected at random among the $n$ vertices, independently of all other arcs. (Therefore, an arc can loop
back to the starting vertex, and multiple arcs can occur.) We consider asymptotics as \( n \to \infty \)
for a fixed outdegree distribution. In [6], we studied the case when the outdegree distribution
is geometric. In the present paper, we generalise this and let \( \mathbf{P} \) be an arbitrary distribution;
however, we assume throughout the paper that the outdegree distribution \( \mathbf{P} \) has a finite
second moment.

\[ p_d \sim P \]

\[ \lambda = 1 + \varepsilon \quad \text{for small } \varepsilon > 0 \]

Although this is for a different random graph model, DFS on
\( \mathcal{G}(n, \lambda) \) is the same as DFS on the Erdős–Rényi digraph
\( D(n, 1) \), which is essentially the same as the digraph studied
in the present paper with outdegree distribution \( \text{Po}(\lambda) \). Hence, the main result of [3], which
shows convergence of the depth profile in the depth-first forest to a certain deterministic
limit, is essentially the special case \( \mathbf{P} = \text{Po}(\lambda) \) of our result for the depths (Theorem 6). The
proofs are quite different. See also Enriquez, Faraud, Ménard and Noiry [4], where related
results are given for the (undirected) configuration model.

We analyze the process \( d(t) \) of depths of the vertices, in the order they are found by
the DFS. For the geometric outdegree distribution studied in [6], \( d(t) \) is a Markov chain,
which was used in our proofs. For general outdegree distributions, this is no longer true.
We show in Section 2 that we can use the size
\[ I(t) \]

\[ O_{t_x}(n^{1/2}) \]

We let \( \eta_t \) denote random variables with
\[ \eta_t \sim \mathbf{P} \]

\[ \mathcal{G}(n, \lambda/n) \]

We use the size \( I(t) \) of the stack of arcs kept by the DFS
as a substitute; this is a Markov chain, and we obtain limit results for the stack size with
deviation in \( O_{\mathcal{L}}(n^{1/2}) \). (See Section 1.1 below for notation.) In a second step (Section 3),
this is used to derive limit results for the depths \( d(t) \), but the results obtained are within
deviation in \( o_p(n) \) which is close to the order of the result. We give also an alternative
approach in Section 4 where the depths \( d(t) \) are analysed directly by a different method; the
results there are preliminary and less complete, but it seems that this method yields sharper
results that the method in Section 3, with deviation within \( O_{\mathcal{P}}(n^2) \) with \( \beta \) arbitrary close to
4/5; thus the worst case error is now negligible compared to the main order.

Many details and further results will be given in the forthcoming full paper.

1.1 Some notation

We denote the given outdegree distribution by \( \mathbf{P} \). We let \( \eta \) denote random variables with
this distribution. In particular, we denote the outdegree of vertex \( v \) by \( \eta(v) \). Recall that
our standing assumption is that these outdegrees are i.i.d. (independent and identically
distributed) with \( \eta(v) \sim \mathbf{P} \). We let \( v_t \) denote the \( t \)-th vertex found by the DFS, and simplify
notation by letting \( \eta_t := \eta(v_t) \) be its outdegree. It follows from the construction of the DFS
that also the random variables \( \eta_t, t = 1, \ldots, n \) are i.i.d. with distribution \( \mathbf{P} \); this fundamental
property will be used repeatedly without further mention.

We assume throughout that the second moment \( \mathbb{E} \eta^2 < \infty \). This is essential for some
results (e.g. results on asymptotic normality), but we conjecture that many results hold
assuming only that the first moment \( \mathbb{E} \eta < \infty \).

The mean outdegree, i.e., the expectation \( \mathbb{E} \eta \) of \( \mathbf{P} \), is denoted by \( \lambda \). In analogy with
branching processes, we say that the random digraph is subcritical if \( \lambda < 1 \), critical if \( \lambda = 1 \),
and supercritical if \( \lambda > 1 \).

Let \( d(v) \) be the depth of vertex \( v \), and let \( d(t) := d(v_t) \).

As usual, w.h.p. means with high probability, i.e., with probability \( 1 - o(1) \) as \( n \to \infty \).
For random variables $X_n$ and positive numbers $a_n$, we write $X_n = o_p(a_n)$ if, as $n \to \infty$, $X_n/a_n \xrightarrow{p} 0$, i.e., if for every $\varepsilon > 0$, we have $\Pr(|X_n| > \varepsilon a_n) \to 0$. Furthermore, $X_n = O_p(a_n)$ means that the family $\{X_n/a_n\}$ is bounded in probability, i.e., if for every $\varepsilon > 0$ there exists $C$ such that $\Pr(|X_n| > Ca_n) < \varepsilon$ for all $n$. $X_n = o_{L^2}(a_n)$ means $\mathbb{E}[|X_n/a_n|^2] \to 0$, and $X_n = O_{L^2}(a_n)$ means $\mathbb{E}[|X_n/a_n|^2] = O(1)$.

$\text{Ge}(p)$ denotes the geometric distribution with parameter $p \in (0,1]$; thus $\xi \sim \text{Ge}(p)$ means that $\xi$ is a random variable with

$$\Pr(\xi = k) = (1 - p)^k p, \quad k = 0, 1, 2, \ldots \quad (1.1)$$

We write $x^+ := \max(x, 0)$.

### 2 Stack index analysis

As said above, unlike the special case $P = \text{Ge}(1-p)$ studied in [6], in general the depth $d(t)$ does not follow a Markov chain. Therefore, we instead first consider the stack index $I(t)$ defined below, which does evolve as a Markov chain; many arguments for $I(t)$ below are similar to arguments for $d(t)$ in [6, Section 2].

The DFS can be regarded as keeping a stack of unexplored arcs, for which we have seen the start vertex but not the endpoint. The stack evolves as follows:

**S1.** If the stack is empty, pick a new vertex $v$ that has not been seen before (if there is no such vertex, we have finished). Otherwise, pop the last arc from the stack, and reveal its endpoint $v$ (which is uniformly random over all vertices). If $v$ already is seen, repeat.

**S2.** ($v$ is now a new vertex) Reveal the outdegree $\eta(v)$ of $v$ and add to the stack $\eta(v)$ new arcs from $v$, with unspecified endpoints. GOTO S1.

Let $I(t)$ be the size of the stack when $v_t$ is found (but before we add the arcs from $v_t$). After $v_t$ is found, and the $\eta_t$ arcs from $v_t$ have been added to the stack, the stack size is thus $I(t) + \eta_t$. We next perform step S1 one or several times. As long as the stack is not empty, we find each time an already seen vertex with probability $\eta / n$, and in this case we repeat S1. Hence, conditioned on $I(t)$ and $\eta_t$, for $k \geq 1$, the probability that S1 is performed exactly $k$ times is

$$\left(\frac{I(t)^+}{n}\right)^k \left(1 - \frac{I(t)^+}{n}\right), \quad (2.1)$$

provided $1 \leq k \leq I(t) + \eta_t$, and if none of these events occur, then S1 is repeated a last time and a new vertex is picked that will be the root of a new tree in the depth-first forest (unless we have finished the DFS). Note that (2.1) equals the probability $\Pr(\xi = k)$ with $\xi_t \sim \text{Ge}(1-t/n)$, see (1.1). Thus, we can write

$$I(t + 1) = (I(t) + \eta_t - 1 - \xi_t)^+, \quad 1 \leq t < n, \quad (2.2)$$

where $\xi_t \sim \text{Ge}(1-t/n)$ is a random variable independent of the history; more precisely, the random variables $\eta_t$ ($1 \leq t \leq n$) and $\xi_t$ ($1 \leq t < n$) are all independent. We start the stochastic recursion (2.2) with $I(1) = 0$.

We define

$$\zeta_t := \eta_t - \xi_t - 1. \quad (2.3)$$

Thus, (2.2) can be written $I(t + 1) = (I(t) + \zeta_t)^+$. We see also that, for $1 \leq t < n$,

$$v_{t+1} \text{ is a root} \iff I(t) + \zeta_t < 0 \iff I(t + 1) > I(t) + \zeta_t. \quad (2.4)$$
Note that the random variables $\zeta_i$ are independent, but have different distributions. We define also

$$I(t) = \sum_{i=1}^{t-1} (\eta_i - 1 - \xi_i) = \sum_{i=1}^{t-1} \zeta_i$$

and

$$I_*(t) := \min_{1 \leq j \leq t} I(j).$$

It follows from the recursion (2.2) and induction that

$$I(t) = \tilde{I}(t) - I_*(t).$$

By (2.5) and (2.7),

$$\tilde{I}(t + 1) = \tilde{I}(t) + \zeta_t = I_*(t) + I(t) + \zeta_t$$

and thus it follows from (2.4) and (2.6) that, for $1 \leq t < n$,

$$v_{t+1} \text{ is a root } \iff I(t) + \zeta_t < 0 \iff \tilde{I}(t + 1) < I_*(t) \iff I_*(t + 1) < I_*(t).$$

Obviously, $v_1$ is also a root, with $I(1) = \tilde{I}(1) = I_*(1) = 0$.

We have

$$E \zeta_i = E \eta_i - E \xi_i - 1 = \lambda - \frac{t/n}{1 - t/n} - 1 = \lambda - \frac{1}{1 - t/n}.$$ (2.10)

Hence, uniformly in $t/n \leq \theta^*$ for any fixed $\theta^* < 1$,

$$E \tilde{I}(t) = \sum_{i=1}^{t-1} E \zeta_i = (t-1)\lambda - \sum_{i=1}^{t-1} \frac{1}{1 - i/n} = \tilde{\eta}(t/n) + O(1),$$ (2.11)

where

$$\tilde{\eta}(\theta) := \int_0^\theta \left( \lambda - \frac{1}{1 - x} \right) dx = \lambda \theta + \log(1 - \theta).$$ (2.12)

Let, as in [6],

$$\lambda_0 := (1 - \lambda^{-1})^+ = \begin{cases} 1 - \lambda^{-1}, & \lambda > 1, \\ 0, & \lambda \leq 1, \end{cases}$$ (2.13)

and let $\theta_1$ is the largest root in $[0, 1)$ of $\tilde{\eta}(\theta) = 0$; thus

$$\log(1 - \theta_1) = -\lambda \theta_1,$$ (2.14)

and $\theta_1$ equals the survival probability of a Bienayme–Galton–Watson (BGW) process with Po($\lambda$) offspring distribution. Define

$$\tilde{\eta}^+(\theta) := [\tilde{\eta}(\theta)]^+ = \begin{cases} \lambda \theta + \log(1 - \theta), & 0 \leq \theta \leq \theta_1, \\ 0, & \theta_1 \leq \theta \leq 1, \end{cases}$$ (2.15)

It is easy to see that if $\lambda \leq 1$, then $\tilde{\eta}^+(\theta) = 0$ for all $\theta \in [0, 1]$, while if $\lambda > 1$, then $\tilde{\eta}^+(\theta) > 0$ for $0 < \theta < \theta_1$ (where $0 < \theta_1 < 1$), with a maximum at $\theta_0 = 1 - \lambda^{-1}$.

We now can argue similarly to [6], using $I(t)$ instead of $d(t)$. The proof of [6, Theorem 2.4] applies with very minor differences, and yields:
Theorem 2. Suppose that the outdegree distribution has finite variance. Then
\[
\max_{1 \leq t \leq n} \left| I(t) - n\hat{\mu}(t/n) \right| = O_L(n^{1/2}).
\] (2.16)

Furthermore, for every \( \varepsilon > 0 \), we also have
\[
\max_{1 \leq t \leq (1-\varepsilon)n} \left| I(t) - n\hat{\mu}(t/n) \right| = O_L(n^{1/2}).
\] (2.17)

We can use Theorem 2 to show the following results, extending [6, Theorems 4.1 and 4.3] to general outdegree distributions. The proofs are similar to the ones in [6]; details will be given in the full paper.

Theorem 3. Suppose that the outdegree distribution has finite variance. Let \( N \) be the number of trees in the depth-first forest. Then
\[
N = \psi n + O_L(n^{1/2}),
\] (2.18)

where
\[
\psi := 1 - \theta_1 - \frac{\lambda}{2}(1 - \theta_1)^2.
\] (2.19)

Figure 1 shows the parameter \( \psi \) as a function of the average degree \( \lambda \).
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Figure 1 \( \psi \), as function of \( \lambda \).

Theorem 4. Suppose that the outdegree distribution has finite variance. Let \( T_1 \) be the largest tree in the depth-first forest.

(i) If \( \lambda \leq 1 \), then \( |T_1| = o_P(n) \).

(ii) If \( \lambda > 1 \), then the largest tree in the depth-first forest has order \( |T_1| = \theta_1 n + O_L(n^{1/2}) \).

Furthermore, the second largest tree has order \( |T_2| = o_P(n) \).

More precise results will be given in the full paper.
3 Stack size and depth

We can recover the depth of the vertices from the stack size process, or more precisely, from the process \( \tilde{I}(t) \) defined above; this uses a method that has been used by several authors in the study of other random trees, see for example [5, (1.1)] and [1, Proposition 4].

When vertex \( v_t \) is found by the DFS, the stack consist of all future arcs from the ancestors of \( v_t \) in the depth-first forest. Hence, the stack size \( I(t) \) is the total number of future arcs from the ancestors of \( v_t \). As the DFS continues, it first explores the descendants of \( v_t \). During this period, the ancestors of \( v_t \) are still ancestors of the current vertex, and their future arcs remain the same as when \( v_t \) was found. Hence, if \( v_t \) is a descendant of \( v_s \), then \( I(s) \geq I(t) \). Moreover, we then also have \( I_s(s) = I_s(t) \) by (2.9), since no new root has been found, and thus, by (2.7), \( I(s) \geq I(t) \). On the other hand, when the DFS has finished exploring descendants of \( v_t \), then it has explored all arcs from \( v_t \) and the DFS next backtracks to the ancestors of \( v_t \) by exploring the future edges of the ancestors of \( v_t \) one by one. If another vertex \( v_u \) is found in this way, then \( I(u) < I(t) \); furthermore, \( I_s(u) = I_s(t) \) as above, and thus \( I(u) < I(t) \). Finally, if no further new vertex is found in the same tree as \( v_t \), then the DFS next finds a new root \( v_u \); in this case, \( I(u) = 0 \leq I(t) \), and, by (2.9), \( I_s(u) < I_s(t) \). Hence, \( I(u) < I(t) \) holds in this case too. This leads to the following characterisation. (Details will be given in the full paper.)

\[ \min_{\ell \leq i < s} \tilde{I}(i) = \tilde{I}(t). \] (3.1)

\[ \tilde{I}(i) = \tilde{I}(t). \] (3.2)

\[ \tilde{I}(i) = \tilde{I}(t). \] (3.3)

\[ \tilde{I}(i) = \tilde{I}(t). \] (3.4)

\[ \tilde{I}(i) = \tilde{I}(t). \] (3.5)

If \( \lambda \leq 1 \), this simply means \( \tilde{I}(i) = 0 \) for all \( i \in [0, 1] \).
Using Lemma 5 and Theorem 2 we can obtain the following result; the detailed argument (given in the full paper) is unfortunately rather long.

**Theorem 6.** We have
\[
\max_{1 \leq t \leq n} |d(t) - n\bar{\ell}^+(t/n)| = o_L(\ell^+(n)).
\] (3.6)

### 4 Depth analysis

In this section we sketch an alternative approach where we study the depth directly, without using the stack index. Details will be given in the full paper. In particular, for simplicity we approximate below generating functions and other quantities by their limits as \( n \to \infty \), sometimes omitting careful estimates of the errors. We consider only the case \( \lambda > 1 \), since otherwise there is no giant tree and the depth \( d_i \) is small for all \( t \).

Recall that the outdegree \( \eta \) has the p.g.f. \( G_\eta(z) = \sum_k \mathbb{P}(\eta = k)z^k \), and that at time \( t \), the number of outgoing arcs from \( v_t \) that lead to vertices not already seen has the distribution \( \eta_\theta \) with p.g.f. \( G_{\eta_\theta}(z) = \mathbb{E}(\theta + (1 - \theta)z) \), see (3.2).

#### 4.1 Splitting the giant tree

Recall the definitions of \( \theta_0 \) and \( \theta_1 \) from (2.13)–(2.14). It is easily seen that these are, roughly, the proportions of discovered nodes when we find the top of the giant tree, and when we leave the giant tree, respectively. Let \( \varepsilon \in (0,1) \) be a fixed number which will be specified later. We divide the interval \([0, n\theta_1]\) into three intervals: \( \mathcal{U}_n = [0, \theta_0 n - n^{1-\varepsilon}] \) called the *climbing zone*, \( \mathcal{D}_n = [\theta_0 n + n^{1-\varepsilon}, \theta_1 n] \), called the *descending zone*, and the band \( \mathcal{B}_n = [\theta_0 n - n^{1-\varepsilon}, \theta_1 n + n^{1-\varepsilon}] \), called the *neutral zone*.

For \( t \in \mathcal{U}_n \), we say that \( v_t \) is a *ladder vertex* if for all \( t' \in \mathcal{U}_n \): \( t' > t \Rightarrow d(t') \geq d(t) \). In other words, \( t \) is a right minimum of the function \( d(t) \) in \( \mathcal{U} \). For an integer \( i \), we define \( d_i^{-1}(i) \) as the last integer \( t \) in \( \mathcal{U}_n \) such that \( d(t) = i \) (provided such a \( t \) exists); note that then \( v_t \) is a ladder vertex. Also, we say that \( t \) is an up-time if \( v_t \) is a ladder vertex and \( t \) is the first time it is visited.

As a property of DFS, the ladder vertices are also revisited in the descending zone. Let \( v \) be a ladder vertex visited at time \( t \) in the climbing zone. When revisited the depth would be back at \( d(t) \), see Figure 2.

#### 4.2 Average interval between two up-times

Assume that \( t \in \mathcal{U}_n \) is an up-time of a ladder vertex \( v_t \) with depth \( d(t) = i \). Then (assuming that \( v_t \) is not the last ladder vertex) the next up-time \( t' \) finds the next ladder vertex \( v_{t'} \). Clearly, \( v_{t'} \) must be a child of \( v_t \) in the DFS, so its depth \( d(t') = i + 1 \), and it is the first child such that the DFS does not return to \( v_t \) before the end of \( \mathcal{U}_n \). Given an up-time \( t \), the future events in \( \mathcal{U}_n \), including the value of \( t' \), are independent of the past history of the DFS. If we ignore the variation of \( \theta \) in the interval \([t, t']\), then the DFS there can be regarded as a BGW tree \( T_\theta \) (rooted at \( v_t \)) with offspring distribution \( \eta_\theta \); since we assume that \( \theta < \theta_0 \), the BGW tree \( T_\theta \) is supercritical. We denote by \( g_\theta(z) \) the generating function of the total number of vertices in \( T_\theta \) when the number is finite; it satisfies the fixed point equation:

\[
g_\theta(z) = zg_{\eta_\theta}(g_\theta(z)).
\] (4.1)

thus \( g_\theta(1) = 1 - \rho(\theta) \), the BGW tree extinction probability in (3.3).
We denote by $H(z, \theta)$ the probability generating function of the number of visited nodes in the subtrees of the root of $T_\theta$ before hitting an infinite subtree, under the condition that the root has indeed an infinite subtree. Let $H'$ denote the derivative with respect to the first variable $z$.

\begin{equation}
\textbf{Theorem 7.} \quad \text{We have the identity}
H(z, \theta) = 1 + \frac{z - 1}{1 - g_\theta(z)} \tag{4.2}
\end{equation}

and thus the expected number of visited nodes in the BGW tree is

\begin{equation}
H'(1, \theta) = \frac{1}{1 - g_\theta(1)} = \frac{1}{\rho(\theta)} = O((\theta_0 - \theta)^{-1}). \tag{4.3}
\end{equation}

The p.g.f. of the number of visited vertices between two consecutive up-times $t$ and $t'$ is thus asymptotically, with $\theta = t/n$

\begin{equation}
H\left(z, \theta \pm O\left(\frac{1}{n(\theta_0 - \theta)^2}\right)\right) \tag{4.4}
\end{equation}

and the average number of new visited vertices is $H'(1, \theta) + O\left(\frac{1}{n(\theta_0 - \theta)^3}\right)$.

\textbf{Proof.} If $k$ is the number of children of the root in the BGW tree $T_\theta$, then the generating function of the number of subtrees before finding an infinite one is $\sum_{\ell < k} z^\ell (1 - \rho(\theta))^\ell \rho(\theta)$. The generating function of the number of visited vertices in the BGW tree before finding an infinite subtree is thus $z\rho(\theta) \sum_{\ell < k} (g_\theta(z))^\ell$. Summing over the offspring distribution we get the unconditional generating function

\begin{equation}
z \frac{\rho(\theta)}{1 - g_\theta(z)} (G_{\theta_0}(1) - G_{\theta_0}(g_\theta(z))) = \frac{\rho(\theta)}{1 - g_\theta(z)} (z - g_\theta(z)) = \rho(\theta) \left(\frac{z - 1}{1 - g_\theta(z)} + 1\right). \tag{4.5}
\end{equation}

To get the p.g.f. $H(z, \theta)$ of the number of discovered nodes conditioned on $T_\theta$ having at least one infinite subtree, one must divide by $\rho(\theta)$, which is the probability that the BGW tree is infinite. The error term comes from the fact that the fraction of discovered vertices varies
during the interval in the proportion of the size of the interval divided by \( n \). If we look at the generating function \( H(z, \theta) \) it turns out (see the appendix) that the interval multiplied by \((\theta_0 - \theta)^2\) is bounded in probability, thus a variation of \( \theta \) of order \( O((\theta_0 - \theta)^{-2}/n) \).

Let \( \Delta_i \) be the time interval between two consecutive up-times \( t \) and \( t' \) such that \( d(t) = i \). To get the number \( u(t, t') \) of up-times in an interval \([t, t']\) one must find the probability that \( \Delta_i + \Delta_{i+1} + \ldots + \Delta_{i+k} \leq t' - t \). Since the up-times are renewal points in the interval \( U_n \), we have, given that \( t \) is an up-time,

\[
\begin{align*}
\mathbb{P}(\Delta_i + \Delta_{i+1} + \ldots + \Delta_{i+k} > t' - t) &= \mathbb{P}(u(t, t') < k) \\
\mathbb{P}(\Delta_i + \Delta_{i+1} + \ldots + \Delta_{i+k} \leq t' - t) &= \mathbb{P}(u(t, t') \geq k).
\end{align*}
\]  

(4.6)

Thus by Chebychev’s inequality, we have the Chernoff type bounds

\[
\forall x > 0 : \begin{cases}
\mathbb{P}(u(t, t') < k) \leq H(e^x, t/n)k e^{-(t' - t)x} \\
\mathbb{P}(u(t, t') \geq k) \leq H(e^{-x}, t'/n)k e^{(t' - t)x}
\end{cases}
\]

(4.7)

The estimate of these probabilities will come from an easy application of generating functions.

**Lemma 8.** When the quantity \( \theta \) is smaller than but close to \( \theta_0 \), we have \( \rho(\theta) = 1 - g_\theta(1) = 2\lambda_2^2(\theta_0 - \theta) + O((\theta_0 - \theta)^2) \) where \( \lambda_2 = G''_\theta(1) \). Furthermore the generating function \( g_\theta(z) \) has a radius of convergence which is \( 1 + \lambda_1^2(\theta_0 - \theta)^2 + O((\theta_0 - \theta)^4) \), and for \( z \) such that \(|z - 1| < (\theta_0 - \theta)^2\) we have

\[
g_\theta(z) = 1 - 2\frac{\lambda_1^2}{\lambda_2^2}(\theta_0 - \theta) + \frac{z - 1}{\lambda(\theta_0 - \theta)} + O\left(\frac{(z - 1)^2}{(\theta_0 - \theta)^3} + (\theta_0 - \theta)^2\right),
\]

(4.8)

\[
H(z, \theta) = 1 + \frac{\lambda_2(z - 1)}{2\lambda_3(\theta_0 - \theta)} + O\left(\frac{(z - 1)^2}{(\theta_0 - \theta)^3} + (\theta_0 - \theta)^2\right)
\]

(4.9)

\[
H'(1, \theta) = \frac{\lambda_2}{2\lambda^3(\theta_0 - \theta)} + O(1).
\]

(4.10)

Proof. In Appendix A.

**Lemma 9.** Let \( \varepsilon > 0 \) and \( \frac{1 - \varepsilon}{2} < \alpha < 1 - \varepsilon \). For \( a, A > 0 \) there exist \( B > 0 \) and \( C > 0 \) such that for \( t < t' \in U_n \) with \( an^{1-\varepsilon} \leq t - t' \leq An^{1-\varepsilon} \) we have

\[
\mathbb{P}\left(u(t, t') \geq \frac{1}{H'(1, \theta)}(t' - t + Bn^\alpha)\right) < \exp(-Cn^{2\alpha - 1 - \varepsilon}),
\]

(4.11)

\[
\mathbb{P}\left(u(t, t') < \frac{1}{H'(1, \theta)}(t' - t - Bn^\alpha)\right) < \exp(-Cn^{2\alpha - 1 - \varepsilon}).
\]

(4.12)

Proof. Now \( t \) and \( t' \) can be within \( n^{1-\varepsilon} \) from \( n\theta_0 \) which has an impact on the estimate of \( \log H(e^x, \theta) \). For the super-critical BGW tree, we know from Lemma 8 and its proof that \( H'(1, \theta) = O((\theta_0 - \theta)^{-1}) \) and that, for \(|x| \ll (\theta_0 - \theta)^2\),

\[
H(e^x, \theta) \leq \exp\left(xH'(1, \theta) + D \frac{x^2}{(\theta_0 - \theta)^3}\right)
\]

(4.13)

for some \( D > 0 \).

For (4.11), let \( t' - t = kH'(1, \theta) - Bn^\alpha \) for some \( B > 0 \) and \( 0 \leq \alpha < 1 - \varepsilon \). Thus \( k = \frac{1}{H'(1, \theta)}(t' - t - Bn^\alpha) \) which makes \( k \) of the order \( n^{1-\varepsilon}(\theta_0 - \theta) \geq n^{1-2\varepsilon} \). We use the estimates (4.7). The quantity \( H(e^x, \theta)^k e^{-(t' - t)x} \) in (4.7) is smaller than \( \exp\left(Dkx^2 \frac{1}{(\theta_0 - \theta)^3} - Bx\alpha\right) \),

\[
H(e^x, \theta) \leq \exp\left(xH'(1, \theta) + D \frac{x^2}{(\theta_0 - \theta)^3}\right)
\]
since the terms in $kxH'(1, \theta)$ cancel. The minimal value of this quantity is reached for $x = \frac{1}{2\ell x} n^\alpha(\theta_0 - \theta)^3$ which is of order $\frac{\beta}{\alpha(1 - \varepsilon)} n^\alpha(\theta_0 - \theta)^3$. This minimal value is $\exp(-\frac{\beta^2}{4\ell \varepsilon^2}(\theta_0 - \theta)^3 H'(1, \theta)n^{2\alpha}) \leq \exp(-CN^2\alpha - 1 - \varepsilon)$ for some $C > 0$.

The proof of (4.12) is essentially the same.

At this point it is tempting to take the optimal value for $\alpha$ to be $(1 - \varepsilon)/2$ with $\varepsilon$ close to 0. But in fact this would ignore that the quantities $H'(1, \theta)$ and $H'(1, \theta')$ may differ by a factor bounded away from 1, which would introduce an error greater than the term $BN^\alpha$. This in fact reduce the possibilities for $1 - \varepsilon$ and $\alpha$ for a consistent deviation probability. The values $\varepsilon = 1/5$ and $\alpha = 3/5$ seem to be the limiting values that we can achieve as we show next.

**Theorem 10.** For all $\beta > \frac{4}{5}$ for all $t \in U_n$ we have $d(t) = n \int_0^{t/n} \rho(\theta) d\theta + o_p(n^\beta)$.

**Proof.** Assume first that $t$ is an up-time, and that there is an increasing sequence of uptimes (not necessarily consecutive) $t_0, t_1, \ldots, t_\ell$ with $t_0 = 0$ and $t_\ell = t$ with the constraint that for all $i < \ell$: $t_{i+1} - t_i \leq An^{1-\varepsilon}$. Since $u(0, t) = \sum_i u(t_i, i+1)$, it turns out that the probability that there exists $i$ such that $u(t_i, t_{i+1}) > \frac{1}{\alpha(1 - \varepsilon)} \frac{n}{H'(1, \theta)} (t_{i+1} - t_i + BN^\alpha)$ is smaller than $n\exp(-CN^2\alpha - \varepsilon)$ as shown in Lemma 9. Therefore with high probability $\sum_i u(t_i, t_{i+1}) \leq \sum_i \frac{t_{i+1} - t_i}{H'(1, i/n)} + O(n^{\alpha + \varepsilon})$, provided that $2\alpha - 1 - \varepsilon > 0$.

Similarly with high probability $\sum_i u(t_i, t_{i+1}) \geq \sum_i \frac{t_{i+1} - t_i}{H'(1, i/n)} - O(n^{\alpha + \varepsilon})$. Since both

$$\sum_i \frac{t_{i+1} - t_i}{H'(1, i/n)} = n \int_0^{t/n} \frac{d\theta}{H'(1, \theta)} + O(n^{1-\varepsilon}) \quad (4.14)$$

and

$$\sum_i \frac{t_{i+1} - t_i}{H'(1, i/n)} = n \int_0^{t/n} \frac{d\theta}{H'(1, \theta)} - O(n^{1-\varepsilon}) \quad (4.15)$$

it follows that with high probability $u(0, t) = n \int_0^{t/n} \frac{d\theta}{H'(1, \theta)} + O(n^{1-\varepsilon}) + O(n^{\alpha + \varepsilon})$, provided that $2\alpha - 1 - \varepsilon > 0$. The smallest error order is when $1 - \varepsilon = \alpha + \varepsilon$, thus when $1 - \varepsilon = \alpha + \varepsilon > 4/5$.

When $t$ is not an up-time, the same result holds since the extra depth explored after the last up-time is $O_p(n^{2\varepsilon})$, well within the error term $O(n^\beta)$. $

\section{4.3 Average interval between two down times}

During the descent phase of the giant tree (i.e. the values of $t$ in $D_n$), the DFS revisits all ladder vertices met during the ascending phase. The process consists of exploring the remaining outgoing neighbours of the ladder vertices that have not been visited during the ascending phase.

We notice that given the ladder times, the remaining outdegrees of the ladder vertices form a sequence of independent random variable.

Let $t$ the time at which a ladder vertex is again revisited. Let $t'$ be the first time at which it was visited during the ascending period, thus $d(t') = d(t)$. Let $\theta = t/n \in (\theta_0, \theta_1)$ and $u(\theta) = t'/n$. We have the following theorem.

**Theorem 11.** The p.g.f. of the remaining degree is asymptotically

$$\tilde{G}_q(z) = (1 - u(\theta)) \frac{G_q(z) - 1 + \rho(u(\theta))}{z - 1 + (1 - u(\theta))\rho(u(\theta))} \quad (4.16)$$
Proof. Let \( \tilde{\eta}_{\theta,k}(z) \) be the generating function of the remaining degree of the vertex \( v_t \) assuming the latter has outdegree \( k \). Then, asymptotically,

\[
\tilde{\eta}_{\theta,k}(z) = \sum_{\ell=k} (1 - a(u(\theta)))^\ell a(u(\theta)) z^{k-\ell} \tag{4.17}
\]

\[
= a(u(\theta)) z^k (1 - a(u(\theta)))^{k+1} \tag{4.18}
\]

where \( a(\theta) = (1 - \theta) \rho(\theta) \) is the probability that a new vertex has not yet been visited and is the root of an infinite BGW tree.

Summing over all outdegrees weighted by their probabilities we get the unconditional generating function of the remaining outdegree: \( a(u(\theta)) \frac{G_n(z) - G_n(1 - a(u(\theta)))}{z - 1 + a(u(\theta))} \) which is equal to \( a(u(\theta)) \frac{G_n(z) - 1 + \rho(u(\theta))}{z - 1 + a(u(\theta))} \) since (3.3) yields \( G_n(1 - a(u(\theta))) = G_n(1 - \rho(\theta)) = 1 - \rho(\theta) \).

The above expression has value \( \rho(u(\theta)) \) at \( z = 1 \) and therefore must be divided by this factor in order to get the p.g.f. \( \tilde{\eta}_\theta(z) \).

The “down-times” in \( D_n \) bear some symmetries with the up-times in \( U_n \), with time reversed.

\[ \textbf{Theorem 12.} \text{ The p.g.f. of the number of visited vertices between two consecutive down-times is asymptotically} \]

\[
\overline{H}_\theta(z) = (1 - u(\theta)) \frac{1 + \rho(u(\theta))}{(1 - \theta)(g_0(z) - 1) + (1 - u(\theta)) \rho(u(\theta))} \tag{4.19}
\]

and the average number of visited vertices is \( \overline{H}_\theta(1) = \frac{1}{\rho(u(\theta))} \frac{\lambda - \nu u(\theta)}{\nu - \lambda}. \)

Proof. We have \( \overline{H}_\theta(z) = \tilde{\eta}_\theta(\theta + (1 - \theta) g_0(z)) \), which simplifies using (3.2) and (4.1).

Let \( \tilde{\Delta}_i \) be the number of new visited nodes between two consecutive down-times \( t \) and \( t' \) such that \( d(t') = i \). To get the number \( d(t, t') \) of down-times between \( t \) and \( t' \) we use the renewal property of the sequence of down-times. With a similar reasoning as in (4.6)–(4.7) we get

\[
\begin{align*}
\mathbb{P}(\tilde{\Delta}_i + \tilde{\Delta}_{i-1} + \ldots + \tilde{\Delta}_{i-k} > t' - t) &= \mathbb{P}(d(t, t') < k) \\
\mathbb{P}(\tilde{\Delta}_i + \tilde{\Delta}_{i-1} + \ldots + \tilde{\Delta}_{i-k} \leq t' - t) &= \mathbb{P}(d(t, t') \geq k). \tag{4.20}
\end{align*}
\]

and

\[
\forall x > 0 : \begin{cases} 
\mathbb{P}(d(t, t') < k) \leq (\tilde{\Delta}_{t'/n}(e^x))^{k} e^{-(t'-t)x} \\
\mathbb{P}(d(t, t') \geq k) \leq (\tilde{\Delta}_{\ell/n}(e^{-x}))^{k} e^{(t'-t)x}. \tag{4.21}
\end{cases}
\]

We have a theorem whose proof is absolutely similar to the proof of Theorem 10:

\[ \textbf{Theorem 13.} \text{ For all } \beta > \frac{4}{5} \text{ with high probability for all } t \in D_n \text{ we have } d(t) = n \int_{t/n}^{\beta t/n} \frac{d\theta}{H_\theta(1)} + O(n^2). \]

For \( \theta \in [\theta_0, \theta_1], \) define \( \tilde{\ell}(\theta) = \int_0^{\theta} \frac{d\theta}{H_\theta(1)}. \) Since \( d(t) = d(t'), \) where asymptotically \( t/n = \theta \in [\theta_0, \theta_1] \) and \( t'/n = u(\theta) \in [0, \theta_0], \) we obtain from Theorems 10 and 13, recalling (3.4),

\[
\tilde{\ell}(\theta) = \int_0^{u(\theta)} \rho(x) \, dx = \tilde{\ell}(u(\theta)). \tag{4.22}
\]
Theorem 14. We have the identity \( u(\theta) = \bar{\theta} \) in (3.5).

Proof. Theorem 12 yields

\[
\hat{t}(\theta) = \frac{1}{\hat{H}_\theta(1)} = -\frac{\rho(u(\theta))}{\lambda} \frac{1}{\theta} \frac{1 - (1 - \theta)\lambda}{1 - \theta}.
\] (4.23)

Furthermore \( \hat{t}(\theta) = \rho(\theta) \) by (3.4). Hence, (4.22) implies

\[
\frac{du(\theta)}{d\theta} = \frac{\hat{t}(\theta)}{\hat{t}(u(\theta))} = \frac{\lambda}{1 - \theta} \frac{1}{1 - \theta} \frac{1 - \theta}{1 - \theta}.
\] (4.24)

Similarly, the identity \( \bar{t}(\bar{\theta}) = \bar{t}(\bar{\theta}) \) in (3.5) yields, recalling (2.12),

\[
\frac{d\bar{\theta}}{d\theta} = \frac{\bar{t}''(\bar{\theta})}{\bar{t}'(\bar{\theta})} = \frac{\lambda}{1 - \theta} \frac{1 - \theta}{1 - \theta}.
\] (4.25)

Since \( u(\theta_0) = \bar{\theta}_0 = \theta_0 \), the differential equations (4.24) and (4.25) have the same solution. We call the function \( \theta \mapsto \bar{\theta} \) the mirror function; note that it only depends of average outdegree without any further consideration on the details of the outdegree distribution. All computations done we have \( \bar{\theta} = 1 + \frac{1}{\lambda}W_{-1}(-(1 - \theta)e^{(\theta - 1)\lambda}) \) using the branch \( W_{-1}(\cdot) \) of the Lambert \( W \) function, see Figure 3 for \( \lambda = 2 \).

Remark 15. Theorems 6 and 13 show that \( \hat{t}(\theta) = \hat{t}^+(\theta) \) for \( \theta \in [\theta_0, \theta_1] \). Furthermore, the identity \( u(\theta) = \bar{\theta} \) follows also directly from Theorem 6 and (3.5) together with \( d(t) = d(t') \).

5 An example

We take the example of a constant outdegree. In the case of outdegree 2, \( G_\theta(z) = z^2, \lambda = 2, \) and \( \theta_0 = \frac{1}{2} \). Consider for simplicity only \( \theta \in [0, \theta_0] \). Then, (3.3) has the explicit solution \( \rho(\theta) = 1 - \left(\frac{\theta}{1 - \theta}\right)^2 \), and Theorems 2 and 6 show that if \( t/n \to \theta \), then

\[
\frac{1}{n} I(t) \xrightarrow{L^2} \bar{t}^+(\theta) = 2\theta + \log(1 - \theta),
\] (5.1)

\[
\frac{1}{n} d(t) \xrightarrow{L^2} \bar{t}^+(\theta) = -2 \log(1 - \theta) - \frac{\theta}{1 - \theta}.
\] (5.2)
In the case of higher constant outdegree, say 8, $\rho$ must be calculated from the implicit formula (3.3), for $\theta \leq \theta_0 = 1 - \frac{1}{8}$. Larger outdegrees can be treated similarly. Figure 4 displays the average depth and index for constant outdegree 2 and 8. We notice that for $\eta = 2$, the stack size is smaller than the depth. This might be a surprise because at each new discovered node the stack stores the whole set of outgoing arcs, while the depth increases by at most 1. The reason is that in this case $\eta = 2$, and thus, although the stack keeps all unexplored arcs for all ancestors, this is at most one arc for each ancestor and many ancestor have no arc left. For $\eta$ larger this disappears, and the stack size becomes larger than the depth.

6 Conclusion

We have presented an analysis of the Depth-First Search algorithm by Tarjan in a model of random graphs recently introduced by Don Knuth. We have presented a version of the stack model which can be analyzed as a Markov chain and is much easier to analyse than the real depth. The latter requires new insights in a model of Bienaymé–Galton–Watson trees with a varying extinction probability, in particular when close to the sub-critical case.

![Figure 4](image-url) The limit of $\frac{1}{n}I(t)$ (dashed) and $\frac{1}{n}d(t)$ (solid) as functions of $\theta = t/n$ for $\theta \in [0, \theta_0]$, for the example $\eta = 2$ (left), $\eta = 8$ (right).
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Appendix

Proof of Lemma 8. We want first to determine the first fixed point \( g_\theta \) of \( G_\theta \). We have the expansion

\[
G_\eta(y) = 1 + \lambda(y - 1) + \frac{\lambda^2}{2} (y - 1)^2 + O((y - 1)^3) \tag{A.1}
\]

where \( \lambda_2 \) is \( G_\eta''(1) \). Thus

\[
G_\eta(\theta + (1 - \theta)y) = 1 + (1 - \theta)\lambda(y - 1) + (1 - \theta)^2 \frac{\lambda^2}{2} (y - 1)^2 + O((y - 1)^3) \tag{A.2}
\]

We look at the fixed point equation \( G_{\eta\theta}(y) - y = 0 \) which is equivalent to

\[
\lambda(\theta_0 - \theta)(y - 1) + \frac{\lambda^2(1 - \theta)^2}{2}(y - 1)^2 + O((y - 1)^3) = 0 \tag{A.3}
\]

The natural root is 1 but the other root is \( 1 - 2 \frac{\lambda(\theta_0 - \theta)}{\lambda^2(1 - \theta)^2} + O((\theta_0 - \theta)^2) \) which yields the claimed result since \( \frac{1}{\lambda} = \lambda + O((\theta_0 - \theta)^2) \).

To determine the function \( g_\theta(z) \) one must solve the equation \( zG_\eta(\theta) = y \) which writes:

\[
1 - \frac{1}{z} + (1 + \lambda(\theta_0 - \theta) - \frac{1}{z})(y - 1) + \frac{\lambda^2(1 - \theta)^2}{2}(y - 1)^2 + O((y - 1)^3) = 0 \tag{A.4}
\]

Retaining only the second order (the extra order will be in \( O((\theta_0 - \theta)^3) \) we get an equation which is degenerate when \( (1 + \lambda(\theta_0 - \theta) - \frac{1}{z})^2 - 2\lambda_2(1 - \theta)^2(1 - \frac{1}{z}) = 0 \), i.e. when \( 1 - \frac{1}{z} = \frac{\lambda^2(\theta_0 - \theta)^2}{2\lambda_2(1 - \theta)^2} + O((\theta_0 - \theta)^3) \). In the above expression we can substitute \( (1 - \theta) \) with \( \frac{1}{\lambda} \) to a \( O((\theta_0 - \theta)^3) \) error term.

Assuming \( |z - 1| \ll (\theta_0 - \theta)^2 \) we have the expression of the root \( y = g_\theta(z) \):

\[
y = 1 - 2 \frac{\lambda^3}{\lambda_2} (\theta_0 - \theta) + \frac{z - 1}{\lambda(\theta_0 - \theta)} + O\left( \frac{(z - 1)^2}{(\theta_0 - \theta)^3} + (\theta_0 - \theta)^2 \right) \tag{A.5}
\]

Now the expression of \( H(z, \theta) \) satisfies

\[
H(z, \theta) = 1 + \frac{z - 1}{1 - g_\theta(z)} \tag{A.6}
\]

\[
= 1 + \frac{z - 1}{2 \frac{\lambda_2}{\lambda^2} (\theta_0 - \theta) - \frac{z - 1}{\lambda(\theta_0 - \theta)} + O\left( \frac{(z - 1)^2}{(\theta_0 - \theta)^3} + (\theta_0 - \theta)^2 \right)} \tag{A.7}
\]

\[
= 1 + \frac{\lambda_2(z - 1)}{2\lambda^2(\theta_0 - \theta)} \left( 1 - \frac{\lambda_2(z - 1)}{2\lambda^2(\theta_0 - \theta)} + O\left( \frac{(z - 1)^2}{(\theta_0 - \theta)^3} + (\theta_0 - \theta)^2 \right) \right) \tag{A.8}
\]

\[
= 1 + \frac{\lambda_2(z - 1)}{2\lambda^2(\theta_0 - \theta)} + \frac{\lambda_2^2(z - 1)^2}{4\lambda^3(\theta_0 - \theta)^3} + O\left( \frac{|z - 1|^3}{(\theta_0 - \theta)^5} + |z - 1| \right) \tag{A.9}
\]

\[
= 1 + \frac{\lambda_2(z - 1)}{2\lambda^2(\theta_0 - \theta)} + O\left( \frac{(z - 1)^2}{(\theta_0 - \theta)^3} + |z - 1| \right) \tag{A.10}
\]

In particular,

\[
H'(1, \theta) = \frac{\lambda_2}{2\lambda^2(\theta_0 - \theta)} + O(1). \tag{A.11}
\]
Since the terms added after the unity are small compared to 1 we can equivalently state that

\[
H(z, \theta) = \exp \left( \frac{\lambda_2(z - 1)}{2\lambda^2(\theta_0 - \theta)} + O\left( \frac{(z - 1)^2}{(\theta_0 - \theta)^3} + |z - 1| \right) \right).
\]  

(A.12)

We also have by (4.2), still assuming \(|z - 1| \ll (\theta_0 - \theta)^2\),

\[
H(z, \theta) - 1 - (z - 1) H'(1, \theta) = \frac{z - 1}{1 - g_\theta(z)} - \frac{z - 1}{1 - g_\theta(1)}
\]

\[
= (z - 1) \frac{g_\theta(z) - g_\theta(1)}{(1 - g_\theta(z))(1 - g_\theta(1))}
\]

(A.13)

Furthermore, by taking the derivative of the fixed point equation \(z G_{\eta_\theta}(g_\theta(z)) = g_\theta(z)\), we find, using (A.2) and (A.5),

\[
g'_\theta(z) = \frac{G_{\eta_\theta}(g_\theta(z))}{1 - z G'_{\eta_\theta}(g_\theta(z))} = \frac{g_\theta(z)/z}{\lambda(\theta_0 - \theta) - (1 - \theta)^2 \lambda_2(g_\theta(z) - 1) + o(\theta_0 - \theta)}
\]

\[
= \frac{1}{\lambda(\theta_0 - \theta) + o(\theta_0 - \theta)} = O\left( (\theta_0 - \theta)^{-1} \right).
\]

(A.14)

Thus (A.13) and the mean-value theorem together with (A.5) yield

\[
H(z, \theta) - 1 - (z - 1) H'(1, \theta) = O\left( |z - 1|^3 / (\theta_0 - \theta)^3 \right).
\]

(A.15)

We can rewrite this as, for \(|x| \ll (\theta_0 - \theta)^2\), using the estimate (A.11),

\[
H(e^x, \theta) = \exp \left( x H'(1, \theta) + O\left( \frac{x^2}{(\theta_0 - \theta)^3} \right) \right).
\]

(A.16)