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Abstract
Using the language of homotopy type theory (HoTT), we 1) prove a synthetic version of the
classification theorem for covering spaces, and 2) explore the existence of canonical change-of-
basepoint isomorphisms between homotopy groups. There is some freedom in choosing how to
translate concepts from classical algebraic topology into HoTT. The final translations we ended up
with are easier to work with than the ones we started with. We discuss some earlier attempts to
shed light on this translation process. The proofs are mechanized using the Coq proof assistant and
closely follow classical treatments like those by Hatcher [6].
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1 Introduction

Homotopy type theory (HoTT) is a variant of Martin-Löf type theory (MLTT) that can
be used as a synthetic language for developing the theory of algebraic topology, specifically
the subfield of homotopy theory. This means that the types in MLTT are given topological
interpretations. The main example is the identity type a =X b which in HoTT is interpreted
as the type of paths from a to b in a space X . Since identity types are primitive objects in
MLTT, one obtains a low-level encoding of the mathematical theory: definitions are simple
and you can quickly go on to prove interesting theorems.

Many classical results from algebraic topology and homotopy theory have already been
developed synthetically within HoTT, e.g. computations of homotopy groups of spheres
(Brunerie and Licata [2, 13], and Ljungström and Mörtberg [14]), the Blakers-Massey
theorem (Hou, Finster, Licata, and Lumsdaine [8]), and Van Kampen’s theorem (Hou and
Shulman [10]). Not every result, however, can be translated into homotopy type theory
directly: to prove a synthetic version of Brouwer’s fixed point theorem, for example, requires
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1:2 Classification of Covering Spaces and Canonical Change of Basepoint

extending the base theory to so-called real-cohesive homotopy type theory [15]. In this
article, we build on the development of covering spaces in HoTT by Hou and Harper [9], and
Buchholtz and Hou’s work on cellular cohomology [3].

We prove a synthetic version of the classification of covering spaces and synthetically
explore the existence of canonical change-of-basepoint isomorphisms between homotopy
groups. Although these topics seem quite disparate, the motivation to develop these results
in HoTT was unitary: we had little experience in using HoTT as a synthetic language, so to
increase our knowledge we set out to prove an exercise from Hatcher’s Algebraic Topology [6]
(Exercise 3.3.11) in HoTT. The solution to this exercise required the development of the two
topics presented here. The results have been mechanized2 in the Coq proof assistant using
the Coq-HoTT library [1]. We were able to closely mirror the classical arguments used by
Hatcher, making extensive use of core HoTT concepts like “transport” and “truncations”.
With the aim of serving as an entry point for other newcomers to HoTT, we tried to keep
our proofs explicit.

Our low-level approach might suggest that HoTT is merely a formal language for re-
expressing existing concepts and proofs from algebraic topology. Yet for experts, HoTT does
provide new ways to think about their subjects and allows them to express new concepts in
high-level conceptual arguments, such as the development of so-called “higher groups” by
Buchholtz, Van Doorn, and Rijke [4].

The synthetic version of the classification of covering spaces is shown in Section 3, as
well as intermediate results like the lifting criterion. We use Hou and Harper’s definition
of covering spaces [9] and proof techniques like “extension by weak constancy” [5] to stay
close to the classical treatment by Hatcher [6]. In contrast, Buchholtz et al. prove the Galois
correspondence of covering spaces from a more abstract perspective using their theory of
higher groups [4, Thm. 7]. Finding the “right” translations of classical statement into HoTT
was an iterative process: after having proven a specific formulation of some theorem, we
would realize that the proof could strongly be simplified if we used a different, yet equivalent,
formulation. To shed some light on the translation process, Section 3 also discusses some of
our earlier attempts.

In Section 4, we prove conditions for the existence of canonical change-of-basepoint
isomorphisms between homotopy groups by looking at the triviality of the π1-action on these
groups. We were interested in the existence of such isomorphisms because we needed them
to define the degree of non-pointed maps between spheres. Hou [7] defines the degree of
such maps in a different way: on the level of sets, non-pointed maps between spheres are
equivalent to pointed ones, and for these it is easy to define a degree. Although this approach
seems quite different from ours, we prove a classical result relating basepoint-preserving
and free homotopy classes of maps, which illustrates that Hou’s approach also relies on the
triviality of the π1-actions for spheres.

Let us here also quickly mention a third way to turn non-pointed maps between spheres
into pointed ones. As part of recent work, Buchholtz et al.3 constructed a family of sphere
reparameterizations that can map any point on the sphere to the basepoint. As such any
non-pointed map between spheres can be transformed into a pointed one by post-composition
with the appropriate reparameterization.

Before moving on to the main results in Sections 3 and 4, we recall the homotopical
interpretation of types and discuss some techniques used throughout this article.

2 Code repository: https://gitlab.tue.nl/computer-verified-proofs/covering-spaces. The con-
tent of this article corresponds to version 0.3.

3 See Meyers’s talk The tangent bundles of spheres, available at https://www.youtube.com/watch?v=
9T9B9XBjVpk (timestamp 9:30 minutes).

https://gitlab.tue.nl/computer-verified-proofs/covering-spaces
https://www.youtube.com/watch?v=9T9B9XBjVpk
https://www.youtube.com/watch?v=9T9B9XBjVpk
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2 Background

2.1 Topological interpretation
We recall the basic notions from homotopy type theory necessary for understanding the
results in this article. For a full explanation of homotopy type theory, we refer to the
HoTT book [17]. It starts with a friendly introduction to type theory and its homotopical
interpretation, discusses the differences with MLTT, such as higher inductive types and the
univalence axiom, and provides notes on the historical development of these ideas. In this
section, we do highlight some nuances that might be missed on an initial reading of the book.

2.1.1 Spaces, points, paths, and higher paths
The key to reading type theoretical statements as topological statements is the identification-
as-paths interpretation: a type X is interpreted as a space, terms x : X are interpreted as
points in this space, and identity types a =X b are interpreted as the type of paths from
point a to b . Viewing the identity type a =X b as a space in itself, we obtain a type p =a=X b q

of paths-between-paths with p, q : a =X b . These paths-between-paths are called homotopies
in topology. Continuing this construction we get an infinite tower of higher-and-higher paths,
endowing every type X with the structure of an ∞-groupoid.
▶ Remark. Coming from a math background, it is easy to mistake “a type X is interpreted as
a space” as meaning that X is a topological space. This is incorrect! It is meant that X is a
space precisely in the sense that it has an ∞-groupoid structure. ∞-groupoids turn out to be
the right data structure for describing the (higher order) path-structure of genuine topological
spaces: from a topological space X ′ one can construct the fundamental ∞-groupoid Π∞(X ′)
and this ∞-groupoid is enough to prove many theorems in algebraic topology, specifically
the theorems belonging to the subfield of homotopy theory. Words like path and homotopy
are reused for elements of ∞-groupoids both to prevent the need for a new vocabulary and
to more easily tap into our spatial intuition. For an excellent discussion on the differences
between ∞-groupoids and topological spaces, see the introduction of Shulman’s work [15].

Even though identity types a =X b are interpreted as paths, they are also still thought of
as equalities. In calculations, it feels more natural to read a chain like a = . . . = z as a list of
equalities than as a composition of paths. The usual rules for equalities also still apply: for
example, an equality p : a =X b implies an equality apf (p) : f(a) =Y f(b) , where f : X → Y .
In HoTT, this statement is interpreted as saying that all functions are continuous, in the
sense that they preserve paths between points.

2.1.2 Type families, transport, and dependent paths
A type family P : X → Type is interpreted as a collection of spaces that “lie over” a base
space X . the space P (x) is also referred to as the fiber over x : X . The sigma type

∑
x:X P (x)

is called the total space of P and the first projection pr1 : (
∑

x:X P (x)) → X is a special map
called a fibration. These maps play an important role in classical homotopy theory, but in
HoTT it is easier to work with type families directly.

Given a path p : a =X b , points u : P (a) in the fiber over a can be “transported” along p
to the fiber P (b) , the result is denoted as transportP (p, u) : P (b) . Transporting along paths
behaves as expected: transport along a constant path reflx : x =X x leaves the points in P (x)
unchanged, transportP (reflx, u) ≡ u , transport along a composite path p � q : a =X b =X c is
the same as first doing transport along p and then along q ,

transportP (p � q, u) =P (c) transportP (q, transportP (p, u)) ,

TYPES 2023



1:4 Classification of Covering Spaces and Canonical Change of Basepoint

and transport along the reverse path p−1 : b =X a is the inverse of transport along p .
Chapter 2 of the HoTT book [17] contains a number of useful characterizations of transport
in different kinds of type families. Of special interest to us are the formulas for transport in
loop spaces, e.g. transport of a loop q : a =X a along p : a =X b equals conjugation with p ,

transportx 7→x=X x(p, q) =(b=X b) p
−1 � q � p . (1)

Transport also provides a convenient way to reason about paths in the total space. In
general, a path p̃ : (a, u) = (b, v) in the total space is equivalent to the combination of a path
p : a =X b in the base space and a path wp : (transportP (p, u) =P (b) v) in the fiber P (b) ,
see [17, Thm. 2.7.2]. A path of the form (transportP (p, u) =P (b) v) is called a dependent
path; it is interpreted as a path from u to v that lies over the path p . For example, the
dependent path (1) is interpreted as a path (i.e. a homotopy) from loop q : a =X a to loop
p−1 � q � p : b =X b that lies over p . The interpretation of dependent paths as lying over
paths in the base space is justified by the equivalence with paths in the total space. In fact,
to specify the paths that lie over some path p , it is easier to use dependent paths than
paths in the total space. This is because the equality appr1

(p̃) = p which picks out the paths
p̃ : (a, u) = (b, v) that lie over p is propositional and not judgemental.

Finally, we have the following result which says that transport commutes with operations
on the fibers of the type family.

▶ Lemma 1. Let P,Q : X → Type be two type families and let f( – ) :
∏

x(P (x) → Q(x)) be
a family of maps, then for all paths p : a =X b and points u : P (a) it holds that

transportQ(p, fa(u)) = fb(transportP (p, u)) .

Proof. Let p : a =X b , then there exists a dependent equality between fa and fb over p ,

apdf( – )
(p) : transportx 7→(P (x)→Q(x))(p, fa) = fb ,

and by Lemma 2.9.6 in the HoTT book [17], this is equivalent to what we need to show. ◀

2.1.3 Truncations and path-connectedness
In classical homotopy theory, the infinite structure of ∞-groupoids can be “truncated” to
make them easier to study. Such truncation operators are also available in HoTT, but here
their main use is as modalities that increase the logical expressiveness of the theory.

For example, propositional truncation is needed to accurately capture the concept of
path-connected spaces in homotopy type theory. A space X is called path-connected (or just
connected in HoTT, as there is no analogy to the topological notion of connectedness) if for
every two points a, b : X there merely exists a path between them; this is expressed as the
(propositionally) truncated type ∥a =X b∥ being inhabited. An explicit witness p : a =X b

would imply having a canonical choice of path, a form of constructive existence which is
stronger than mere existence.

Some types already have a truncated higher-order ∞-groupoid structure of their own,
truncating them again has no effect. A type Z for which ∥Z∥n ≃ Z is called an n-type. In
this article we will mainly encounter (−1)-types and 0-types. These are called propositions
and sets respectively, the types of propositions and sets are denoted by Prop and Set. Two
terms of a proposition are always equal, e.g. for p, q : ∥a =X b∥ it holds that p = q , and sets
are homotopy equivalent to a collection of points.
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2.1.4 Loop spaces and homotopy groups
We briefly recall the definitions of loop spaces, homotopy groups, and induced maps on these.

The term reflx
n denotes the constant n-dimensional path (also called an n-cell) from x : X

to itself. It is defined recursively by

refln+1
x :≡ reflrefln

x
: (refln

x = refln
x) with refl0

x :≡ x ,

so refl1
x ≡ reflx : (x =X x) denoted the constant path and refl2

x : (reflx =X reflx) denotes the
constant homotopy between the constant path reflx and itself.

Given a pointed type (X,x0), the space Ωn(X,x0) :≡ (refln−1
x0

= refln−1
x0

) of n-cells is
called the n-th loop space of (X,x0) . It is a pointed type in itself, with the constant n-cell
refln

x0
: Ωn(X,x0) as the designated point. Thus, we have Ωn+1(X,x0) :≡ Ω(Ωn(X,x0)) .

The homotopy groups πn(X,x0) are defined as the sets of n-dimensional loops, meaning that
πn(X,x0) :≡ ∥Ωn(X,x0)∥0 .

Given a pointed map f : (X,x0) · → (Y, y0) with wf : f(x0) = y0 as its proof of
pointedness (which alternatively can also be denoted as a pair (f, wf ) : (X,x0) · → (Y, y0)),
there are induced maps f∗ : Ω(X,x0) → Ω(Y, y0) and f∗ : π1(X,x0) → π1(Y, y0) given by

f∗(p) :≡ w−1
f

� apf (p) �wf and f∗(|p|0) :≡ |w−1
f

� apf (p) �wf |0 with p : (x0 =X x0) .

Whichever version of f∗ is meant should be clear from context. Note that it suffices to define
f∗ : π1(X,x0) → π1(Y, y0) for terms of the form |p|0 since the codomain is a set, see the next
section.

2.2 Dealing with truncations
The topological results in this article are about connected spaces, so we are constantly
confronted with the fact that we only have truncated paths ∥a =X b∥ . Although they come
from non-truncated paths, we cannot freely use them as such.

The basic way to deal with truncated types is by using their induction principle: if the
goal is to prove an n-type, we may “strip” the truncation-bars from a truncated type ∥Z∥n

and use it as if it were the non-truncated type. In practice, this means that an n-truncated
term z : ∥Z∥n can be assumed to be of the form z ≡ |z′|n with z′ : Z . So, if W is an n-type,
we can define maps ∥Z∥n → W by only specifying the output on terms of the form |z|n .

The absence of canonical paths is also an issue in the classical algebraic topology when
doing constructions. There, the solution is to take an arbitrary path for the construction
and to then show that final result does not dependent of the specific path chosen. We can do
something similar in HoTT, with the caveat that the constructed object’s type has to be a
set. The magic ingredient is a technique called extension by weak constancy.

▶ Lemma 2 (Extension by weak constancy, cf. generalization [5, Thm. 1]). Let Z be a type
and W a set. If f : Z → W satisfies f(z1) =W f(z2) for all z1, z2 : Z , it can be extended to
a map g : ∥Z∥ → W such that g(|z|) ≡ f(z) for all z : Z .

Extension by weak constancy is used as follows to construct objects from truncated paths.
First, give the construction for an arbitrary, non-truncated path p : a =X b , i.e. define a
map w : (a =X b) → W , where W denotes the type of object to construct. Provided that
(i) W is a set, and (ii) w(p) = w(q) for all p, q : a =X b , the construction w can be extended
to a map w : ∥a =X b∥ → W . The inhabitant of the truncated path type, ∗ : ∥a =X b∥ , is
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1:6 Classification of Covering Spaces and Canonical Change of Basepoint

inserted to obtain the final object, w∗ :≡ w(∗) : W . Additionally, it holds that w∗ = w(p) for
any explicit path p : a =X b . This is because the equality is a proposition, so the truncation
from ∗ can be stripped, from which it follows that

w∗ ≡ w(∗) ≡ w(|q|) ≡ w(q) = w(p) ,

where ∗ ≡ |q| for some q : a =X b .

2.3 Notation

We stick to the notation of the HoTT book, with some exceptions: we use Type instead of U
to denote the universe of types and we use f∗ to denote the induced maps on loop spaces
and fundamental groups instead of Ω(f) and π1(f) in order to stay closer to the notation
used by Hatcher [6]. As not to confuse f∗ with the shorthand notation for transport, like
p∗u = v, we prefer to write out transport in full, namely as (transportP (p, u) = v) .

3 Classification of covering spaces

In this section we prove synthetic versions of the lifting criterion and the classification of
covering spaces. With the right translations into HoTT, we were able to obtain low-level
proofs that closely follow the their classical counterparts, e.g. those used by Hatcher [6].
Figuring out what the “right” translations were, however, took multiple attempts. Besides
giving the final versions of definitions and statements, we also discuss some earlier versions
and what trouble they caused us, so that others may learn from our experience.

▶ Note. There is an official notion of “correctness” for translation of classical statements
into HoTT. Homotopy type theory can be modeled in the topos of simplicial sets [12], and
simplicial sets have a geometric realization as CW complexes, i.e. actual topological spaces.
Statements in HoTT can thus be interpreted as statements about CW complices, and so it
can be checked that the translation of statements into HoTT is equivalent to the original
statements under this interpretation. Checking the correctness of translations in this way is
not the purpose of this article. We rely on the homotopical intuition build up over time by
the community and the a posteriori justification provided by proofs of classical results.

3.1 Covering spaces in HoTT

The study of covering spaces in HoTT was initiated by Hou and Harper [9]. They prove that
every covering space of a pointed space (X,x0) corresponds to a set with a π1(X,x0)-action
and they construct the universal covering space. We take their definition of a pointed covering
space as a starting point:

▶ Definition 3 (cf. [9, Def. 1&7]). Let (X,x0) be a pointed type. A covering space of X is
a set-valued type family F : X → Set . If F is equipped with a designated point u0 : F (x0) ,
the pair (F, u0) is called a pointed covering space.

Recall that type families naturally correspond to fibrations in HoTT. The requirement that F
takes values in Set guarantees the “sheetedness” of the covering space as it implies that each
fiber is homotopic to a discrete collection of points.
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Since types automatically inherit a notion of equality, we can also check a definition’s
correctness by inspecting its identity type.4 The classical classification theorem only distin-
guishes covering spaces up to fiberwise, base-point preserving homeomorphism, and, indeed,
the lemma below shows that Hou and Harper’s definition gives rise to the same notion of
equality. (Note that the notion of homeomorphism can only be expressed as homotopy
equivalence in HoTT.)

▶ Lemma 4 (Characterization of equality between pointed covering spaces). Let (F1, u1) and
(F2, u2) be pointed covering spaces over a pointed type (X,x0) . Then there is an equivalence

(F1, u1) = (F2, u2) ≃
∑

h :
∏

x
F1(x)≃F2(x)

h(x0, u1) =F2(x0) u2 .

This implies that two pointed covering spaces are equal if and only if there exists a basepoint-
preserving, fiberwise equivalence between them.

Proof. A term w : (F1, u1) = (F2, u2) is a path in the total space
∑

X F , so it is equivalent
to a path between functions h′ : F1 = F2 that satisfies

transportF 7→F (x0)(h′, u1) = u2 .

By functional extensionality, h′ corresponds to the family happly(h′) :
∏

x F1(x) = F2(x) .
Each happly(h′, x) : F1(x) = F2(x) is a path between types (technically, between types with
a proof that they are sets, but since being a set is a proposition in itself, this can be ignored),
so by univalence happly(h′, x) corresponds to an equivalence

idtoeqv(happly(h′, x)) : F1(x) ≃ F2(x) .

Thus h′ is corresponds 1-to-1 to the fiberwise equivalence h :
∏

x:X F1(x) ≃ F2(x) given
by h(x, –) :≡ idtoeqv(happly(h′, x)) . By path induction, it holds that

h(x, –) ≡ idtoeqv(happly(h′, x)) = transportF →F (x)(h′, –) ,

so the condition (transportF 7→F (x0)(h′, u1) = u2) satisfied by h′ is equivalent to the statement
h(x0, u1) = u2 , giving us an equivalence on the level of sigma types. ◀

3.2 Lifting criterion
The lifting criterion serves as a nice stepping stone towards the classification of covering
spaces. Not only is it used in the classical proof of the classification theorem, it also allows
us to practice with translating classical statements into homotopy type theory. First, we
obtain a direct translation of the lifting criterion, but it turns out that this translation can
be simplified whilst more closely reflecting the geometric ideas.

We define the lift of a map in homotopy type theory as follows.

▶ Definition 5. Let f : (Y, y0) · → (X,x0) be a pointed map with wf : f(y0) =X x0 its proof
of pointedness. A pointed lift of f to the covering space (F, u0) over (X,x0) is a dependent
map f̃ :

∏
y:Y F (f(y)) such that

transportF (wf , f̃(y0)) =F (x0) u0 .

4 This method of validating definitions in HoTT by checking if they produce the right type of equality
was suggested by Egbert Rijke at the 2023 HoTT/UF workshop.
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1:8 Classification of Covering Spaces and Canonical Change of Basepoint

Instead of defining the lift as a dependent map f̃ :
∏

y:Y F (f(y)) – meaning that f̃ maps
each point y : Y to a point in the fiber over f(y) – we could have stayed closer to the
classical definition and defined the lift as a map f̃ : Y →

∑
X F such that w

f̃
: pr1 ◦ f̃ = f .

These formulations are equivalent and both types deserve to be called lifts, but we prefer
to use the dependent map formulation because, in our experience, it was easier to work
with. We tried to use the classical formulation in an earlier attempt, but this required us
to use transport along w

f̃
every time we had to compare terms in the fibers over pr1(f̃(y))

and f(y) . This does not happen when defining the lift as a dependent map, because then
the equality pr1 ◦ f̃ ≡ f is a judgemental one.

Using Definition 5, the lifting criterion can be formulated directly in homotopy type
theory.

▶ Theorem 6 (direct translation, cf. [6, Prop. 1.33]). Let (F, u0) be a pointed covering space
over a pointed type (X,x0) . A pointed map f : (Y, y0) · → (X,x0) , with Y a connected type,
can be lifted to pointed lift f̃ :

∏
y:Y F (f(y)) if and only if

f∗(π1(Y, y0)) ⊂ pr1∗(π1(
∑

X F, (x0, u0))) . (2)

In proving Lemma 6, we found criterion (2) inconvenient to work with. The notation
f∗(π1(Y, y0)) conceals multiple truncations – a propositional-truncation to define the image of
a map and a set-truncation for π1 – which hinder access to the paths themselves. Furthermore,
Hou and Harper’s definition of covering spaces does not involve the (pointed) total space
(
∑

X F, (x0, u0)) , so we would prefer to have a version of criterion (2) that does not use it
either.

Upon closer inspection, criterion (2) can be expressed more succinctly as a statement
involving dependent paths. The criterion basically says that for any loop in type x0 =X x0 of
the form f∗(p) with p : y0 =Y y0 , there exists a loop of type (x0, u0) = (x0, u0) in the total
space lying over f∗(p) . In HoTT, the latter is interpreted as the existence of a dependent
loop

transportF (f∗(p), u0) =F (x0) u0 .

This gives us an equivalent alternative to criterion (2) as stated in the lemma below. Note
that the set-truncated π1’s are also replaced by untruncated path types. This is possible
because both statements are propositions.

▶ Lemma 7. Let (F, u0) be a pointed covering space over a pointed type (X,x0) and let
f : (Y, y0) · → (X,x0) be a pointed map. The following propositions are equivalent:

(i) f∗(π1(Y, y0)) ⊂ pr1∗(π1(
∑

X F, (x0, u0))) ;
(ii) for all loops p : y0 =Y y0 there exists a dependent loop of type

(transportF (f∗(p), u0) =F (x0) u0) .

The proof is a bit technical and involves a lot of truncations. We deal with these now so
we do not have to deal with them when proving the lifting criterion.

Proof. Since both conditions are propositions, it suffices to show that both statements imply
each other.

Assume that f∗(π1(Y, y0)) ⊂ pr1∗(π1(
∑

X F, (x0, u0))) and let p : y0 =Y y0 . Nat-
urally, the truncated loop f∗(|p|0) lies in f∗(π1(Y, y0)) , so by assumption it also lies in
pr1∗(π1(

∑
X F, (x0, u0))) , meaning that there merely exists a q′ : π1(

∑
X F, (x0, u0)) such

that pr1∗(q′) = f∗(|p|0) . The goal is to show that (transportF (f∗(p), u0) =F (x0) u0) , and
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since F (x0) is a set, this is a proposition. Hence, we can strip the “merely” in “merely exists”
and we can strip the truncation from π1(

∑
X F, (x0, u0)) ≡ ∥(x0, u0) = (x0, u0)∥0 to obtain

an explicit loop q : (x0, u0) = (x0, u0) which satisfies pr1∗(|q|0) = f∗(|p|0) . As q is a loop in
the total space, it can be split into its projection onto the base space appr1

(q) : x0 =X x0 and
a dependent loop of type (transportF (appr1

(q), u0) =F (x0) u0) in the fiber F (x0) . Therefore,
to show that (transportF (f∗(p), u0) =F (x0) u0) , it suffices to show that

appr1
(q) = f∗(p) .

This follows from the fact that q satisfies pr1∗(|q|0) = f∗(|p|0) : using the definitions of the
induced maps, this equality can be rewritten as |pr1∗(q)|0 = |f∗(p)|0 , which by Theorem 7.3.12
in [17], is equivalent to ∥pr1∗(q) = f∗(p)∥ . The truncation can be stripped, and the result
implies that

appr1
(q) = refl−1

x0
� appr1

(q) � reflx0 ≡ pr1∗(q) = f∗(p) .

Conversely, assume that for all loops p : y0 =Y y0 there exists a dependent path of the
form (transportF (f∗(p), u0) =F (x0) u0) . Let r : π1(X,x0) and assume that r lies in the image
f∗(π1(X,x0)) , meaning that there merely exists a p′ : π1(Y, y0) such that f∗(p′) = r . The
goal is to show the proposition that r′ lies in pr1∗(π1(

∑
X F, (x0, u0))) , so we can again

strip the truncations in “the mere existence of p′” to obtain an explicit loop p : y0 =Y y0
that satisfies f∗(|p|0) = r . To show that r lies in pr1∗(π1(

∑
X F, (x0, u0))) , it suffices to

construct a loop q : (x0, u0) = (x0, u0) that satisfies pr1∗(|q|0) = r . Since r = f∗(|p|0) ,
this latter property can be replaced by pr1∗(|q|0) = f∗(|p|0) . From here we can ignore the
loop r , making this part of the proof more similar to the previous part. To construct a loop
q : (x0, u0) = (x0, u0) it suffices to provide a loop q1 : x0 =X x0 in the base space and a
dependent loop of type (transportF (q1, u0) =F (x0) u0) over q1 . Choose q1 :≡ f∗(p) , then the
dependent loop of type (transportF (f∗(p), u0) =F (x0) u0) exists by assumption. Furthermore,
by construction it holds that appr1

(q) ≡ q1 ≡ f∗(p) , so it holds that

pr1∗(|q|0) ≡ |refl−1
x0

� appr1
(q) � reflx0 |0 = |appr1

(q)|0 = |f∗(p)|0 ≡ f∗(|p|0) . ◀

Replacing criterion (2) in the direct translation of the lifting criterion (Theorem 6) with
proposition (ii) from Lemma 7, we obtain a version of the lifting criterion that is better
suited to the language of homotopy type theory. We prove this version and, hence, also the
direct translation. The proof closely follows the argument used by Hatcher [6].

▶ Theorem 8 (Lifting criterion, cf. [6, Prop. 1.33]). Let (F, u0) be a pointed covering space
over a pointed type (X,x0) . A pointed map f : (Y, y0) · → (X,x0) , with Y a connected type,
can be lifted to a pointed lift f̃ :

∏
y:Y F (f(y0)) if and only if for all loops p : y0 =Y y0 there

exists dependent loop

transportF (f∗(p), u0) =F (x0) u0 ,

meaning that there exists a loop from u0 to u0 over f∗(p) in F .

Proof. Before we start, note that the point x0 : X is arbitrary, and hence we can perform
path induction on the path wf : f(y0) =X x0 that encodes f ’s pointedness. So assume that
we have a judgmental equality x0 ≡ f(y0) . This lets us replace every occurrence of x0 in the
theorem’s statement by f(y0) . Moreover, we also get to assume that the path wf itself is
judgmentally equal to the constant path, i.e. wf ≡ reflf(y0) .
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Assume that there exists a dependent loop of type (transportF (f∗(p), u0) =F (x0) u0) for
every loop p : y0 =Y y0 . Let y : Y . Since Y is connected, the mere path type ∥y0 =Y y∥
is inhabited, which we use to define the lift f̃(y) like Hatcher: first, we take an arbitrary
path q : y0 =Y y to construct f̃(y) by transporting the point u0 : F (x0) to the fiber F (f(y))
along the path apf (q) : f(y0) = f(y) ; we then show that f̃(y) is well-defined, i.e. that the
resulting construction did not depend on the specific choice of path q : y0 =Y y . This way of
constructing f̃(y) is justified because of extension by weak constancy (Lemma 2) as explained
in Section 2.2.

Let q : y0 =Y y be an arbitrary path; this gives a path apf (q) : f(y0) =X f(y). We then
define the lift f̃(y) as

f̃(y) :≡ transportF (apf (q), u0) : F (f(y)) .

It remains to show that this construction does not depend on the choice of path of type
y0 =Y y . Let q1, q2 : y0 =Y y , we need to show that

transportF (apf (q1), u0) = transportF (apf (q2), u0) .

We again follow Hatcher’s proof. Remark that apf (q1) � apf (q2)−1 is a loop in the type
f(y0) =X f(y0) of the form f∗(p) for some p : y0 =Y y0 , namely

apf (q1) � apf (q2)−1 = apf (q1 � q
−1
2 ) = refl−1

f(y0)
� apf (q1 � q

−1
2 ) � reflf(y0) ≡ f∗(q1 � q

−1
2 ) .

Hence, by assumption we have a dependent loop over apf (q1) � apf (q2)−1 ,

transportF (apf (q1) � apf (q2)−1, u0) =F (x0) u0 .

Transporting both sides back along apf (q2) , we see that apf (q1) and apf (q2) both send u0
to the same point in F (f(y)) :

transportF (apf (q1), u0) = transportF (apf (q2), u0) .

This concludes the construction of the lift f̃(y) .
Since wf ≡ reflf(y0) , proving that f̃ is a pointed lift reduces to showing that f̃(y0) = u0 .

To compute f̃(y0) , we utilize that we have access to an explicit loop refly0 : y0 =Y y0 . This
gives us that

f̃(y0) = transportF (apf (refly0), u0) ≡ transportF (reflf(y0), u0) ≡ u0 .

Conversely, assume that a pointed lift f̃ exists. Let p : y0 =Y y0 , then we need to show
that there exists a dependent loop of type (transportF (f∗(p), u0) =F (x0) u0) . The path p

gives rise to a dependent equality between f̃(y0) and itself over p in the family F ◦ f , namely

apd
f̃

(p) : transportF ◦f (p, f̃(y0)) =F (f(y0)) f̃(y0) .

By Lemma 2.3.10 in the HoTT book [17], transport along p in F ◦ f equals transport
along apf (p) in F , so we get a dependent loop at f̃(y0) in F ,

transportF (apf (p), f̃(y0)) =F (f(y)) transportF ◦f (p, f̃(y0)) =F (f(y)) f̃(y0) .

Since f̃ is pointed, i.e. f̃(y0) = u0 , this gives the dependent loop over f∗(p) that was sought:

transportF (f∗(p), u0) ≡ transportF (refl−1
f(y0)

� apf (p) � reflf(y0), u0)

= transportF (apf (p), u0) = transportF (apf (p), f̃(y0)) = f̃(y0) = u0 . ◀
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3.3 Classification theorem
After translating the lifting criterion, we are ready to state and prove the classification
of covering spaces in homotopy type theory. The theorem is given below. Note how the
subgroup associated to a covering space is not defined as the image of the covering map, but
is given in terms of dependent loops, like with the reformulated lifting criterion in Theorem 8.

▶ Theorem 9 (Classification, cf. [6, first half of Thm. 1.38]). Let (X,x0) be a pointed type, then
there exists an equivalence between pointed, connected covering spaces (F, u0) over (X,x0)
and subgroups of π1(X,x0) , obtained by associating to (F, u0) the subgroup H(F,u0) given by

H(F,u0)(|p|0) :≡ (transportF (p, u0) =F (x0) u0) ,

meaning that |p|0 : π1(X,x0) belongs to H(F,u0) : π1(X,x0) → Prop if there exists a loop
from u0 to u0 lying over p in F .

The theorem classifies connected covering spaces. Again, we follow Hou and Harper [9]’s
definition:

▶ Definition 10. A covering space F : X → Set is called connected if its total space
∑

X F

is connected.

Both the HoTT proof and the classical proof consists of two parts: showing that the
association in Theorem 9 is injective and surjective. Surjectivity is shown using the universal
covering space P constructed by Hou and Harper [9]. To show injectivity, the classical proof
uses the lifting criterion to construct maps between covering spaces X̃1 and X̃2 by lifting the
respective projections:

X̃1 X̃2 X̃1

X

p̃1

p1

p̃2

p2
p1

Unfortunately, we cannot use the lifting criterion for the same purpose in the HoTT-setting,
as the codomains of the maps we wish to construct are no longer spaces like X̃i , but families
Fi : X → Set . Therefore, we prove two new lemmas that give conditions for the existence
and uniqueness of maps between covering spaces defined as families of sets. They correspond
to the lifting criterion and the unique lifting property in the classical theory.

▶ Lemma 11. Let (F1, u1) and (F2, u2) be pointed covering spaces over a pointed type (X,x0)
with F1 connected. Then there exists a fiberwise map h :

∏
x:X F1(x) → F2(x) that preserves

the basepoint, meaning that h(x0, u1) = u2 , if and only if for all loops p : x0 =X x0 we have

(transportF1(p, u1) =F1(x0) u1) −→ (transportF2(p, u2) =F2(x0) u2) ,

meaning that existence of a loop from u1 to u1 over p in F1 implies existence of a loop
from u2 to u2 over p in F2 .

▶ Lemma 12. Let (F1, u1) and (F2, u2) be pointed covering spaces over a pointed type (X,x0)
with F1 connected. Then any two fiberwise maps h1, h2 :

∏
x:X F1(x) → F2(x) are equal if

they coincide in a single point, e.g. if h1(x0, u1) = h2(x0, u1) .

Since Lemma 11 serves as a “family of sets”-based version of the lifting criterion, its proof
is also similar to that of Theorem 8.
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Proof (Lemma 11). Assume that for all for all loops p : x0 =X x0 , existence of a dependent
loop of type (transportF1(p, u1) =F1(x0) u1) in F1 implies existence of a dependent loop of
type (transportF2(p, u2) =F2(x0) u2) in F2 . Let x : X and u : F1(x) . We construct h(x, u)
in the same way as the lift in the proof of the lifting criterion (Theorem 8), namely as
the transport of the designated point u2 : F2(x0) along a path to the fiber F2(x) . The
path which u2 is transported along is given in terms of a path in the total space of F1 .
Since F1 is connected, we only have the mere existence of such paths, so we need to show
that the construction of h(x, u) is path-independent. Like in the lifting criterion, we again
use extension by weak constancy (Lemma 2) to replicate this construction method in HoTT.

Take an arbitrary path of type (x0, u1) = (x, u) in the total space of F1 . This is
equivalent to an arbitrary path q : x0 =X x such that (transportF1(q, u1) =F1(x) u) . Since
transporting u1 along q yields u , it seems reasonable that transport of u2 along q should
give h(x, u) . So, define h(x, u) as:

h(x, u) :≡ transportF2(q, u2) : F2(x) .

It remains to show that any two paths in (x0, u1) = (x, u) produce the same point h(x, u) .
It suffices to show that any two paths q1, q2 : x0 =X x satisfying (transportF1(qi, u1) =F1(x) u)
yield the same value for h(x, u) . Let q1, q2 be such paths. Like in the proof of the lifting
criterion (Theorem 8), (q1 � q

−1
2 ) is a loop of type x0 =X x0 and it holds that

transportF1(q1 � q
−1
2 , u1) =F1(x0) u1 , and so transportF2(q1 � q

−1
2 , u2) =F2(x0) u2 .

It follows that (transportF2(q1, u2) =F2(x0) transportF2(q2, u2)) , so h(x, u) is well-defined.
To prove pointedness, we utilize that we have access to an explicit loop reflx0 : x0 =X x0

which satisfies (transportF1(reflx0 , u1) ≡ u1) . This allows us to compute h(x0, u1) :

h(x0, u1) = transportF2(reflx0 , u2) ≡ u2 .

Conversely, let h :
∏

x:X F1(x) → F2(x) be a basepoint-preserving, fiberwise map between
covering spaces, let p : x0 =X x0 be a loop and assume there exists a dependent loop of type
(transportF1(p, u1) =F1(x0) u1) . By Lemma 1, the family h(x, –) commutes with transport,
which implies the existence of a dependent loop at h(x0, u1) over p in F2 , namely

transportF2(p, h(x0, u1)) = h(x0, transportF1(p, u1)) = h(x0, u1) .

Since h(x0, u1) = u2 , we thus have a dependent loop of type (transportF2(p, u2) =F2(x0) u2) ,
which is what we needed. ◀

Proof (Lemma 12). Let h1, h2 :
∏

x:X F1(x) → F2(x) be fiberwise maps and w.l.o.g. assume
they coincide in u1, so h1(x0, u1) = h2(x0, u2) . Let x : X and u : F1(x) be arbitrary, the
goal is to prove the proposition h1(x, u) =F2(x) h2(x, u) . F1 is connected, so the mere path
type ∥(x0, u1) = (x, u)∥ is inhabited. As the goal is a proposition, the truncation can be
stripped, leaving an explicit path. This path is equivalent to a path p : x0 =X x that satisfies
(transportF1(p, u1) =F1(x0) u) . Lemma 1 implies that the families hi(x, –) commute with
transport, so

hi(x, u) = hi(x, transportF1(p, u1)) = transportF2(p, hi(x0, u1))

for i = 1, 2 . By the assumption h1(x0, u1) = h2(x0, u1) , we thus have h1(x, u) = h2(x, u) for
arbitrary x and u . ◀
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Using Lemma 11 and 12 as replacements for the lifting criterion and the unique lifting
property, we give a proof for the classification theorem in HoTT. Again, the proof itself
closely follows the argument used by Hatcher [6].

Proof (Theorem 9). We need to show that the association (F, u0) 7→ H(F,u0) is an equival-
ence, meaning that it is both injective and surjective.

The proof of surjectivity uses the universal covering space P : X → Set constructed by
Hou and Harper [9] ; the fibers P (x) are defined as the sets of paths from x0 to x

P (x) :≡ ∥x0 =X x∥0 .

Let H : π1(X,x0) → Prop be a subgroup. We follow Hatcher [6] for the construction of a
covering space FH . Let ∼x denote the relation on ∥x0 =X x∥0 defined by

q1 ∼x q2 :≡ H(q1 � q
−1
2 ) with q1, q2 : ∥x0 =X x∥0 .

Since H is closed under group operations, ∼x is an equivalence relation. The covering space
FH : X → Set is then defined as the set-quotient of P w.r.t ∼ :

FH(x) :≡ P (x)/ ∼x with designated point uH :≡ [ |reflx0 |0] : FH(x0) .

Connectedness of FH follows along similar lines as Lemma 3.11.8 in the HoTT book [17].
In order to reason about the terms v : FH(x) as being given by representatives v ≡ [p′]
with p′ : ∥x0 =X x∥ , we do need to perform induction on the quotient type. The (higher)
coherence conditions required are satisfied because a type being connected is a proposition.

We need to show that the subgroup H(FH ,uH ) is equal to H . This is equivalent to showing
that for all loops p : x0 =X x0 there is an equivalence

H(|p|0) ≃
(
transportFH (p, uH) =FH (x0) uH

)
( ≡ H(FH ,uH )(|p|0) ) .

(Being an equivalence is a proposition, so the truncation from loops in π1(X,x0) ≡
∥x0 =X x0∥0 can be stripped.) Let p : x0 =X x0 . By definition of (FH , uH) , the dependent
loop type (transportFH (p, uH) =FH (x0) uH) can be rewritten as [ |p|0] =FH (x0) [ |reflx0 |0]
because uH ≡ [ |reflx0 |0] and

transportFH (p, uH) ≡ transportFH (p, [ |reflx0 |0]) = [ |transportx 7→x0=X x(p, reflx0 )|0] = [ |p|0] ,

where we use that the family of maps [ |– |0] : (x0 =X x) → FH(x) commutes with transport
(Lemma 1). Since ∼x0 is an equivalence relation, [ |p|0] =FH (x0) [ |reflx0 |0] is equivalent to
|p|0 ∼x0 |reflx0 |0 , which, by definition, is equivalent to H(|p|0 � |reflx0 |0−1) and hence H(|p|0) .
Thus, the subgroups H(FH ,uH ) and H are equal.

We now show that the association (F, u0) 7→ H(F,u0) is injective. Assume that for two
connected, pointed covering spaces (F1, u1) and (F2, u2) , it holds that H(F1,u1) = H(F2,u2) .
By definition of these subgroups, this implies that for all loops p : x0 =X x0 we have(

transportF1(p, u1) =F1(x0) u1
)

≃
(
transportF2(p, u2) =F2(x0) u2

)
.

(Again, truncations can be stripped from loops in π1(X,x0) as the goal (F1, u1) = (F2, u2)
is a proposition.) By Lemma 11 there exist fiberwise maps h12 :

∏
x:X F1(x) → F2(x) and

h21 :
∏

x:X F2(x) → F1(x) such that h12(x0, u1) = u2 and h21(x0, u2) = u1 . By Lemma 12,
it holds that h21 ◦ h12 = idF1 and h12 ◦ h21 = idF2 , because these maps coincide in the
designated points (x0, u1) and (x0, u2) , namely

h21(x0, h12(x0, u1)) = u1 ≡ idF1(x0, u1) and h12(x0, h21(x0, u2)) = u2 ≡ idF2(x0, u2) .
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Hence, h12 and h21 are each other’s inverses, and so h12 is a basepoint-preserving, fiberwise
equivalence from (F1, u1) to (F2, u2). By Lemma 4 this means the pointed covering spaces
are equal, thus proving the classification theorem. ◀

4 Canonical change of basepoint

To develop the necessary theory to prove Exercise 3.3.11 from Hatcher’s Algebraic Topology [6]
– our initial goal – we needed the existence of change-of-basepoint isomorphisms between
homotopy groups of spheres, πn(Sn, x) ∼= πn(Sn, y) . Such isomorphisms were needed to
define the degree of a non-pointed map Sn → Sn . The degree is easy to define for pointed
maps, but for non-pointed maps you need a consistent way to associate πn(Sn, f(base)) with
πn(Sn, base) . In this section we prove some classical results on the existence of change-of-
basepoint isomorphisms for connected spaces in general.

In classical homotopy theory, any path p from a to b in a topological space X induces
a change-of-basepoint isomorphism between homotopy groups πn(X, a) ∼= πn(X, b) . The
isomorphism depends on the homotopy class of the path p . In the case that X is simply-
connected, the isomorphism can be considered canonical – there is only one class of paths
from a to b .

In homotopy type theory, this change-of-basepoint isomorphism is given by transport
along a path p : a =X b, but usually we do not have access to such a path explicitly. If X
is connected, all we have is that the mere path type ∥a =X b∥ is inhabited. However, if
transport along any specific path of type a =X b yields the same isomorphism, we can still
obtain an explicit isomorphism from ∥a =X b∥ via extension by weak constancy (Lemma 2).
The result we call a canonical change-of-basepoint isomorphism, since it is independent on
the path p : a =X b .
▶ Note. Because extension by weak constancy requires the constructed object’s type to be
a set, we cannot do away with the set-truncations in πn(X,x) ≡ ∥Ωn(X,x)∥0 as we often
could in Section 3.

The condition that transport along every path in a =X b results in the same map
πn(X, a) → πn(X, b) is equivalent to the condition that the fundamental group π1(X, a) acts
trivially on the higher homotopy groups πn(X, a) . The latter is a well-studied property.

▶ Definition 13 (π1-action). Let (X,x0) be a pointed type. The action of π1(X,x0) on the
higher homotopy groups πn(X,x0) is defined on truncated loops |p|0 : π1(X,x0) by

|p|0 . u :≡ transportπn(X, – )(p−1, u) ,

with u : πn(X,x0) . The inversion p−1 is to obtain a left action. The action is called trivial
if multiplication by any term p′ : π1(X,x0) leaves u : πn(X,x0) unchanged, i.e. p′ . u = u .

▶ Lemma 14. Let X be a type with points a, b : X. Then the following propositions hold:
(i) for all paths q1, q2 : a =X b we have (transportπn(X, – )(q1, –) = transportπn(X, – )(q2, –))

if the π1(X, a)-action on πn(X, a) is trivial.
(ii) the π1(X, a)-action on πn(X, a) is trivial if the mere path type ∥a =X b∥ is inhabited and

for all q1, q2 : a =X b it holds that (transportπn(X, – )(q1, –) = transportπn(X, – )(q2, –)) .

▶ Corollary 15. Let X be a type with points a, b : X . There exists a change-of-basepoint
isomorphism φ : πn(X, a) ∼= πn(X, b) which is canonical, in the sense that for all p : a =X b

it holds that φ = transportπn(X, – )(p, –) , if and only if the π1(X, a)-action on πn(X, a) is
trivial.
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Proof (Lemma 14). We first show part (i). Assume that the π1(X, a) action on πn(X, a) is
trivial. Since the goal is to show a proposition, this assumption can be stated as

transportπn(X, – )(p−1, u) = u ,

for any loop p : a =X a and u : πn(X, a) . Let q1, q2 : a =X b , then (q1 � q−1
2 ) is a loop of

type a =X a , so by assumption it holds that

transportπn(X, – )(q−1
2 , transportπn(X, – )(q1, u)) = transportπn(X, – )(q1 � q

−1
2 , u) = u ,

for all u : πn(X, a) . The result follows by applying transportπn(X, – )(q2, –) to both sides.
Now for part (ii). Assume the mere path type ∥a =X b∥ is inhabited and that for all

paths q1, q2 : a =X b it holds that (transportπn(X, – )(q1, –) = transportπn(X, – )(q2, –)) . Now
let p′ : π1(X, a) and u : πn(X, a) . Since the goal is to show a proposition, we may assume
that p′ ≡ |p|0 for some loop p : a =X a . We also strip the truncation from ∥a =X b∥ to obtain
an explicit path pab : a =X b . By assumption, transport along both paths (p−1 �pab) : a =X b

and pab : a =X b yields the same function, so

transportπn(X, – )(pab, transportπn(X, – )(p−1, u)) = transportπn(X, – )(p−1 � pab, u)

= transportπn(X, – )(pab, u) ,

for all u : πn(X, a) . Applying transportπn(X, – )(p−1
ab , –) to both sides yield the desired result

that (transportπn(X, – )(p−1, u) = u) . ◀

The following theorem collects some results on triviality of the π1-action in homotopy
type theory. Results (i) and (ii) cover the cases where (X,x0) :≡ (Sn, base) , giving us the
canonical change-of-basepoint isomorphisms πn(Sn, x) ∼= πn(Sn, y) we needed to define the
degree for non-pointed maps. In working on these results, we also managed to prove third,
more complicated result, for which we were unable to find a reference in the classical theory.

▶ Theorem 16. Let (X,x0) be a pointed type.
(i) If X is simply-connected, then the action of π1(X,x0) on πn(X,x0) is trivial for

all n ≥ 1;
(ii) The fundamental group π1(X,x0) is abelian if and only if the action of π1(X,x0) on

itself is trivial;
(iii) If merely for all loops p, q : Ω(X,x0) it holds that p�q = q �p , then the action of π1(X,x0)

on πn(X,x0) is trivial for all n ≥ 1 .

Results (i) and (ii) follow quickly in both the synthetic and classical setting.

Proof (Theorem 16, result (i)). Let X be a simply-connected space. We need to show
that (p′ . u =πn(X,x0) u) for all p′ : π1(X,x0) and u : πn(X,x0) ; this is a proposition, so
it suffices to show this claim for truncated loops p′ ≡ |p|0 only. Let p : x0 =X x0 , then
since X is simply-connected, there exists a mere homotopy

∥∥p−1 = reflx0

∥∥ between p−1

and the constant path reflx0 . Again, we can strip the truncation to obtain an explicit
homotopy h : p−1 = reflx0 , which implies that

|p|0 . u ≡ transportπn(X, – )(p−1, u) = transportπn(X, – )(reflx0 , u) ≡ u ,

for all u : πn(X,x0) . ◀
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Proof (Theorem 16, result (ii)). First, note that since truncation |– |0 : (x = x) → π1(X,x)
commutes with transport (Lemma 1), and transport in the loop space (x0 = x0) equals
conjugation (Lemma 2.11.2 in [17]), we have that for all loops p, q : x0 =X x0 ,

transportπ1(X, – )(p−1, |q|0) =
∣∣transportx 7→x=X x(p−1, q)

∣∣
0 =

∣∣p � q � p−1∣∣
0 ≡ |p|0 · |q|0 · |p|0

−1 ,

where the final equality is because of the definition of the group operations on π1(X,x) .
Now, assume that π1(X,x0) is abelian and let p′, q′ : π1(X,x0) . Since the goal is to show

a proposition, we may assume that p′ ≡ |p|0 and q′ ≡ |q|0 for some loops p, q : x0 =X x0 , so
by commutativity of π1(X,x0) we have that

transportπ1(X, – )(p−1, |q|0) = |p|0 · |q|0 · |p|0
−1 = |q|0 .

Conversely, assume that the π1(X,x0)-action on itself is trivial and let p′, q′ : π1(X,x0) .
Since the goal is to show a proposition, we may again assume that p′ ≡ |p|0 and q′ ≡ |q|0 for
some loops p, q : x0 =X x0 . Then, using the same equation as before, it holds that

|p|0 · |q|0 · |p|0
−1 = transportπ1(X, – )(p−1, |q|0) = |q|0 ,

so p′ · q′ ≡ |p|0 · |q|0 = |q|0 · |p|0 ≡ q′ · p′ . ◀

Before proving result (iii) of Theorem 16, let us discuss its assumption, namely that

“merely for all loops p, q : Ω(X,x0) it holds that p � q = q � p”. (3)

On the surface, this seems to just say that the fundamental group π1(X,x0) is abelian,
but statement (3) is stronger. Consider, for example, the space S1 ∨ S2 . Its fundamental
group is abelian, but the action of π1 on π2 is not trivial. If (3) could be weakened to just
demanding that the fundamental group π1(X,x0) is abelian, then S1 ∨ S2 would serve as a
counterexample to result (iii).

The subtle difference between these statements is caused by where the propositional
truncation, indicated by the word merely, is placed. In HoTT, there exists a map∥∥∥ ∏

p,q:Ω(X,x0)

p � q = q � p
∥∥∥ −→

∏
p,q:Ω(X,x0)

∥∥∥ p � q = q � p
∥∥∥ ,

but, in general, this is not an equivalence. The type on the left-hand side expresses
statement (3), the type on the right-hand side is equivalent, via Theorem 7.3.12 in [17], to
the statement that the fundamental group π1(X,x0) is abelian. According to Remark 3.8.4
in the HoTT book [17], it is admissible to assume that an inverse exists – which is equivalent
to assuming the axiom of choice – if the loop space Ω(X,x0) is a set. In general this is not
the case, as with the space S1 ∨ S2 .

What are the kind of spaces that satisfy the hypothesis in result (iii)? Classically,
loop spaces in which composition is commutative are called homotopy commutative. The
commutativity is allowed to only hold up to homotopy, which is the default setting for equality
between paths in homotopy type theory. By the Eckmann-Hilton argument, every H-space
has a commutative loop space, but not every commutative loop space arises in this way, e.g.
James Stasheff [16, Thm. 1.18] proved that CP3 has a commutative loop space. Hideyuki
Kachi [11] also presents a plethora of finite CW complexes with commutative loop spaces,
their focus is on simply-connected spaces – for which triviality of the π1-action is already
covered by result (i) – but they also briefly discuss non simply-connected CW complexes.

Proving result (iii) takes more work than results (i) and (ii).
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Proof (Theorem 16, result (iii)). Assume that merely for all loops p, q : Ω(X,x0) it holds
that p � q = q � p . We claim that it suffices to merely show that transport in Ωn is trivial, i.e.
that the type∥∥∥ ∏

p:Ω(X,x0)

∏
u:Ωn(X,x0)

transportΩn(X, – )(p−1, u) =Ωn(X,x0) u
∥∥∥ (4)

is inhabited. This type implies that for all loops p : x0 =X x0 and u : Ωn(X,x0) the mere path
type

∥∥transportΩn(X, – )(p−1, u) =Ωn(X,x0) u
∥∥ is inhabited, which by Theorem 7.3.12 in [17], is

equivalent to an equality between truncated loops, |transportΩn(X, – )(p−1, u)|0 =πn(X,x0) |u|0 .
As |– |0 : Ωn(X,x) → πn(X,x) commutes with transport by Lemma 1, this implies that

|p|0 . |u|0 ≡ transportπn(X, – )(p−1, |u|0) = |transportΩn(X, – )(p−1, u)|0 = |u|0 ,

which says that the action of π1(X,x0) on πn(X,x0) is trivial. (Since triviality of the
π1(X,x0)-action is a proposition, it suffices to only show the triviality for truncated loops of
the form |p|0 : π1(X,x0) and |u|0 : πn(X,x0) .)

We proceed to show statement (4) by induction on n . The base case n = 1 follows directly
from the assumption. Since (4) is a proposition, the “merely” part in the initial assumption
can be stripped, leaving us with the fact that composition in the loop space is commutative.
Together with Lemma 2.11.2 in [17], which says that transport in Ω(X,x) ≡ (x =X x) equals
conjugation, it holds that

transportΩ(X, – )(p−1, q) = p � q � p−1 = q for all loops p, q : (x0 =X x0) .

For the inductive step, assume that (4) holds for n, we need to show it holds for n+ 1 .
Since both the induction hypothesis and the goal are propositionally truncated, we can strip
both truncations. The resulting induction hypothesis says that transport in Ωn is trivial, i.e.

transportΩn(X, – )(p−1, u) =Ωn(X,x0) u for all p : x0 =X x0 and u : Ωn(X,x0) .

By functional extensionality, this gives an equality between maps Ωn(X,x0) → Ωn(X,x0) ,

hp : transportΩn(X, – )(p−1, –) = idΩn(X,x0) . (5)

Now, let p : x0 =X x0 and v : Ωn+1(X,x0) . The goal is to show that transport in Ωn+1 is
trivial, i.e.

transportΩn+1(X, – )(p−1, v) =Ωn+1(X,x0) v .

The next part involves a lot of complicated equations. We use a theorem from the HoTT
book [17] to relate transport in Ωn+1 to transport in Ωn ; from there we use the induction
hypothesis, namely the path hp , to relate transport in Ωn to the identity on Ωn ; using the
previous two steps, we obtain an expression of transport in Ωn+1 as a conjugation of the
original (n+ 1)-dimensional loop v in Ωn+1 ; using that composition in Ωn+1 commutes, we
get that transport in Ωn+1 is trivial.

By Theorem 2.11.4 [17], transport in Ωn+1 can be related to transport in Ωn . Recall
that v : Ωn+1(X,x0) ≡ (refln

x0
= refln

x0
) , so

transportΩn+1(X, – )(p−1, v)
= (apdrefln

( – )
(p−1))−1 � (aptransportΩn(X, – )(p−1, – )(v)) � (apdrefln

( – )
(p−1)) , (6)

where apdrefln
( – )

(p−1) : transportΩn(X, – )(p−1, refln
x0

) =Ωn(X,x0) refln
x0

is a dependent equality
between refln

x0
and itself.
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Using the path hp from the induction hypothesis (5), the middle term in (6) can be
rewritten as

aptransportΩn(X, – )(p−1, – )(v) = transportφ 7→φ(refln
x0 )=φ(refln

x0 )(h−1
p , apidΩn (v))

= (apφ 7→φ(refln
x0 )(h−1

p ))−1 � apidΩn (v) � (apφ7→φ(refln
x0 )(h−1

p ))

≡ (apφ7→φ(refln
x0 )(h−1

p ))−1 � v � (apφ7→φ(refln
x0 )(h−1

p )) , (7)

where the second equality follows from Theorem 2.11.3 in [17]. The term apφ7→φ(refln
x0 )(h−1

p )
is of type refln

x0
≡ idΩn(refln

x0
) = transportΩn(X, – )(p−1, refln

x0
) , the reverse equality of the

term apdrefln
( – )

(p−1) in (6).

Combining equations (6) and (7), we have that transportΩn+1(X, – )(p−1, v) equals

(apdrefln
( – )

(p−1))−1 � (apφ7→φ(refln
x0 )(h−1

p ))−1 � v � (apφ7→φ(refln
x0 )(h−1

p )) � (apdrefln
( – )

(p−1)) .

Note that (apφ7→φ(refln
x0 )(h−1

p )) � (apdrefln
( – )

(p−1)) is a (n + 1)-dimensional loop of the type
refln

x0
= refln

x0
, just like v . Transportation in Ωn+1 thus comes down to conjugation with

some (n+ 1)-cell, just like in Ω1 . Since n+ 1 ≥ 2 , composition of (n+ 1)-cells in Ωn+1 is
commutative, which gives us that

transportΩn+1(X, – )(p−1, v) = p̃−1 � v � p̃ = v ,

with p̃ :≡ (apφ7→φ(refln
x0 )(h−1

p )) � (apdrefln
( – )

(p−1)) , i.e. transport in Ωn+1 is trivial. ◀

Relation to free pointedness
Whereas we used change-of-basepoint isomorphisms πn(Sn, x) ∼= πn(Sn, y) to define the
degree for non-pointed maps Sn → Sn , Hou [7] takes a different approach: they observe
that the degree-map (Sn → Sn) → Z takes values in a set, so it suffices to define the map on
the set-truncation ∥Sn → Sn∥0 . They then use that, on the level of sets, pointedness is free,
meaning that for n ≥ 1 the projection that forgets about pointedness is an equivalence, i.e.

∥(Sn, base) · → (Sn, base)∥0 ≃ ∥Sn → Sn∥0 .

In [3], Buchholtz and Hou provide an intuition as to why this map is an equivalence: for any
map f : Sn → Sn , the suspension susp(f) : Sn+1 → Sn+1 is automatically pointed and by
the Freudenthal suspension theorem all maps Sn+1 → Sn+1 are of this form.

Hou’s approach to defining the degree map and the approach in this article are more
similar than they appear on first sight. In this section, we show a classical statement relating
basepoint-preserving and free homotopy classes of functions. In HoTT, these are encoded
as the sets of pointed maps ∥(Z, z0) · → (X,x0)∥0 and non-pointed maps ∥Z → X∥0 . From
this classical statement, it follows that the forgetful map

∥(Z, z0) · → (X,x0)∥0 −→ ∥Z → X∥0

is an equivalence precisely when the π1(X,x0)-action on pointed maps ∥(Z, z0) · → (X,x0)∥0
is trivial. Moreover, for (Z, z0) :≡ (Sn, base) , the π1-action on ∥(Sn, base) · → (X,x0)∥0
coincides with the π1-action on higher homotopy groups πn under the equivalence

∥(Sn, base)) · → (X,x0)∥0
∼= πn(X,x0)

from Lemma 6.5.4 in the HoTT book [17]. Thus, in the end both approaches rest on the
triviality of the π1-action on the higher homotopy groups of spheres.
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Similar to the π1-action on higher homotopy groups (Definition 13), the π1-action on the
set of pointed maps is defined using transport. Following Hatcher [6], this action is defined
as a right action, as opposed to the action on higher homotopy groups which is a left action.

▶ Definition 17 (π1-action on pointed maps). Let (Z, z0) and (X,x0) be pointed types. The
action of π1(X,x0) on the set of pointed maps ∥(Z, z0) · → (X,x0)∥0 is defined on truncated
loops |p|0 : π1(X,x0) as

f . |p|0 :≡ transport∥(Z,z0) ·→(X, – )∥0(p, f)

with f : ∥(Z, z0) · → (X,x0)∥0 .

Alternatively, the π1-action on pointed maps can be expressed as follows.

▶ Lemma 18. Let (Z, z0) and (X,x0) be pointed types. For all loops p : x0 =X x0 and
truncated, pointed maps |(f, wf )|0 : ∥(Z, z0) · → (X,x0)∥0 , it holds that

|(f, wf )|0 . |p|0 = |(f, wf
� p)|0 ,

i.e. the π1-action only acts on the proof of pointedness wf : f(z0) =X x0 .

Proof. Let |p|0 : π1(X,x0) and |(f, wf )|0 : ∥(Z, z0) · → (X,x0)∥0 . Transport in the type
family ((Z, z0) · → (X, –)) ≡

∑
(g:Z→X) g(z0) =X (–) can be rewritten as

transport(Z,z0) ·→(X, – )(p, (f, wf )) = (f, transportf(z0)=( – )(p, wf )) . (8)

This follows from a more general statement where p is a free path (meaning that we also
have universal quantification over its endpoints), which holds by path induction. Using
equation (8) and that truncation |– |0 commutes with transport by Lemma 1, it holds that

transport∥(Z,z0) ·→(X, – )∥0(p, |(f, wf )|0) = |transport(Z,z0) ·→(X, – )(p, (f, wf ))|0
= |(f, transportf(z0)=( – )(p, wf ))|0 = |(f, wf

� p)|0 ,

where the final equality is by Theorem 2.11.2 in [17]. ◀

The π1-action on pointed maps coincides with the π1-action on higher homotopy groups,
modulo an inversion to account for the difference in left and right action.

▶ Lemma 19. Let (X,x0) be a pointed type, then there exists an equivalence

φ : ∥(Sn, base) · → (X,x0)∥0
∼= πn(X,x0) ,

and φ(f . p) = p−1 . φ(f) for loops p : π1(X,x0) and maps f : ∥(Sn, base) · → (X,x0)∥0 .

Proof. The equivalence φ comes from Lemma 6.5.4 in [17] . Moreover, we actually have a
family of equivalences φx : ∥(Sn, base) · → (X,x)∥0

∼= πn(X,x) . Let p′ : π1(X,x0) and
f : ∥(Sn, base) · → (X,x0)∥0 . The goal is to show a proposition, namely an equality in the
set πn(X,x0) , so we can assume that p′ ≡ |p|0 for some p : x0 =X x0 . By Lemma 1, the
family of equivalences commutes with transport, which gives us that

φ(f . |p|0) ≡ φ(transport∥(Sn,base) ·→(X, – )∥0 (p, f)) = transportπn(X, – )(p, φ(f)) = |p|0
−1 . φ(f) . ◀

We now show the classical statement relating basepoint-preserving homotopy classes
∥(Z, z0) · → (X,x0)∥0 and free homotopy classes ∥Z → X∥0 in homotopy type theory. Note
that the classical formulation requires Z to be restricted to the class of CW complexes, but
this is not necessary in HoTT since ∞-groupoids already behave well enough.

TYPES 2023



1:20 Classification of Covering Spaces and Canonical Change of Basepoint

▶ Lemma 20 (cf. [6, Prop. 4A.2]). Let (Z, z0) and (X,x0) be pointed types with X con-
nected. The map that forgets pointedness induces an equivalence between the orbit set
∥(Z, z0) · → (X,x0)∥0 / π1(X,x0) and ∥Z → X∥0 .

The proof is kind of similar to the classical proof, but one needs to be able to read through
the homotopical interpretation to see the correspondence.

Proof. First, note that pr1 : ((Z, z0) · → (X,x0)) → (Z → X) indeed induces a map

ψ : ∥(Z, z0) · → (X,x0)∥0 / π1(X,x0) −→ ∥Z → X∥0 ,

which is given by ψ([ |(f, wf )|0]) :≡ |f |0 . To show that ψ is well-defined, we need to prove
that for all maps f ′

1, f
′
2 : ∥(Z, z0) · → (X,x0)∥0 in the same orbit it holds that ψ(f ′

1) = ψ(f ′
2) .

(The higher coherence conditions are automatically satisfied because ∥Z → X∥0 is a set.)
If f ′

1 and f ′
2 are in the same orbit, this means there exists a truncated loop p′ : π1(X,x0)

and a path wp′ : (f ′
1 . p

′) = f ′
2 . (Technically, we have only mere existence of p′ and wp′ ,

but this can be stripped since ψ(f ′
1) = ψ(f ′

2) is a proposition). Since one endpoint of wp

is free, namely f ′
2 , we can perform path induction on wp′ , meaning that we may assume

f ′
2 ≡ (f ′

1 . p
′) . The goal is then to show that ψ(f ′

1) = ψ(f ′
1 . p

′) . We may also assume that
p′ ≡ |p|0 and f ′

1 ≡ |(f1, wf1)|0 for some p : x0 =X x0 and (f1, wf1) : (Z, z0) · → (X,x0) . By
the alternative expression for the π1(X,x0)-action (Lemma 18), it holds that

f ′
1 . p

′ ≡ |p|0 . |(f1, wf1)|0 = |(f1, wf1
� p)|0 ,

from which it follows that

ψ(f ′
1) ≡ ψ(|(f1, wf1)|0) ≡ |f1|0 ≡ ψ(|(f1, wf1

� p)|0) = ψ(f ′
1 . p

′) .

Next, we show that ψ is surjective. Let f : Z → X , the goal is to merely construct a term
f• : ∥(Z, z0) · → (X,x0)∥0 / π1(X,x0) such that ψ(f•) = |f |0 . (We may strip the truncation
from ∥Z → X∥0 because the goal is a proposition). Since X is connected, ∥f(z0) =X x0∥ is
inhabited. Note that the goal is to merely construct a term in the preimage of f , so we can
strip this truncation, which yields an explicit path p : f(z0) =X x0 . We use this path to
define f• , namely

f• :≡ [ |(f, p)|0] : ∥(Z, z0) · → (X,x0)∥0 / π1(X,x0) ,

and we have that ψ(f•) ≡ ψ([ |(f, p)|0]) ≡ |f |0 .
To show injectivity, consider two terms in ∥(Z, z0) · → (X,x0)∥0 / π1(X,x0) of the form

[ |(f1, wf1)|0] and [ |(f2, wf2)|0] which satisfy ψ([ |(f1, wf1)|0]) = ψ([ |(f2, wf2)|0]) , meaning
|f1|0 = |f2|0 . The goal is to show that [ |(f1, wf1)|0] = [ |(f2, wf2)|0] . (We may assume
the terms [ |(fi, wfi

)|0] to be of this form because the goal is a proposition, which not only
allows us to strip the truncation from ∥(Z, z0) · → (X,x0)∥0 , but also to consider specific
representatives of the equivalence classes.) By Theorem 7.3.12 in [17], the assumption
|f1|0 = |f2|0 is equivalent to a mere equality ∥f1 = f2∥ . Stripping the truncation gives an
explicit path h′ : f1 = f2 , and thus also a homotopy h :

∏
z f1(z) = f2(z) . The goal is

equivalent to showing that |(f1, wf1)|0 and |(f2, wf2)|0 belong to the same orbit, i.e. showing
there (merely) exists a loop p : π1(X,x0) such that |(f1, wf1)|0 . p = |(f2, wf2)|0 . Choose
p :≡ |w−1

f1
� h(z0) � wf2 |0 , then by Lemma 18 it holds that

|(f1, wf1)|0 . |w
−1
f1

� h(z0) � wf2 |0 = |(f1, wf1
� (w−1

f1
� h(z0) � wf2))|0 = |(f1, h(z0) � wf2)|0 .
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It thus suffices to show that (f1, h(z0) �wf2) = (f2, wf2) . To turn the equality h′ : f1 = f2
into an equality of pointed maps (f1, h(z0) � wf2) = (f2, wf2) , we need to show that
(transportf 7→f(z0)=x0(h′, h(z0) � wf2) = wf2) , which holds since

transportf 7→f(z0)=x0(h′, h(z0) � wf2) = h(z0)−1 � (h(z0) � wf2) = wf2 ,

the first equality follows from path induction on h′ . This concludes the proof that ψ is a
well-defined equivalence. ◀

By the previous lemma, the forgetful map ∥(Z, z0) · → (X,x0)∥0 −→ ∥Z → X∥0 is
an equivalence precisely when the π1-action on pointed maps is trivial. Hence, both the
free pointedness of maps ∥(Z, z0) · → (X,x0)∥0 , and the existence of canonical change-of-
basepoint isomorphisms πn(X,x) ∼= πn(X, y) , are consequences of trivial π1-actions, the
same π1-action, in fact, when (Z, z0) :≡ (Sn, base) .

5 Discussion and Conclusion

In this article, we developed parts of algebraic topology in the synthetic language provided
by homotopy type theory (HoTT). We proved a synthetic version of the classification of
covering spaces, and synthetically explored the existence of canonical change-of-basepoint
isomorphisms between homotopy groups.

Developing this theory synthetically required translating the classical definitions and
statements into HoTT and there is some freedom in picking what translation to use. Some
translations are easier to work with than others. For those interested in formalizing some
topics from algebraic topology in HoTT themselves, we recommend the following:
1. Use type families P : X → Type instead of the total space

∑
X P . Although this perspect-

ive takes some getting used to (especially when coming from classical mathematics), using
type families directly allows more relations to be encoded as judgmental equalities instead
of propositional ones, saving you from having to carry these around using transport.

2. Some direct translations using concepts from the HoTT book [17] can be simplified. In
the case of the lifting criterion, we found an alternative condition that saved us from a
lot of truncations (see Lemma 7).

We were able to closely mirror the classical proofs found in a standard reference like
Hatcher’s Algebraic Topology [6]. Extension by weak constancy (Lemma 2) proved vital to
reproduce classical constructions that rely on the mere existence of paths. The transport
operation does feature more prominently in HoTT proofs than in the classical ones: it is used
to construct both homotopy lifts, homotopy extensions, and to define dependent paths. The
notions of transport and dependent paths do faithfully represent the geometrical reasoning in
the classical proofs. (The abundance of transport operations did make us appreciate all the
lemmas in the HoTT book characterizing transport in different type families [17, Ch. 2].)

We see both advantages and disadvantages with the synthetic approach to algebraic
topology. The low-level encoding of mathematical concepts allows one to be more explicit
about the objects involved without being overwhelmed by notation, and the theory can be
mechanized in proof assistants much more easily. Truncations are a nice way to make explicit
the difference between constructive and platonic existence statements in mathematics, as
with the mere existence of a paths in a path-connected spaces. On the other hand, they are
a nuisance to deal with. In Section 3, we managed to avoid a lot of truncations since the
fibers F (x) of a covering space are sets, but we were not so lucky in Section 4. By the end
we had gotten used to working with them – and hopefully the reader with us.
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At the start of this project, we only had a passing knowledge of what made HoTT special
compared to the standard flavor of Martin-Löf type theory. Having formalized some classical
results from algebraic topology ourselves, we have gained a better understanding and deeper
appreciation for concepts like transport, truncations, and univalence.

References
1 Andrej Bauer, Jason Gross, Peter LeFanu Lumsdaine, Michael Shulman, Matthieu Sozeau,

and Bas Spitters. The HoTT Library: A Formalization of Homotopy Type Theory in Coq.
In Proceedings of the 6th ACM SIGPLAN Conference on Certified Programs and Proofs,
CPP 2017, pages 164–172, New York, NY, USA, 2017. Association for Computing Machinery.
doi:10.1145/3018610.3018615.

2 Guillame Brunerie. On the homotopy groups of spheres in homotopy type theory. PhD thesis,
Laboratoire J.A. Dieudonné, August 2016. doi:10.48550/arXiv.1606.05916.

3 Ulrik Buchholtz and Kuen-Bang Hou. Cellular Cohomology in Homotopy Type Theory. Logical
Methods in Computer Science, Volume 16, Issue 2, June 2020. doi:10.23638/LMCS-16(2:
7)2020.

4 Ulrik Buchholtz, Floris van Doorn, and Egbert Rijke. Higher Groups in Homotopy Type
Theory. In Proceedings of the 33rd Annual ACM/IEEE Symposium on Logic in Computer
Science, LICS ’18, pages 205–214, New York, NY, USA, 2018. Association for Computing
Machinery. doi:10.1145/3209108.3209150.

5 Paolo Capriotti, Nicolai Kraus, and Andrea Vezzosi. Functions out of Higher Truncations. In
Stephan Kreutzer, editor, 24th EACSL Annual Conference on Computer Science Logic, CSL
2015, September 7-10, 2015, Berlin, Germany, volume 41 of LIPIcs, pages 359–373, Dagstuhl,
Germany, 2015. Schloss Dagstuhl – Leibniz-Zentrum für Informatik. doi:10.4230/LIPIcs.
CSL.2015.359.

6 Allen Hatcher. Algebraic Topology. Cambridge University Press, 2002. URL: https://pi.
math.cornell.edu/~hatcher/AT/ATpage.html.

7 Kuen-Bang Hou (Favonia). Higher-Dimensional Types in the Mechanization of Homotopy
Theory. PhD thesis, Carnegie Mellon University, February 2017. URL: https://favonia.org/
thesis.

8 Kuen-Bang Hou (Favonia), Eric Finster, Daniel R. Licata, and Peter LeFanu Lumsdaine. A
Mechanization of the Blakers–Massey Connectivity Theorem in Homotopy Type Theory. In
Martin Grohe, Eric Koskinen, and Natarajan Shankar, editors, Proceedings of the 31st Annual
ACM/IEEE Symposium on Logic in Computer Science, LICS ’16, New York, NY, USA, July
5-8, 2016, pages 565–574, 2016. doi:10.1145/2933575.2934545.

9 Kuen-Bang Hou (Favonia) and Robert Harper. Covering Spaces in Homotopy Type Theory. In
Silvia Ghilezan, Herman Geuvers, and Jelena Ivetić, editors, 22nd International Conference on
Types for Proofs and Programs (TYPES 2016), volume 97 of Leibniz International Proceedings
in Informatics (LIPIcs), pages 11:1–11:16, Dagstuhl, Germany, 2018. Schloss Dagstuhl –
Leibniz-Zentrum für Informatik. doi:10.4230/LIPIcs.TYPES.2016.11.

10 Kuen-Bang Hou (Favonia) and Michael Shulman. The Seifert-van Kampen Theorem in
Homotopy Type Theory. In Jean-Marc Talbot and Laurent Regnier, editors, 25th EACSL
Annual Conference on Computer Science Logic, CSL 2016, August 29 - September 1, 2016,
Marseille, France, volume 62 of LIPIcs, pages 22:1–22:16, Dagstuhl, Germany, 2016. Schloss
Dagstuhl – Leibniz-Zentrum für Informatik. doi:10.4230/LIPIcs.CSL.2016.22.

11 Hideyuki Kachi. Homotopy commutativity of the loop space of a finite CW-complex. Hiroshima
Mathematical Journal, 20(2):365–384, 1990. doi:10.32917/hmj/1206129185.

12 Krzysztof Kapulkin and Peter LeFanu Lumsdaine. The simplicial model of Univalent Founda-
tions (after Voevodsky). Journal of European Mathematical Society, 23(6):2071–2126, March
2021. doi:10.4171/JEMS/1050.

https://doi.org/10.1145/3018610.3018615
https://doi.org/10.48550/arXiv.1606.05916
https://doi.org/10.23638/LMCS-16(2:7)2020
https://doi.org/10.23638/LMCS-16(2:7)2020
https://doi.org/10.1145/3209108.3209150
https://doi.org/10.4230/LIPIcs.CSL.2015.359
https://doi.org/10.4230/LIPIcs.CSL.2015.359
https://pi.math.cornell.edu/~hatcher/AT/ATpage.html
https://pi.math.cornell.edu/~hatcher/AT/ATpage.html
https://favonia.org/thesis
https://favonia.org/thesis
https://doi.org/10.1145/2933575.2934545
https://doi.org/10.4230/LIPIcs.TYPES.2016.11
https://doi.org/10.4230/LIPIcs.CSL.2016.22
https://doi.org/10.32917/hmj/1206129185
https://doi.org/10.4171/JEMS/1050


J. Wemmenhove, C. Manea, and J. Portegies 1:23

13 Daniel R. Licata and Guillaume Brunerie. πn(Sn) in Homotopy Type Theory. In Georges
Gonthier and Michael Norrish, editors, Certified Programs and Proofs, pages 1–16, Cham,
2013. Springer International Publishing. doi:10.1007/978-3-319-03545-1_1.

14 Axel Ljüngstrom and Anders Mörtberg. Formalizing π4(S3) ∼= Z/2Z and Computing a Brunerie
Number in Cubical Agda. In 2023 38th Annual ACM/IEEE Symposium on Logic in Computer
Science (LICS), pages 1–13, Los Alamitos, CA, USA, June 2023. IEEE Computer Society.
doi:10.1109/LICS56636.2023.10175833.

15 Michael Shulman. Brouwer’s fixed-point theorem in real-cohesive homotopy type the-
ory. Mathematical Structures in Computer Science, 28(6):856–941, 2018. doi:10.1017/
S0960129517000147.

16 James Stasheff. On homotopy Abelian H-spaces. Mathematical Proceedings of the Cambridge
Philosophical Society, 57(4):734–745, 1961. doi:10.1017/S0305004100035878.

17 The Univalent Foundations Program. Homotopy Type Theory: Univalent Foundations of
Mathematics. https://homotopytypetheory.org/book, Institute for Advanced Study, 2013.

18 Jelle Wemmenhove, Cosmin Manea, and Jim Portegies. Formalization of Classification of
Covering Spaces and Canonical Change of Basepoint in HoTT. Software, version 0.3., sw-
hId: swh:1:dir:bea0c0af55e3ec9869679f3a5611cc5154a9ddbf (visited on 2024-07-19). URL:
https://gitlab.tue.nl/computer-verified-proofs/covering-spaces.

TYPES 2023

https://doi.org/10.1007/978-3-319-03545-1_1
https://doi.org/10.1109/LICS56636.2023.10175833
https://doi.org/10.1017/S0960129517000147
https://doi.org/10.1017/S0960129517000147
https://doi.org/10.1017/S0305004100035878
https://homotopytypetheory.org/book
https://archive.softwareheritage.org/swh:1:dir:bea0c0af55e3ec9869679f3a5611cc5154a9ddbf;origin=https://gitlab.tue.nl/computer-verified-proofs/covering-spaces;visit=swh:1:snp:6b1d9a68d2f10e958534db29214f30ddd1dd9db3;anchor=swh:1:rev:cfc827a2b07f8cb93b412bd6e551d31fae044fb9
https://gitlab.tue.nl/computer-verified-proofs/covering-spaces

	1 Introduction
	2 Background
	2.1 Topological interpretation
	2.1.1 Spaces, points, paths, and higher paths
	2.1.2 Type families, transport, and dependent paths
	2.1.3 Truncations and path-connectedness
	2.1.4 Loop spaces and homotopy groups

	2.2 Dealing with truncations
	2.3 Notation

	3 Classification of covering spaces
	3.1 Covering spaces in HoTT
	3.2 Lifting criterion
	3.3 Classification theorem

	4 Canonical change of basepoint
	5 Discussion and Conclusion

