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The fifth Conference on Information-Theoretic Cryptography (ITC 2024) took place from August 14–16, 2024, at Stanford University, USA. The general chairs were Mary Wootters and Dan Boneh, and the program chair was Divesh Aggarwal. As in previous editions, the conference was held in cooperation with the International Association for Cryptologic Research (IACR).

In its fifth year, ITC continued its mission of uniting the cryptography and information theory communities, and advancing research in all aspects of information-theoretic techniques for cryptography and security. This year, we introduced a new Highlights Track, aimed at showcasing outstanding recent results from other venues.

We received a total of 21 submissions, maintaining a high standard of quality. Following our tradition, we facilitated interactive and anonymous discussions with the authors to clarify technical issues. With the assistance of external reviewers, the program committee selected 11 papers for presentation. The proceedings contain the revised versions of these papers. The revisions were not reviewed, and the authors bear full responsibility for the content.

This year, we continued the tradition of featuring “spotlight talks” that highlight exciting developments in the field. Additionally, the newly introduced Highlights Track featured invited talks on notable recent papers from top conferences such as STOC 2024, Eurocrypt 2024, FOCS 2023, Crypto 2023, Asiacrypt 2023, TCC 2023, and STOC 2023 presented by students or postdocs. These tracks aimed to provide a comprehensive overview of the most significant advancements in information-theoretic cryptography.

We are deeply grateful to everyone who contributed to the success of the 5th ITC conference. Our sincere thanks go out to the authors who submitted their papers. We extend our heartfelt thanks to the PC members and external reviewers for their dedicated efforts in providing thorough reviews, insightful discussions, and expert opinions. We are deeply indebted to the steering committee, particularly Benny Applebaum, for his invaluable guidance. Special thanks are also due to the previous PC chairs, especially Kai-Min Chung and Stefano Tessaro, for sharing their experience and providing answers to numerous questions. Lastly, we extend our gratitude to all the invited speakers, presenting authors, and participants who devoted their time and energy to ensuring the success of this conference.
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Abstract

Topology-hiding broadcast (THB) enables parties communicating over an incomplete network to broadcast messages while hiding the network topology from within a given class of graphs. Although broadcast is a privacy-free task, it is known that THB for certain graph classes necessitates computational assumptions, even against “honest but curious” adversaries, and even given a single corrupted party. Recent works have tried to understand when THB can be obtained with information-theoretic (IT) security (without cryptography or setup assumptions) as a function of properties of the corresponding graph class.

We revisit this question through a case study of the class of wheel graphs and their subgraphs. The $n$th wheel graph is established by connecting $n$ nodes who form a cycle with another “center” node, thus providing a natural extension that captures and enriches previously studied graph classes in the setting of IT-THB.

We present a series of new findings in this line. We fully characterize feasibility of IT-THB for any class of subgraphs of the wheel, each possessing an embedded star (i.e., a well-defined center connected to all other nodes). Our characterization provides evidence that IT-THB feasibility may correlate with a more fine-grained degree structure – as opposed to pure connectivity – of the corresponding graphs. We provide positive results achieving perfect IT-THB for new graph classes, including ones where the number of nodes is unknown. Further, we provide the first feasibility of IT-THB on non-degenerate graph-classes with $t > 1$ corruptions, for the class of friendship graphs (Erdős, Rényi, Sós’66).
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1 Introduction

Topology-hiding protocols over an incomplete communication network guarantee that colluding parties do not learn additional information about the topology of the network graph (from within a given class of graphs), beyond their own neighbor-set [12]. Such protocols may be of interest in settings where the communication structure itself is sensitive information,
Information-Theoretic Topology-Hiding Broadcast

such as in social networks, or peer-to-peer networks based on geographical position. Perhaps the most fundamental goal is that of achieving topology-hiding broadcast (THB), where a designated sender wishes to convey an input to all participating parties.

Although broadcast is a privacy-free task, THB turned out to be a challenging goal on its own. It was recently shown that THB for certain graph classes necessitates computational assumptions, even in the “honest but curious” semi-honest setting (when corrupted parties follow the protocol honestly but try to learn more information from their joint view), and even given a single corrupted party [6, 5]. This lies in stark contrast to the topology-revealing case, in which broadcast is trivially achievable in the semi-honest setting.

Obtaining topology hiding based on computational assumptions has been the subject of a fruitful collection of works, leading to various THB, and in turn, general topology-hiding secure multiparty computation (THC) protocols [12, 8, 2, 1, 9, 6, 10, 11, 3]. It is known by now how to construct THB protocols for the class of all graphs (of polynomial size) that are secure against any subset of semi-honest corruptions under standard number-theoretic cryptographic hardness assumptions such as DDH, QR, and LWE,1 or from unstructured assumptions such as constant-round constant-rate oblivious transfer [3].

Motivated by an analogous question within secure multi-party computation, the work of [5] asked whether existence of an honest majority can enable information-theoretically secure THB protocols in certain settings, without relying on cryptographic assumptions and withstanding computationally unbounded adversaries. We refer to this as IT-THB. The work of [5] ruled out 1-secure IT-THB on a path with four nodes (which is 1-connected) but devised a perfect 1-secure information-theoretic THC on cycles of known length (which are 2-connected); see Figure 1. Given these initial evidence, they conjectured that feasibility of IT-THB may depend on the connectivity2 of the graphs within the class: namely, that (t + 1)-connectivity is sufficient and/or necessary for t-secure IT-THB.

The special case of t = 1 was further investigated by [4], who proved that the conjecture holds in this case for the stronger notion of THC. They showed that information-theoretic THC with security against a single semi-honest corruption is possible if and only if the connectivity of every graph in the class is at least 2. However, they additionally showed that the conjecture does not hold for THB, by constructing a perfectly secure THB against a single corruption for the butterfly graph class (Figure 1), where each graph is only 1-connected.

Figure 1 (a) Class $G_4$-path, of all isomorphisms of 4 nodes on a path; 1-secure THB over $G_4$-path implies key agreement. (b) Class $G_{cycle}(n)$ of all isomorphisms of n nodes on a cycle; admits 1-secure IT-THB. (c) Class $G_{butterfly}$ of all isomorphisms of 5 nodes on a butterfly graph (two triangles with a common node); contains 1-connected graphs yet admits 1-secure IT-THB.

The results of [5, 4] open a rich domain of questions. As [4] showed, high connectivity is not the “right” criterion for feasibility of THB (in contrast to THC), and alternative graph-properties may serve as candidate conjectures. Therefore, our first question is:

Given a graph-class, which graph properties characterize feasibility of 1-secure IT-THB?

---

1 DDH stands for the decisional Diffie-Hellman assumption, QR for the quadratic residuosity assumption, and LWE for the learning with errors assumption.

2 We consider node-connectivity; that is, a graph is k-connected if and only if every pair of nodes is connected by k vertex-disjoint paths.
Zooming into [4], their general positive result, of 1-IT-THB over 2-connected graphs, has a nonzero (yet exponentially small) error probability. This means that THB with perfect security is only known for cycles [5], for the butterfly graph [4], and for graphs with at most four nodes [4]. Is it possible that for graphs with \( n > 5 \) nodes the source of perfect 1-THB is the highly symmetric structure of cycles, and other graph classes inherently require a positive error?

**Are there additional graph-classes that support perfectly secure THB?**

Finally, all feasibility results for IT-THB are secure against a single corruption. Indeed, 2-secure THB on a 4-node rectangle, possibly with a missing edge, requires oblivious transfer [6], and a 2-secure THB on a cycle with 7 nodes (or more) requires key agreement [5]. The statistically secure THB protocols for 2-connected graphs from [4] completely break if there are two corruptions, and in the butterfly class two corruptions trivialize the problem, as there is no information to hide. One may wonder if IT-THB simply cannot withstand multiple corruptions that provide several points of view about the graph topology, except for degenerate cases where the topology is already revealed by the corrupted parties’ neighbor-sets. This leads to our third question:

**Are there graph-classes that support IT-THB with more than a single corruption?**

### 1.1 Our Contributions

In this work, we conduct an investigation of these questions through a case study of the class of wheel graphs and their subgraphs. The \( n^{th} \) wheel graph \( W_n \) is established by connecting a single node (the “center”) to \( n \) nodes who form a cycle, as depicted below. The wheel graph-class \( \mathcal{G}_{\text{wheel}}(n) \) consists of all isomorphisms of the wheel graph, i.e., all assignments of the labels \( \{1, \ldots, n+1\} \) to the nodes of the wheel graph \( W_n \).

![Wheel Graph](image)

Wheel graphs and their subgraphs form a natural extension that captures and enriches previously studied graph classes in the setting of IT-THB: for example, paths, cycles, triangles, and butterfly graphs. Interestingly, although \( \mathcal{G}_{\text{wheel}}(n) \) has increased connectivity over the \( n \)-cycles, the corresponding state-of-the-art THB protocols for \( \mathcal{G}_{\text{wheel}}(n) \) are slightly worse. Note that the cycle protocol cannot simply be run directly, as parties on the perimeter do not know – in fact, must not know – which neighbor is the center node.

Several challenges arise when hiding the topology of \( \mathcal{G}_{\text{wheel}}(n) \). First, consider a node \( v \) on the perimeter; such a node has three neighbors, one of which is the center. To hide the identity of the center node, either the protocol does not utilize the power of the center, or each of the non-center neighbors must emulate the behavior of the center toward \( v \), and further, \( v \) must emulate the center toward all its neighbors. Second, consider the center node; this node is connected to all other parties but must not learn how the parties on the perimeter are connected among themselves. Further, an adversary that corrupts two parties on the perimeter without a common neighbor must not learn their relative distance on the perimeter. Note that an adversary that corrupts \( n - 2 \) nodes in a wheel graph knows the entire topology from the corrupted nodes’ neighbor-sets; however, for \( t \leq n - 3 \) corruptions not all is revealed (i.e., when there are 4 honest parties).\(^3\)

\(^3\) When considering arbitrary admissible graphs with \( n + 1 \) nodes (as defined below), there is more information to hide; therefore, an adversary that corrupts \( n \) nodes knows the entire topology but for...
Characterization of wheels and subgraphs with an embedded star. Our first result shows that perfectly secure THB is possible against a single semi-honest corruption on the class of wheel graphs $G_{\text{wheel}}(n)$, as well as on certain classes of its subgraphs. Concretely, given any family of subgraphs of the wheel with $n + 1$ nodes, with an embedded star in each graph (i.e., where the center is fully connected and has degree $n$), we show that IT-THB with one corruption is possible if either the minimal degree of non-center nodes in the family is greater than 1, or if it is 1 but so is the maximal degree. Surprisingly, we show that this characterization is tight for any such subclasses that are closed under isomorphism (i.e., for each graph topology in the class, all relabelings of this graph are also contained in the class); that is, if the maximal degree is greater than 1 but the minimal degree is 1, then THB on this class implies key agreement.

This would suggest that feasibility of IT-THB may correlate with a more fine-grained degree structure, as opposed to connectivity, of graphs.

More concretely, we begin by defining admissible subgraphs as subgraphs of the wheel graph $W_n$ in which the degree of the center is $n$ and the degree of every other node is either 2 or 3. The butterfly graph is an example for an admissible subgraph for $n = 4$, as well as the $(2n + 1)$-node friendship graph $F_n$, see Figure 2.

![Figure 2](image)

Example of admissible subgraphs of $G_{\text{wheel}}(6)$. On the left is a friendship graph in which every non-center node has degree 2, and on the right is a subgraph where every non-center node has degree 2 or 3.

When considering graphs with an embedded star, i.e., with a fully connected center, non-admissible graphs are those who contain a non-center node of degree 1. The extreme example is the star graph in which the center node is connected to $n$ nodes, and no other edges exist, see Figure 3.

![Figure 3](image)

Example of non-admissible subgraphs of $G_{\text{wheel}}(6)$. On the left is the star graph with 7 nodes. On the right is a subgraph with a single node of degree 1.

Our characterization nearly shows that IT-THB is possible for a given graph-class with a fully connected center if and only if it consists only of admissible subgraphs. The single exception is the graph class $G_{\text{star}}(n)$ that only contain star graphs, which are not admissible; this class is degenerate (trivially providing topology hiding) since any node can identify the center and derive the whole topology.

\[ t \leq n - 2 \text{ not all is revealed (i.e., when there are 2 honest parties).} \]

The friendship graph $F_n$, introduced in [7], is a planar, undirected graph with $2n + 1$ nodes and $3n$ edges. $F_n$ can be constructed by joining $n$ triangles with a common node.
Theorem 1 (IT-THB for admissible graphs with fixed size, informal). Let \( n \in \mathbb{N} \) with \( n \geq 4 \), and let \( G \subseteq G_{\text{wheel}}(n) \) be a graph-class in which every graph has \( n + 1 \) nodes and the center has degree \( n \).

Then, if either \( G = G_{\text{star}}(n) \) or if \( G \) consists of admissible graphs, there exists perfectly secure IT-THB against a single semi-honest corruption over \( G \). Otherwise, THB over \( G \) secure against a single semi-honest corruption exists if and only if key agreement exists.

Theorem 1 demonstrates another interesting phenomena: a nontrivial example of a graph-class in which \( G \) is the union of two sub-classes \( G_1 \) and \( G_2 \), such that each sub-class admits an IT-THB, yet the there is no IT-THB for \( G \). Specifically, while \( G_{\text{wheel}}(n) \) and \( G_{\text{star}}(n) \) each individually admits 1-IT-THB, any 1-THB protocol on \( G_{\text{wheel}}(n) \cup G_{\text{star}}(n) \) requires key agreement.

Generalizing to variable-size subgraphs. We proceed to analyze subgraphs of \( G_{\text{wheel}}(n) \) that are generated by removing some of the nodes. Note that when removing the center node, the resulting subgraph is either a cycle with \( n \) nodes \( G_{\text{cycle}}(n) \), which supports 1-secure perfect THB, or a path with up to \( n \) nodes that necessitates key agreement. Therefore, we focus on keeping the center and removing nodes from the perimeter. An interesting observation is that when removing \( k \) neighboring nodes from the perimeter, the result is an admissible subgraph of the wheel with \( n + 1 - k \) nodes with one edge removed from the perimeter. Similarly, removing arbitrary \( k \) nodes yields a subgraph of the wheel with \( n + 1 - k \) nodes with \( m \) edges removed from the perimeter, where \( m \) is the number of sets of neighboring nodes that are removed.

Figure 4 On the left is a wheel graph. On the right is the resulting graph when removing nodes \( \odot \) and \( \bigcirc \) together with their corresponding edges. The result is an admissible graph \( F_2 \).

A more interesting question is thus to characterize families of such subgraphs whose number of nodes is not a priori known. We remark that topology hiding on graphs of unknown size can be surprisingly complex: For example, THB with an additional sender-anonymity guarantee for the simple class of 2-paths and 3-paths implies infinitely often oblivious transfer [4, Thm 5.4].

We utilize a useful property of the protocol used for proving Theorem 1 (discussed further in Section 2) that effectively hides the number of nodes from non-center parties. We show that the protocol can be applied also to the current setting to obtain perfect IT-THB.

Theorem 2 (IT-THB for admissible graphs with varying size, informal). Let \( n \in \mathbb{N} \) and let \( G \) be a graph-class such that every \( (V, E) \in G \) is a subgraph of the wheel graph, and it holds that \( 4 \leq |V| \leq n + 1 \) and there is a center node with degree \( |V| - 1 \). Then,

- if the maximal degree of non-center nodes is 1, i.e., \( G \) consists only of stars (possibly of different size), or
- if the minimal degree of non-center nodes is 2 or 3, i.e., \( G \) consists only of admissible graphs, or
- if \( G \) consists both of stars and admissible graphs but they are of different sizes,
there exists perfectly secure IT-THB against a single semi-honest corruptions over $\mathcal{G}$. Otherwise, THB over $\mathcal{G}$ secure against a single semi-honest corruption exists if and only if key agreement exists.

We note that Theorem 2 subsumes Theorem 1; therefore, in the technical sections we directly prove Theorem 2.

**Tolerating many corruptions: the case of friendship graphs.** The feasibility results thus far were limited to a single corruption. The reason lies in the structure of the protocol, which enables two colluding parties with two common neighbors to learn which of them is the center; see Section 2 for an illustration. Therefore, it still remains open whether IT-THB tolerating $t > 1$ corruption is possible, aside from degenerate cases in which the topology is fully determined from neighbor-sets of any $t$ nodes.

We proceed to analyze an interesting class of subgraphs of a wheel graph with varying size, which consists of friendship graphs. Recall that for $n \geq 1$, the friendship graph $F_n$ is a $(2n + 1)$-nodes graph constructed by joining $n$ triangles with a common node. They were named after the friendship theorem [7], which states that if in a finite set of people every pair has one common friend, then there exists one person who is friend with everyone. We consider a class consisting of friendship graphs of different sizes. Note that the connectivity of each of those graphs is 1, and by their structure every two nodes can only have one common neighbor, so the attack discussed above no longer applies. We prove that indeed perfect IT-THB tolerating any number of corruptions can be achieved on this class. For an integer $k$, consider the graph class $\mathcal{G}_{\text{friendship}}(k)$ containing all isomorphisms of the friendship graph $F_k$.

**Theorem 3** ($t$-IT-THB over friendship graphs, informal). Let $n \in \mathbb{N}$ with $n \geq 2$, let $t < 2n + 1$, and consider a graph-class $\mathcal{G} \subseteq \bigcup_{k=2}^{n} \mathcal{G}_{\text{friendship}}(k)$. There exists a perfectly secure THB protocol against $t$ semi-honest corruptions over $\mathcal{G}$.

We remark that Theorem 3 presents the first feasibility of information-theoretic THB on non-degenerate graph-classes with $t > 1$ corruptions.

**Organization of the paper.** Due to severe space restrictions, we defer most of the technical content, including the construction of our protocols, the formal statements, and the security proofs, to the full version of the paper. We proceed to provide an overview of the techniques in Section 2.

## 2 Technical Overview

We move on to describing some of our techniques. We begin by explaining in Section 2.1 the high-level ideas of the protocols used for our positive result. Next, in Section 2.2, we describe our usage of the phantom-jump technique from [4] for our negative result.

### 2.1 Feasibility Results: The “Oblivious Centralized Coordination” Technique

Our protocols are inspired by the THB protocol for the butterfly graph from [4]. We extend it in several aspects to support more involved graph classes that contain an embedded star, i.e., a well-defined center connected to all other nodes. In the overview below, we begin by describing the simpler case of friendship graphs, and then proceed to the wheel graph, and to arbitrary admissible graphs.
Starting point: the butterfly graph. Recall that the butterfly graph (Figure 1) is in fact the friendship graph $F_2$: a 5-node graph consisting of two triangles connected by a common center node. The high-level idea is to use the center node for coordinating the protocol. The protocol runs multiple instances of reliable message transmission (RMT), one for every potential receiver. In each RMT instance, the sender $P_S$ sends its message to all its neighbors in the first step. Note that each party knows whether it is a neighbor of $P_S$, so it knows whether it should receive a message or not in the first round. At that point it is guaranteed that the center node holds the message and so can deliver it to the receiver (in case the receiver is not the center).

This, of course, will reveal to the receiver who is the center node. Therefore, the center must do so in an oblivious way, without exposing itself. In the butterfly graph, if the receiver $P_R$ is not the center it has one more neighbor other than the center. The approach taken in [4] is to secret share the message $m$ with the additional neighbor, and have each neighbor deliver one share. However, the center does not know who that neighbor is. Therefore, the center node prepares 2-out-of-2 shares of the message $m$ for each potential neighbor, i.e., each non-receiver party.

To help the center hide its identity, each other party assists by acting as the center and preparing 2-out-of-2 shares of zero (so called, blinding terms for addition) for each of its non-receiver neighbors (a non-center party has either one or two non-receiver neighbors). Next, the receiver receives four values from each of its neighbors (recall that in the butterfly graph there are four nodes other than the receiver, see Figure 1), such that the center sends the sum of the share $m$ for each party with the share of zero it received from that party, and the second neighbor sends the sum of the share received from its non-receiver neighbor with the share of zero sent to this neighbor, along with three random values (one for each other party). The receiver can then select the correct pair which corresponds to its true neighbors. Thus, $P_R$ can reconstruct $m$ without knowing which of its neighbors is the center.

This approach is secure as long as the receiver is not the center. However, if $P_R$ is the center, it may learn the neighbor-set of other nodes (e.g., by inspecting which pairs of values sum up to 0). This is solved by adding suitable offset values, which are multiplied by blinding terms for multiplication, and only come into play if $P_R$ is the center. Specifically, if $P_R$ is not the center, then $P_R$ will send the same offset to both its neighbors (this will ensure that the offset will be canceled out). If $P_R$ is the center, then $P_R$ will send a different offset to each neighbor (this requires working over a larger field, e.g., $F_4$, to support a different value per party); in this case, the pairs of values seen by $P_R$ will induce a linear system of two equations with two variables, and the different offsets will guarantee that the system has full rank and always has a solution. This, in turn, will prove that the center cannot identify which pairs of parties are connected.

The friendship graph. As discussed above, we view the butterfly graph as two triangles connected in a joint node; that is, as the friendship graph $F_2$. In the full version, we prove that the 1-THB protocol for the butterfly graph-class $G_{butterfly}$ (consisting of all isomorphisms of 5 nodes to $F_2$) extends in natural way to 1-THB for the class of friendship graph $G_{friendship}(n)$, for $n \geq 2$, consisting of all isomorphisms of $2n + 1$ nodes to $F_n$. Namely, the receiver now receives a vector of $2n$ values from each of its neighbors, and those values are uniformly distributed conditioned on the corresponding values of its neighbors that sum up to the message. Further, recall that in case the receiver is the center, it must provide a different offset to each of its neighbors; hence, the underlying field $F_q$ must grow and satisfy $q \geq 2n$.

5 Note that for $n = 1$ a friendship graph is just a triangle, and there is no well-defined center.
Friendship of variable size. A second observation is that for non-center parties, the protocol behaves in a “local” manner, in the sense that the neighbors of a non-center node are neighbors on their own. When P is not the center, this enables the receiver’s neighbors to jointly construct the shares of the message in a coordinated (yet oblivious) way. Only the center’s actions truly depend on the actual number of parties, while non-center parties only need to know an upper bound on the number of parties.

In the full version, we prove that this locality property makes the protocol suitable for a variable number of nodes (i.e., a variable number of triangles). Non-center nodes proceed as if the graph has n triangles (where n is an upper bound), and the center node emulates missing nodes in its head. Formally, we consider the graph $F_{k,n}$ as an augmented friendship graph of $2n + 1$ nodes, where $2k + 1$ nodes form a connected component which is the friendship graph $F_k$, and all other $2n + 1 - (2k + 1) = 2(n - k)$ nodes are singletons (isolated parties). Each isolated party simply outputs 0 in this protocol (unless it is the sender, in which case it outputs its input), and the agreement and validity properties are only required for the connected component of the sender.

Friendship with many corruptions. Another interesting observation, is that locality enables tolerating an arbitrary number of $t < 2n + 1$ corruptions, without any adjustments to the protocol. We prove this in the full version. Intuitively, to see why, we distinguish between an honest center and a corrupt center.

In case the center is honest, then once there is more than a single corruption, the adversary can immediately identify who the center is. This is not considered a violation of privacy, since this can be deduced just by observing the common neighbor of the corrupted parties, and without observing any protocol messages. When focusing on each triangle now, if both non-center nodes are corrupted there is nothing to hide within the triangle, whereas if none of the non-center nodes is corrupted the adversary learns nothing new from the protocol. The case where there is a single corrupted non-center in the triangle reduces to the single corruption case from before.

In case the center is corrupted, and there is another non-center corrupted party, then all the information in its triangle is already known, regardless of whether the second non-center party is honest or not. Further, consider the set of honest parties that have an honest neighbor, then the center together with all other corrupt parties do not learn the connectivity of this set.

We note that despite the technical simplicity of this result, it bares a more significant conceptual contribution, as it provides the first feasibility of IT-THB with more than one corruption beyond trivial graph classes.

Beyond friendship: the wheel graph. We proceed to extend the oblivious centralized coordination technique to more involved graph classes that admit an embedded star. As before, we begin by considering a single corruption. One can view the $(2n + 1)$-nodes friendship graph $F_n$ as a subgraph of the wheel $W_{2n}$ in which every non-center node has degree 2. The wheel graph presents the other extreme in some sense, as every non-center node has degree 3.

A first attempt to extend the protocol to this new regime, is to use 3-out-of-3 secret sharing instead of 2-out-of-2. Stated differently, before, in $F_n$, if $P$ is not the center it receives a vector of $2n$ values from each of its two neighbors such that the matching pair of values sum up to the message and all other values are independently and uniformly distributed. When considering the $(n + 1)$-nodes wheel graph $W_n$, if $P$ is not the center
then it has 3 neighbors, and it receives a matrix of $n \times n$ values from each of its neighbors such that the corresponding entries in these matrices\textsuperscript{6} sum up to the message and all other values are independently and uniformly distributed.

However, as opposed to the friendship regime, once a non-center node has degree 3 the protocol loses its locality property, as now not all neighbors of the receiver are neighbors on their own, and so the matrices are not “synchronized” like the vectors in the previous case. Indeed, if done without care, this approach leads to an attack. The reason is that the preparation of entry $(v, w)$ for the matrix of party $P_u$ is done as follows: if $v$ and $w$ are not neighbors of $u$ sample a random value; if only one is a neighbor use the value that this party sent before (to ensure it will cancel out); and if both parties are neighbors of $u$ then take the sum of their values. Therefore, the receiver can identify repeating entries in a matrix to deduce pairs of neighboring parties, as illustrated in Figure 5.

![Figure 5 Illustration of an attack on a naïve protocol for $G_{wheel}(n)$](image)

Our solution to this issue is to have each pair of neighbors (none of which is $P_R$) generate a vector of $n$ correlated values, as opposed to a single value. This is done by having each party sample a vector of random values and send it to each of its non-receiver neighbors. In fact, those correlated values make the blinding terms and the suitable-offset terms redundant, so these values are no longer used in this protocol. In the full version, we prove that the resulting protocol is secure for the class of wheel graphs.

**Admissible graphs.** Having established 1-THB for the case when non-center nodes have degree 2 (friendship graphs) and the case where they have degree 3 (wheel graphs), we proceed to combine the ideas together and support any admissible graph. Intuitively, since the protocols share a similar structure, one can hope to execute both options concurrently. That is, the parties run two independent executions: one for the case where $P_R$ has two neighbors, and one for the case where $P_R$ has three neighbors. This, however, is vulnerable to an attack, since when a receiver has three neighbors it can find correlations in the messages it receives for the degree-2 execution and identify who the center is, as illustrated in Figure 6.

\textsuperscript{6} That is, for neighbors $u, v, w$ take entry $(u, v)$ from the matrix of $w$, entry $(v, w)$ from the matrix of $u$, and entry $(w, u)$ from the matrix of $v$. In the protocol, we ensure the matrices are symmetric, i.e., $M[u, v] = M[v, u]$. 
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**Figure 6** Illustration of an attack on a non-careful protocol for admissible graphs. Consider a non-center receiver $P_R$ with neighbors $v_1$, $v_2$, and $v_3$; assume that $v_2$ is the center. Further consider running the friendship protocol over this graph. The left diagram, illustrates the view $P_R$ obtains for the triangle with $v_1$ and $v_2$: here $P_R$ will obtain the message $m$. The middle diagram, illustrates the view $P_R$ obtains for the triangle with $v_2$ and $v_3$: again, $P_R$ will obtain the message $m$. The right diagram, illustrates the view $P_R$ obtains for the triangle with $v_1$ and $v_3$: here, there is no direct edge between $v_1$ and $v_3$; hence, $P_R$ will not obtain the message $m$. Therefore, $P_R$ can identify that $v_2$ is the center.

The main idea in overcoming this attack, is that although we need to run two executions in order to hide the degree of the receiver (when it is not the center), we only need one execution to deliver the message to the receiver, and the second does not need to convey any information. Further, the receiver already knows its degree, so it knows which execution is the “right” one, and can sabotage the “redundant” one. Specifically:

- In case the receiver’s degree is 3, in the degree-2 execution it will send a *different* offset for each neighbor (and the degree-3 execution will be executed correctly).
- In case the receiver’s degree is 2, in the degree-2 execution it will correctly send the *same* offset to its neighbors (and the degree-3 execution will not leak any information because the receiver does not have three neighbors).

In the full version, we prove that the resulting protocol is secure against one corruption for graph-classes consisting of admissible graphs.

**Many corruptions.** The protocol described above establishes feasibility of 1-IT-THB for any graph-class consisting of admissible graphs (even of variable size). This feasibility is tight for a single corruption, as stated in Theorem 2. It is tempting though to extend the resiliency of the protocol, similarly to the class of friendship graphs that support any number of corruptions. It turns out that the non-local nature of non-friendship, admissible graphs enables an attack on the protocol when the adversary controls two nodes.

We illustrate the attack in Figure 7. Consider a pair of corrupted parties 2 and 4, and assume that none of them is the center. Further, assume that each has degree 3, and that they have two common neighbors, denoted 3 and 6. Clearly, by the structure of the graph, 2 and 4 together can deduce that either 3 is the center, or 6 is the center.

However, when running in this setting the 1-secure protocol described above, the colluding parties may learn correlations that will expose which of their common neighbors is the center. Specifically, recall that when 3 is the receiver, it sends to its neighbors 2 and 4 the suitable-offset values. In case 3 is the center, the offset value for 2 is the same as the one for 4, whereas in case 4 is not the center these are different values.

**Figure 7** Attack on non-friendship admissible graphs with two corruptions.
We emphasize that in friendship graphs every non-center node has degree two; hence, the scenario from Figure 7 cannot occur. We leave it as an open question to find a protocol that is resilient to \( t > 1 \) corruptions for non-friendship admissible graphs.

### 2.2 Impossibility Results: The “Phantom Jump” Technique

The phantom-jump technique, introduced in [4], was used to show that key agreement is necessary for 1-secure THB over the class \( G_{\text{triangle}} \) consisting of a triangle, with possibly one of its edges missing (see Figure 8). In this class, if a party has two neighbors it does not know whether its neighbors are directly connected or not, but a party with one neighbor knows the entire topology.

![Figure 8](image-url) The class \( G_{\text{triangle}} \) from [4], consisting of a triangle, with possibly one of its edges missing.

In the full version we prove the lower bound of Theorem 1 (namely that 1-THB on the union of an admissible graph-class of size \( n+1 \) with \( G_{\text{star}}(n) \) necessitates key agreement) by a direct reduction to the impossibility in [4]. Below we explain in a more explicit manner how the phantom-jump technique from [4] is used in this argument. We illustrate this for \( G = G_{\text{wheel}}(4) \cup G_{\text{star}}(4) \) where both graphs consist of 5 nodes.

The high-level idea, going back to [5], is to construct a key-agreement protocol from a 1-secure THB protocol \( \pi \) for \( G \). Recall the desired key-agreement protocol is run between two parties, Alice and Bob, and concludes with the parties outputting a bit \( b \in \{0, 1\} \), such that a channel eavesdropper listening to communications cannot predict the value of \( b \) with non-negligible advantage. To construct a key-agreement protocol from \( \pi \), Alice begins by choosing two long random strings \( m_1 \) and \( m_2 \) and sending them to Bob in the clear. Next, Alice and Bob continue in phases as follows:

- In each phase Alice and Bob locally toss coins \( A \) and \( B \), respectively.
- They proceed to run two executions of \( \pi \) in which Alice always emulates \( \odot \) and Bob always emulates \( \otimes \). In addition, if \( A = 0 \) then Alice emulates \( \Box \), \( \circ \), and \( \ast \) as neighbors of \( \odot \), who acts as the center of the star, and \( \Box \) broadcasting \( m_1 \) in the first run; otherwise she emulates \( \Box \), \( \circ \), and \( \ast \) as neighbors of \( \odot \), who acts as the center of the star, and \( \Box \) broadcasting \( m_2 \) in the second run. Similarly, if \( B = 1 \) then Bob emulates \( \Box \), \( \circ \), and \( \ast \) as neighbors of \( \otimes \), who acts as the center of the star, and \( \Box \) broadcasting \( m_1 \) in the first run; otherwise he emulates \( \Box \), \( \circ \), and \( \ast \) as neighbors of \( \otimes \), who acts as the center of the star, and \( \Box \) broadcasting \( m_2 \) in the second run. See Figure 9 for an illustration.
- If parties \( \odot \) and \( \otimes \) output \( m_1 \) in the first run and \( m_2 \) in the second, Alice and Bob output their bits \( A \) and \( B \), respectively; otherwise, they execute another phase.

![Figure 9](image-url) Using wheels and stars to construct a key-agreement protocol.
Clearly, if $A = B$ in some iteration then Alice and Bob will output the same coin, and by the assumed security of $\pi$, the eavesdropper Eve will not be able to learn who emulated $\circ$, $\circ$, and $\circ$ in the first run and who in the second. If $A \neq B$, then in at least one of the runs nobody emulates the broadcaster $\circ$, so with overwhelming probability Alice and Bob will detect this case and execute another iteration.

In more detail, when $A = B$ the view of Eve consists of the communication between $\circ$ and $\circ$, as depicted in Figure 9. By THB security, when $\circ$ acts as the center it cannot distinguish between the star and the wheel; in particular, the distribution of the messages on the channel between $\circ$ and $\circ$ is indistinguishable in both cases. Again, by THB security, when $\circ$ is not the center of the wheel it cannot know which of its neighbors is the center, so it cannot distinguish between the center being $\circ$ or $\circ$; in particular, the distribution of the messages on the channel between $\circ$ and $\circ$ is indistinguishable in both cases. Similarly, when $\circ$ is not the center of the wheel, it cannot distinguish between the center being $\circ$ or $\circ$; in particular, the distribution of the messages on the channel between $\circ$ and $\circ$ is indistinguishable in both cases. Finally, when $\circ$ acts as the center it cannot distinguish between the star and the wheel; in particular, the distribution of the messages on the channel between $\circ$ and $\circ$ is indistinguishable in both cases. By a simple hybrid argument it follows that the messages between $\circ$ and $\circ$ are indistinguishable when communicating in a star topology when $\circ$ is the center and when $\circ$ is the center, and it follows that the distinguishing advantage of Eve is negligible. See Figure 10 for an illustration of the hybrid argument.

![Figure 10](image-url) Hybrid steps in the phantom jump over wheels and stars.
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1 Introduction

Interactive probabilistic proof systems [15, 4] are central objects in cryptography and complexity theory. Roughly speaking, they allow a computationally unbounded prover to convince a computationally-bounded randomized verifier that a certain statement holds. The use of interaction and randomness extends the classical notion of NP problems (that
can be deterministically verified given a single message from a prover) all the way up to polynomial-space computable languages [23, 33]. If the verifier does not use randomness, clearly interaction is useless: the prover can compute all the verifier’s queries on her own and just send the answers. That is, when the verifier uses 0 bits of randomness, it needs to communicate 0 bits. In this paper, we try to extend this observation: if the verifier uses only $\rho$ random bits, how many bits does it need to communicate?

Intuitively, since the entropy of the verifier’s messages is at most $\rho$, there is no point in communicating more than $\rho$ bits. Indeed, if the proof system is a public-coin system (in which the verifier simply sends random coins in each round) this intuition holds, and the randomness complexity equals the communication complexity. However, in the general case of private-coin proof system, the verifier’s messages may be much longer than their entropy. We note that although it is possible to transform a given private-coin proof system into a public-coin system [16, 13, 22], existing transformations increase the overall communication. In particular, a transcript of the modified public-coin proof system contains at least one copy of a transcript of the original private-coin proof system plus some additional overhead which is polynomial in the original communication (to certify that the transcript is “typical” or “heavy”). Furthermore, these transformations also increase the randomness complexity of the verifier either polynomially [16, 13] or by a constant factor [22]. Overall, the following question remains open:

Is it possible to transform a proof system with randomness $\rho$ in which the prover sends out $\text{Comp}_P$ bits, into a new proof system for the same problem in which the total communication depends on the verifier’s randomness complexity in the original proof system rather than the verifier’s outgoing communication, i.e., the total communication is $\text{poly}(\rho, \text{Comp}_P)$ or even $O(\rho + \text{Com}_P)$? Further, can we do this while preserving the randomness complexity?

Closely related questions were studied in [2] and [22]. Specifically, [2] studied the “converse question” of upper-bounding the randomness complexity in terms of the communication complexity (aka “randomness sparsification”), and [22] studied the question of bounding the round complexity in terms of the randomness complexity. The latter work shows [22, Thm A.1] that a proof system that uses $\rho(n)$ random bits for $n$-long instances can be converted into a proof system with $O(\rho(n)/\log n)$ rounds, while preserving the randomness complexity.\footnote{In fact, if one is willing to increase the randomness complexity by a constant factor, then it is possible to derive an $O(\rho(n)/\log n)$-round public-coin system [22, Thm 1.1].}

Unfortunately, this transformation increases the total communication complexity (as the prover guesses in every round many possible extensions to the current transcript). In particular, even for constant-round protocol this transformation may increase the communication by a $\text{poly}(n)$ factor.

1.1 Our Results

We partially resolve the above question by relying on a complexity theoretic assumption. In particular, we prove the following main result. (See Section 2 for a formal presentation of the hardness assumption).

\begin{theorem}
Suppose that a promise problem $\Pi$ has an interactive proof system $(P, V)$ with round complexity $I(n)$, randomness complexity $\rho(n)$, verifier communication $\text{Com}_V(n)$, prover communication $\text{Comp}_P(n)$, where $n$ denotes the length of the instance. Then, assuming that
\end{theorem}
\( E = \text{DTIME}(2^{O(n)}) \) is hard for exponential-size non-deterministic NP-circuits, there exists an interactive proof system \((P', V')\) for \( \Pi \) in which the verifier and prover communication are

\[
\text{Com}_{V'}(n) = O(I(n)\rho(n)), \quad \text{and} \quad \text{Com}_{P'}(n) = \text{Com}_{P}(n) + O(I(n) \log n).
\]

The randomness complexity of the proof system remains unchanged, the round complexity grows by (at most) 1, and the completeness error grows additively by 0.1.

For the special case of constant-round protocols, the verifier communicates \(O(\rho(n))\) bits and the prover’s additive overhead is at most \(O(\log n)\); if the original prover communicates in each round a logarithmic number of bits (resp., super-logarithmic number of bits), the additive overhead is linear (resp., sub-linear) in \(\text{Com}_{P}(n)\). In the general case, when the prover may communicate as little as one bit per round, we still have \(I(n) \leq \text{Com}_{P}(n)\); then the overhead for the prover communication is a multiplicative factor of \(O(\log n)\), and the total communication is \(O(\text{Com}_{P}(n) \cdot (\rho(n) + \log n))\). Note that in all cases, the total communication is independent of \(\text{Com}_{V}(n)\), the verifier’s original communication. The question of achieving a total communication of \(O(\rho(n) + \text{Com}_{P}(n))\) for protocols with polynomially-many rounds remains an interesting open question.

Theorem 1 is based on a worst-case assumption. This assumption asserts that one cannot significantly speed-up (uniform) Exponential-Time problems by adding non-uniformity and two levels of non-determinism (non-deterministic NP-circuits are the non-uniform analogue of \(NP^{NP}\); see Section 2 for details). This assumption is somewhat strong but widely believed as it reflects our current understanding of the relations between time, nonuniformity and nondeterminism. Similar assumptions have been extensively used in cryptography and complexity theory (see, e.g., [9, 20, 24, 37, 30, 14, 17, 31, 6, 32, 8, 1, 2, 5, 29]).

1.2 Technical Overview

Consider the simple case of a single-round protocol where the verifier’s message is of length \(m\) bits that is much larger than the randomness complexity \(\rho\). In this case the verifier is sending a long message that is sampled from a low-entropy distribution \(D\), and our goal is to reduce the communication. The crucial observation is that the prover has full knowledge of the distribution \(D\), and, being computationally unbounded, he can help the verifier to compress the message. Indeed, we can abstract this scenario as a special variant of the well-known data compression problem.

1.2.1 Single-Round Compression Game

In this data compression game there are two parties: a computationally bounded compressor \(\text{CMP}\) and a computationally-unbounded decompressor \(\text{DCMP}\). At the beginning of the game, the compressor is given a string \(x \in \{0,1\}^m\) that is efficiently sampled from a probability distribution \(D\) whose full description is given to the decompressor \(\text{DCMP}\). The goal of the compressor is to deliver the string \(x\) to the decompressor with probability at least \(1 - \epsilon\) taken over the choice of \(x\). The parties are allowed to communicate in both directions, and the goal is to minimize the communication ideally up to the entropy of the distribution.

It is instructive to compare our game to a few other compression games. Shannon’s original game [34] refers to compression of multiple independent samples from \(D\), and his celebrated source-coding theorem shows that the expected amortized communication
approaches the entropy. In contrast, our game involves a single-shot challenge and worst-case communication and, accordingly, allows some error (i.e., the scheme may be lossy).

In computer science literature, Ta-Shama et al. [38] studied the problem of compressing "computationally-weak" sources by a computationally efficient compressor and decompressor and provided compression schemes whose communication complexity is close to the entropy for several classes of such distributions. In contrast, in our setting the decompressor is allowed to be computationally-unbounded, and as a result we can bypass some of the lower-bounds of [38] (e.g., we can hope to compress pseudorandom distributions). Finally, Orlitsky [26] considered a one-shot compression game in which the parties are computationally-unbounded but have some information gap captured by some auxiliary information \(y\) about \(x\) that is given to the decompressor and is unknown to the compressor. Notably, Orlitsky’s schemes use interaction (like in our setting) whereas the schemes of [34, 38] are non-interactive (the compressor sends a single message to the decompressor).

Getting back to our compression game, let us further simplify the problem and assume that we care only about the communication from the compressor to the decompressor. In this case, there is a simple solution that is described in Lemma 14. Take \(k = H(\mathcal{D})/\epsilon\) where \(H(\cdot)\) denotes Shannon’s entropy, and let \(\text{DCMP}\) send a description of hash function \(f : \{0,1\}^m \to \{0,1\}^k\) that is 1-1 over the set of \(2^k\) heaviest strings in \(\mathcal{D}\). The compressor \(\text{CMP}\) responds with the “digest” \(y = f(x)\), and \(\text{DCMP}\) outputs the “heaviest” string \(x'\) in \(\mathcal{D}\) that is consistent with \(y\). It is not hard to show that the error is at most \(\epsilon\) (see Lemma 12) which is essentially the best that one can hope for.\(^2\) Indeed, this approach can be viewed as one-shot analog of Shannon’s celebrated Source coding theorem [34]. Unfortunately, the decompressor has to communicate the description of a hash function \(f\) which is taken from a family \(F\) of \(2^k\)-perfect hash function. That is, the family \(F\) contains, for each \(2^k\)-subset of strings \(X \subseteq \{0,1\}^m\), a function \(f\) that is injective on \(X\) and so it cannot be too small. In fact, it is known that the description size must be at least \(\Omega(2^k)\) bits [25]. The cost can be significantly reduced by allowing some slackness, i.e., by expanding the output length of \(f\) to \(k' > k\) (e.g., \(k' = 3k\)). In this case, the description length can be reduced to \(\Omega(m + k')\) bits by using existing families of perfect hash functions (e.g., [10]). However, this is still too expensive for our purposes.\(^3\)

### 1.2.2 Focusing on efficiently samplable distribution

We note that when the distribution \(\mathcal{D}\) is taken from a family of efficiently samplable distributions (i.e., there is an efficient algorithm that given a random tape outputs a sample from \(\mathcal{D}\)) it is possible to compress the description length of the hash function. Indeed, in this case our family should be injective only over “nice” sets that correspond to heavy strings in distributions that can be described by a polynomial-size circuit. Specifically, we begin with a standard, off-the-shelf, family \(F = \{f_z\}_{z \in \{0,1\}^m+k'}\) (e.g., based on pair-wise independent hash functions [7]) in which each function is identified by a long string \(z \in \{0,1\}^m+k'\). Next, we reduce the description length of the functions via the use of an appropriate pseudorandom
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\(^2\) Indeed, for every \(\epsilon > 0\), there exists a distribution \(\mathcal{D}\) such that any event of probability \(1 - \epsilon\) must be supported over at least \(2^k\) strings for \(k = \Omega(H(\mathcal{D})/\epsilon)\). For example, consider the distribution \(\mathcal{D}\) obtained by sampling, with probability \(2\epsilon\), a uniform \(x\) from a set \(A\) of size \(2^{k/2\epsilon}\) and, with probability \(1 - 2\epsilon\), a uniform \(x\) from a disjoint set \(B\) of size \(2^\ell\). The entropy of \(\mathcal{D}\) is \(\Theta(\ell)\) and in order to capture \(1 - \epsilon\) of the mass, one must collect at least \(\epsilon\) fraction of the strings in \(A\), i.e., \(2^k\) strings for \(k \geq \ell/2\epsilon - \log(1/\epsilon) = \Omega(H(\mathcal{D})/\epsilon)\).

\(^3\) To the best of our knowledge, the description length of all existing constructions of \(2^k\)-perfect hash functions is either linear in \(2^k\) or in the input-length \(m\), see e.g., [27].
generator (PRG) $G : \{0,1\}^k \rightarrow \{0,1\}^{m+k'}$. That is, each function $f'_s$ in the new family $F'$ is indexed by a seed $s$ of the PRG and is defined to be $f'_s = f_{G(s)}$. We show that if the PRG fools $AM/poly$ adversaries the family $F'$ can be used to compress $D$. By using standard derandomization assumptions (slightly weaker than the one stated in Theorem 1), we get such a PRG with exponential stretch which allows us to reduce the communication from the decompressor to logarithmic. It should be mentioned that the idea of using a PRG to (partially) derandomize a probabilistic construction is not new. This paradigm was abstracted by [20], and was also used in many relevant works. Interestingly, the same paradigm was used in [1] for the contrary purpose of constructing so-called incompressible functions.

1.2.3 Back to interactive proofs

Let us move back to the case of multi-round interactive proofs. A natural strategy is to apply the above approach for each round. Roughly, in each round, we let $w$ denote the partial transcript and let $D_w$ denote the distribution of the next message of the verifier. Instead of letting the verifier send his message $x$, the parties will run a compression protocol in which the prover selects a hash function $f$ that is injective on the $2^k$ heaviest strings, where $k$ is about $H(D_w)/\epsilon$ for some error parameter $\epsilon$. The problem is that $D_w$ is not efficiently samplable, rather it is obtained by feeding the verifier with the prover messages and random coins that are conditioned on generating the partial transcript $w$. We abstract this property via the notion of conditioned efficient distributions. This notion generalizes the notion of efficiently samplable distributions by allowing the sampler $A$ to output a special failure symbol $\perp$, and by letting $D$ denote the outcome of $A$ applied to random coins conditioned on not outputting $\perp$. By using slightly stronger PRGs, we extend our compression schemes to the case of conditioned efficient distributions, and employ them to reduce the interaction of interactive proofs as stated in Theorem 1.

Remark 2 (More on conditioned efficient distributions). An equivalent way to define a conditioned efficient distribution is by considering a pair of algorithms, Sampler $S$ and Conditioner $E$, such that sampling from $D$ boils down to sampling a random tape $r$ conditioned on $E(r) = 1$ and outputting $S(r)$. Thus this new notion can be viewed as a combination of two well-studied classes of distributions: distributions over circuit’s outputs (i.e., efficiently samplable distributions) and distributions over circuit’s inputs that lead to a given result (aka efficiently recognizable distributions [28]). This new notion is natural and may prove to be useful elsewhere.

1.2.4 Organization

Following some preliminaries in Section 2, we construct compression schemes in Section 3 and use them to prove our main theorem in Section 4.
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Definition 3 (Efficient and conditioned efficient probability distributions). A family of probability distributions \( \{D_w\} \) is efficiently samplable (or simply, efficient) if there exist parameters \( \rho_w, m_w \) denoted as the randomness complexity and the domain bit-length, and a PPT sampling algorithm \( A \) that given an index \( w \in \{0,1\}^* \) and a random tape with \( r \in \{0,1\}^{\rho_w} \) samples a random string \( x \in \{0,1\}^{m_w} \) according to the distribution \( D_w \). The complexity of \( \{D_w\} \) is at most \( T \) if \( A(w;r) \) runs in time \( T(|w|) \) for every \( w \) and \( r \).

A family of distributions \( \{D_w\} \) is said to be conditioned efficiently samplable (or simply, conditioned efficient) if, with parameters \( \rho_w, m_w \) as above, there exists a PPT algorithm \( A \) which, on input \( w \in \{0,1\}^* \) and a uniformly random string \( r \in \{0,1\}^{\rho_w} \) on its random tape, outputs an element \( x \in \{0,1\}^{m_w} \cup \{\bot\} \) such that, conditioned on not being \( \bot \), the output is distributed as \( D_w \). We will refer to such an algorithm \( A \) as a conditional sampler for \( D_w \).

2.2 Promise problems

A promise problem \( \Pi \) consists of a pair of disjoint sets of strings \( \Pi_{\text{yes}}, \Pi_{\text{no}} \subset \{0,1\}^* \). Strings in \( \Pi_{\text{yes}} \) are referred to as yes instances and strings in \( \Pi_{\text{no}} \) are referred to as no instances. The standard definition of a language corresponds to the case where every string is either a yes instance or a no instance, i.e., \( \Pi_{\text{yes}} \cup \Pi_{\text{no}} = \{0,1\}^* \). (See [11] for a discussion and references.) For two parties \( A \) and \( B \) engaging in a protocol on common input \( x \), let \( \langle A,B \rangle(x) \) denote the final output of the protocol.

Definition 4 (Interactive Proofs). An interactive proof system for a promise problem \( \Pi = (\Pi_{\text{yes}}, \Pi_{\text{no}}) \) is defined by a computationally bounded probabilistic verifier \( V \), with a polynomial \( T_V \) such that the running time of \( V \) on common input \( x \) is upper-bounded by \( T_V(|x|) \), and an unbounded prover \( P \) satisfying the following properties:

- if \( x \in \Pi_{\text{yes}} \), then \( \Pr[(P,V)(x) = 0] \leq \gamma \), and
- if \( x \in \Pi_{\text{no}} \), then \( \forall P^*, \Pr[(P^*,V)(x) = 1] \leq \delta \),

where \( \gamma \) and \( \delta \) are constants in \( [0,1] \) denoting the errors in completeness and soundness respectively. By default, we assume that \( \gamma = \delta = 0.1 \).

2.3 Arthur-Merlin Proofs, and NP/Non-Deterministic Circuits

An AM protocol is a constant-round public-coin proof system and AM/poly is the non-uniform analog in which the verifier is implemented by a family of polynomial-sized probabilistic circuits. The complexity class AM/poly consists of all promise problems that admit AM/poly protocols. (See standard textbooks like [3, 12] for formal definition.) A nondeterministic circuit \( C \) has additional “nondeterministic input wires”. We say that the circuit \( C \) evaluates to 1 on \( x \) iff there exist an assignment to the nondeterministic input wires that makes \( C \) output 1 on \( x \). An NP-circuit \( C \) (resp., non-deterministic NP-circuit) is a standard circuit (resp., non-deterministic circuit) which in addition to the standard gates uses SAT gates, where a SAT gate gets a formula \( \varphi \) as an input and returns 1 iff the formula is satisfiable. The size of the circuit is the total number of wires and gates. Polynomial-size nondeterministic circuits, NP-circuits, non-deterministic NP-circuits are the non-uniform analogues of NP, \( P^{NP} \) and \( NP^{NP} = \Sigma_2^P \), respectively.

The literature on complexity theory and derandomization contains various hardness assumptions against AM/poly/nondeterministic/non-deterministic NP circuits and their generalizations to higher levels of the polynomial hierarchy. (See, e.g., [1] and references therein). Specifically, we will make use of the following result.
Theorem 5 (PRGs from hardness assumptions [18, 21, 30, 31]). Suppose that $E = \text{DTime}(2^{O(n)})$ is hard for exponential-size non-deterministic circuits (resp., exponential-size non-deterministic NP-circuits), i.e., there exists a language $L$ in $E$ and a constant $\beta > 0$, such that for every sufficiently large $n$, circuits of size $2^{\beta n}$ fail to compute the characteristic function of $L$ on inputs of length $n$.

Then for every polynomial $T(\cdot)$ and inverse polynomial $\epsilon(\cdot)$, for all sufficiently large $m$, there exists a pseudorandom generator $G$ that stretches seeds of length $\rho = O(\log m)$ into a string of length $m$ in time $\text{poly}(m)$ such that $G$ $\epsilon$-fools every promise problem $\Pi = (\Pi_{\text{yes}}, \Pi_{\text{no}})$ that can be decided by an AM/poly proof system with a $T$-size verifier (resp., by a non-deterministic NP-circuit of size $T$) in the following sense. For every sufficiently large $m$ and $b \in \{\text{yes, no}\}$

$$| \Pr_{z \leftarrow U_m^n} [z \in \Pi_b] - \Pr_{z \leftarrow G(U_m^n)} [z \in \Pi_b]| \leq \epsilon(m).$$

As noted in [1], the above assumptions can be seen as the nonuniform and scaled-up versions of assumptions of the form Exponential-Time is not equal to NP or to $\Sigma_2^P$ (which are widely believed in complexity theory). As such, these assumptions are very strong, and yet plausible - the failure of one of these assumptions will force us to change our current view of the interplay between time, nonuniformity and nondeterminism. As a secondary advantage (also noted in previous works), one can base the PRG on any concrete E-complete problem, and an explicit PRG whose security reduces to the underlying assumption. (We do not have to consider and evaluate various different candidate functions for the hardness assumption.)

2.4 Set-lower bound

We will make use of the set lower-bound protocol of [16].

Theorem 6 (Set lower-bound protocol[16]). Let $S \subset \{0,1\}^*$ be an NP set (i.e., membership in $S$ can be efficiently verified). Then there exists an AM protocol $(P,V)$ such that given $(1^n,k)$ as common inputs the following holds,

- if $|S \cap \{0,1\}|^n \geq k$, then $\Pr[(P,V) (1^n,k) = 1] \geq 0.9$,
- if $|S \cap \{0,1\}|^n \leq k/2$ then for every prover $P$ it holds that $\Pr[(P^*,V) (1^n,k) = 1] < 0.1$.

2.5 Approximate counting

We say that a number $p$ is an $\epsilon$-relative approximation to $q$ if $(1 - \epsilon) \cdot p \leq q \leq (1 + \epsilon) \cdot p$. It is useful to note that if $p'$ is an $\epsilon$-approximation to $p$ and $q'$ is an $\epsilon$-approximation to $q$, then a $p'/q'$ is a $2\epsilon$-approximation to $p/q$. We use the following classical result on approximate counting of satisfying assignments.

Theorem 7 (approximate counting,[19, 36, 35]). For every sufficiently large $s$ and every $\epsilon > 0$, there is an NP-circuit of size $\text{poly}(s/\epsilon)$ that given a (standard) circuit $C$ of size $s$ outputs an $\epsilon$-approximation of $|\{x : C(x) = 1\}|$.

2.6 Hashing

We say that a function family $F_{m,d}$ is $(\delta,s)$-injective if for every set $S \subset \{0,1\}^m$ of size at most $2^s$, a random member $f \leftarrow F_{m,d}$ is injective over $S$ with probability at least $1 - \delta$. It is well known that pair-wise independent hash functions [7] have this property. Formally, the following statement follows from [10] where the pair-wise independent hash family is instantiated with hash functions that are based on, say, Toeplitz matrices.
Lemma 8 (Good hashing from 2-wise independence). There exists a family of hash functions \( F \) such that for every \( \delta, s \) and \( d = 2s + \lfloor \log \left( \frac{1}{\delta} \right) \rfloor \), the restriction \( F_{m,d} \) of \( F \) to functions from \( m \)-bits to \( d \)-bits is \((\delta, s)\)-injective. Moreover, (1) Functions in \( F_{m,d} \) are indexed by strings \( z \in \{0,1\}^L \) where \( L = m + 2d \); (2) There exists an efficient universal evaluation algorithm \( F \) that given \( (1^m, 1^d) \), an index \( z \in \{0,1\}^L \), and an input \( x \in \{0,1\}^m \) outputs \( f_z(x) \); and (3) for \( z \sim \{0,1\}^{m+2d} \), the function \( F(1^m, 1^d, z, \cdot) \) is uniform over \( F_{m,d} \).

3 Hashing-Based Solution for the Compression Problem

In this section we construct compression schemes. We begin with a formal definition.

Definition 9 (Interactive Compression). An interactive compression scheme for a family of distributions \( \{D_w\} \) with error \( \epsilon(\cdot) \) is defined by a computationally bounded compressor \( \text{Com} \) and a computationally-unbounded decompressor \( \text{DCMP} \) satisfying the following property: For every \( w \in \{0,1\}^* \) given to \( \text{DCMP} \), and \( x \sim D_w \) given to \( \text{Com} \) the probability that \( \text{DCMP} \) outputs \( x \) is at least \( 1 - \epsilon(w) \), where the probability is taken over the choice of \( x \) and the randomness of the parties (if the parties are randomized). The communication complexity of the decompressor and compressor, \( \text{Com}_{\text{DCMP}}(w) \) and \( \text{Com}_{\text{CMP}}(w) \), are defined to be the maximal number of bits communicated by the decompressor and compressor when the decompressor’s input is \( w \).

It is natural to solve the compression problem by letting the compressor hash the string \( x \) to a shorter string. If the hash function is injective over a “heavy set” of strings then the decompressor will be able to recover \( x \) from the hash of \( x \), with a low error probability. This idea resembles Shannon’s celebrated source coding theorem [34] except that we use a single instance of the source and accordingly rely on a weaker concentration of measure results (Markov’s inequality as opposed to Chernoff). We formalize this approach starting with the notion of “heavy strings,” which will form our heavy set.

Definition 10 (set of heavy strings). For a distribution \( D \) over \( m \)-bit strings and an error parameter \( \epsilon \), we define the set of \( \epsilon \)-heavy strings, \( \mathcal{X}(D, \epsilon) \), to be the set of all strings whose weight under \( D \) is at least \( 2^{-h/\epsilon} \) where \( h = H(D) \) is the Shannon’s entropy of \( D \), i.e.,

\[
\mathcal{X}(D, \epsilon) := \{ x \in \{0,1\}^m \mid \Pr_D(x) \geq 2^{-H(D)/\epsilon} \}.
\]

We also define \( \ell(D, \epsilon) := \lfloor \log |\mathcal{X}(D, \epsilon)| \rfloor \).

It is not hard to see that the set of heavy strings cannot be too large and also that it is a heavy set – i.e., it contains at least \( 1 - \epsilon \) mass of the distribution. Specifically, we record the following observations.

Lemma 11 (Set of heavy strings is small). For every \( D \) and \( \epsilon > 0 \), it holds that \( \ell(D, \epsilon) \leq [H(D)/\epsilon] \).

Proof. Let \( h = H(D) \). For every string \( x \in \mathcal{X}(D, \epsilon) \) it holds that \( \Pr_D(x) \geq 2^{-h/\epsilon} \), and therefore

\[
2^{-h/\epsilon} |\mathcal{X}(D, \epsilon)| \leq \sum_{x \in \mathcal{X}(D, \epsilon)} \Pr_D(x) \leq 1.
\]

It follows that \( |\mathcal{X}(D, \epsilon)| \leq 2^{h/\epsilon} \) which further implies that \( \ell(D, \epsilon) = \lfloor \log |\mathcal{X}(D, \epsilon)| \rfloor \leq [h/\epsilon] \).
Lemma 12 (Set of heavy strings is heavy). For every $D$ and $\epsilon > 0$, it holds that
\[ \sum_{x \in \mathcal{X}(D, \epsilon)} \Pr_{D}(x) \geq 1 - \epsilon. \]

Proof. For a string $x$, let $p_x := \Pr_{D}(x)$ denote the weight of $x$ under $D$. Sample $x \sim_{D} R$ and consider the random variable $k_x = \log(1/p_x)$. By definition, the expected value of $k_x$ is simply the entropy of $D$, i.e., $E_x[k_x] = h$, and so, by Markov’s inequality, $\Pr_{x \sim D}[k_x \geq h/\epsilon] \leq \frac{E_x[k_x]}{h/\epsilon} = \epsilon$. That is, at least $1 - \epsilon$ of the mass belongs to elements $x$ for which $\log(1/p_x) \leq h/\epsilon$, or equivalently, to elements whose weight is at least $2^{-h/\epsilon}$, which is nothing but our desired set $\mathcal{X}(D, \epsilon)$.

Definition 13 (good hash functions). Let $D = \{D_w\}$ be a family of distributions where $D_w$ is supported over $m_w$-long strings and has entropy of $h_w$. We say that a function family $F$ is $(\delta, \epsilon)$-good for $D$ if there exists a length function $d(h_w, \epsilon, \delta)$ such that for every distribution $D_w$ in the family:

\[ \Pr_{f \sim F, m, d}[f \text{ is injective over } \mathcal{X}(D_w, \epsilon)] \geq 1 - \delta, \]

where $F_{m, d}$ denotes the restriction of $F$ to functions from $\{0, 1\}^m$ to $\{0, 1\}^d$, $m = m_w$ and $d = d(h_w, \epsilon, \delta)$. We refer to $d$ as the compression of $h$. We say that $F$ has a representation size of $L(m, d)$ if each function from $m$ bits to $d$ bits can be represented by $L(m, d)$ bits. We also assume that the family is efficiently computable, i.e., given an index $z$ and an input $x$ one can evaluate $f_z(x)$ in polynomial time.

Recalling that $\mathcal{X}(D_w, \epsilon)$ is of size at most $2^s$ for $s = h_w/\epsilon + 1$, we can use Lemma 8 to derive a $(\delta, \epsilon)$-good family with compression $d = 2s + \lceil \log(\frac{1}{\epsilon}) \rceil = 2h_w/\epsilon + \log(1/\delta) + O(1)$ and description $L = m + 2d$.

3.1 Hashing-based compression

Let $D = \{D_w\}$ be a collection of distributions and assume that $F$ is $(\delta, \epsilon)$-good for $D$ with compression $d$. Define the single-round compression protocol $P_F$ as follows: Given the index $w$ of the distribution, the de-compressor specifies a hash function $f_z \in F_{m, d}$ where $m = m_w$ and $d = d(h_w, \epsilon, \delta)$ that is injective over the set $\mathcal{X}(D_w, \epsilon')$ and sends the description $z$ of $f_z$ to the compressor, who sends back the value of $y = f_z(x)$. The computationally unbounded de-compressor then checks if $y$ has a pre-image $x'$ in $\mathcal{X}(D, \epsilon')$, and if so it outputs the (unique) preimage $x'$. Otherwise, the de-compressor outputs a failure symbol $\perp$.

Assuming that $\delta < 1$, the de-compressor always finds a function $f_z$ which is injective over the set $\mathcal{X}(D, \epsilon')$, and so the protocol errs only if $x$ falls out of $\mathcal{X}(D, \epsilon')$. By Lemma 12, this happens with a probability of at most $\epsilon$. Summarizing the above discussion, we get the following lemma.

Lemma 14 (compression from hashing). Assuming that $F$ is a $(\delta, \epsilon)$-good hash family for $D = \{D_w\}$ for some $\delta < 1$, the protocol $P_F$ is a compression protocol for $D$ with an error $\epsilon$. For a distribution specified by $w$, the compressor communicates $d = d(h_w, \epsilon, \delta)$ bits and the de-compressor communicates $L = L(m_w, d)$ bits, and the compressor’s computational complexity is $\text{poly}(m_w, d)$, where $d$ is the compression parameter of $F$ and $L$ is the description length. For the special case of pair-wise independent hashing and $\delta = 0.1$, we get $d = 2h_w/\epsilon + O(1)$ and $L = O(m_w + 2h_w/\epsilon)$.
The factor of 2 overhead in the compressor’s communication can be improved to 1 + o(1) by using better hash functions (e.g., two-level hashing [10]). We omit the details since it hardly changes the final results of the paper.

The above lemma yields a protocol that obtains the desired compression for the communication from the compressor, but suffers from a high overhead on the communication from the decompressor’s end. We will improve this in the next section.

### 3.2 Improving De-Compressor Communication

In order to improve the communication of the prover, we construct a succinct hash family that is good for efficiently samplable distributions. To sample a hash function we choose a random seed for a PRG, expand it to a long string and use this string to specify a hash function from a family of pair-wise independent hash functions. We show that a PRG against $\text{AM/poly}$ allows us to exponentially compress the description length of a hash function $f : \{0,1\}^m \rightarrow \{0,1\}^d$ from $\Omega(m + d)$ to $O(\log(m + d))$. We also extend this result to the case of conditioned efficient distributions at the expense of using a slightly stronger hardness assumption. This extension will be useful for the proof of Theorem 1.

▶ **Theorem 15** (succinct hashing for efficient and conditioned efficient distributions). Suppose that $E = \text{DTime}(2^{|x|^{o(1)}})$ is hard for exponential-size non-deterministic circuits. Let $D = \{D_w\}$ be an efficient family of distributions over $m_w$-bit long strings having entropy $h_w$, and let $\epsilon(w)$ be inverse polynomial error parameter. Then, for any constant $\delta < 1$, there exists an efficient family of hash functions that is $(\delta, \epsilon)$-good for $D$ with compression parameter $d = 2h_w/\epsilon + O(1)$ and description size of $L(m,d) = O(\log(m + d))$ bits.

Moreover, the theorem extends to the case where $D = \{D_w\}$ is a family of conditioned efficient distributions, assuming that $E$ is hard for exponential-size non-deterministic NP-circuits.

The high-level idea is to show that when $D$ is efficiently samplable, there is an $\text{AM/poly}$ protocol for checking whether a given hash function is injective over the set $\mathcal{X}(D, \epsilon)$. Therefore, if we use a PRG that fools $\text{AM/poly}$ to sample a hash function $f$ from a collection $\mathcal{F}$, the probability that $f$ will be injective over $\mathcal{X}(D, \epsilon)$ is almost the same as the probability that a random member of $\mathcal{F}$ will be injective. The theorem then follows by taking $\mathcal{F}$ to be a family of pair-wise independent hash functions (for which we know that a random member is injective whp). Unfortunately, we do not know how to construct an $\text{AM/poly}$ protocol that certifies injectivity, however, we can use an approximate version of this property that suffices for our purposes. We continue with formal proof.

**Proof of Theorem 15.** Let $T_1(|w|)$ be the complexity of $D$ and let $T_2(|w|)$ denote the complexity of evaluating the pair-wise independent hash functions $\mathcal{F}_{m,d} = \{f_z\}_{z \in \{0,1\}^m}$ promised in Lemma 8 where $m = m_w$ and $d = 2h_w/\epsilon + \lceil \log \left( \frac{d}{2} \right) \rceil + 2$ and $L = m + 2d$. Note that for these parameters $\mathcal{F}_{m,d}$ is $(\delta/2, 1 + h/\epsilon)$-injective (Lemma 8). Let $T$ be some fixed polynomial in $T_1(|w|) + T_2(|w|)$ whose value will be determined later, and let $\mathcal{G} : \{0,1\}^k \rightarrow \{0,1\}^L$ be a PRG that $\frac{d}{2}$-fools $T$-size $\text{AM/poly}$ with seed length $k = O(\log L)$ whose existence is promised by Theorem 5. Consider the family of functions $\mathcal{F}'_{m,d}$ whose members $f'_s$ are identified by an index $s \in \{0,1\}^k$, and are defined by $f'_s = f_{G(s)}$ where $f_z$ is the function from $\mathcal{F}_{m,d}$ whose index is $z$. Note that $\mathcal{F}'_{m,d}$ is computable in time $\text{poly}(|w|)$. We claim that $\mathcal{F}'_{m,d}$ is $(\delta, \epsilon)$-good for $\mathcal{D}_w$ for every $w$.

Fix some $w$. We begin by introducing a promise problem $\Pi_w$ over $L$-bit strings. (Recall that $L = m_w + 2d(w)$.)
We show that the above promise problem admits an AM/poly proof system. Let \( \mathcal{A}_w \) denote the randomness complexity of the distribution \( D_w \). Let \( A(w; \cdot) \) be the PPT algorithm for sampling from \( D_w \). Consider the following protocol with prover \( P \) and verifier \( V \) and common input \( z \):

1. \( P \) sends two strings \((x_0, x_1) \in \{0,1\}^m \times \{0,1\}^m\) to \( V \).
2. \( V \) checks if \( x_0 \neq x_1 \) and \( f_z(x_0) = f_z(x_1) \). If the checks fail, then it aborts with output 0.
   Otherwise, the parties proceed further.
3. For \( b \in \{0,1\} \), the parties run the following set membership protocol for the string \( x_b \):
   a. Consider the set \( R_{x_b} = \{ r \in \{0,1\}^m | A(w;r) = x_b \} \).
   b. Run a set lower-bound protocol for set \( R_{x_b} \) with size parameter \( \alpha = 2^{\omega_w} \cdot 2^{-h/\epsilon} \). For membership queries to the set \( R_{x_b} \) for a string \( r \), just check whether \( A(w;r) = x_b \).
4. \( V \) outputs 1 if both the checks succeed. Otherwise, it outputs 0.

\( \triangleright \) Claim 16. The above protocol is an AM/poly protocol for \( \Pi_w \).

**Proof.** Suppose that \( z \) is a Yes instance. That is, \( f_z \) is not injective over the set \( \mathcal{X}(D_w, \epsilon) \). Then, an honest \( P \) will be able to find two strings \((x_0, x_1) \in \mathcal{X}(D_w, \epsilon) \times \mathcal{X}(D_w, \epsilon) \) such that \( x_0 \neq x_1 \) and \( f_z(x_0) = f_z(x_1) \). In our protocol, the checks \( x_0 \neq x_1 \) and \( f_z(x_0) = f_z(x_1) \) will always succeed in this case. Since both \( x_0 \) and \( x_1 \) belong to the set \( \mathcal{X}(D_w, \epsilon) \), this implies that both the sets \( R_{x_0} \) and \( R_{x_1} \) have size at least \( \alpha \) according to the definition of \( \mathcal{X}(D_w, \epsilon) \). Hence, both the set lower-bound protocols correspond to YES instances and either of these will fail with probability at most 0.1. It follows that the total failure probability is at most 0.2.

We move on to the case where \( z \) is a No instance, i.e., the function \( f_z \) is injective over the set \( \mathcal{X}'(D_w, \epsilon) \) for all \( w \in \{0,1\}^* \). Fix the pair \((x_0, x_1) \in \{0,1\}^m \times \{0,1\}^m \) that the prover sends in the first step and assume that the verifier did not reject in the second step, i.e., \( x_0 \neq x_1 \) and \( f_z(x_0) = f_z(x_1) \). Then, at least one of \( x_0 \) or \( x_1 \) must lie outside the set \( \mathcal{X}'(D_w, \epsilon) \) since \( f_z \) is injective over this set. Therefore, either the size of \( R_{x_0} \) or that of \( R_{x_1} \) must be smaller than \( \alpha/2 = 2^{\omega_w} \cdot 0.5 \cdot 2^{-h/\epsilon} \). It follows that, except with probability 0.1, the verifier rejects in at least one of the set lower-bound protocols.

By hard-wiring \( w \) and \( h_w \), we implement the verifier by a non-uniform circuit of size polynomial in \( T_1(|w|) + T_2(|w|) \). We can therefore take \( T(|w|) \) to be complexity of the verifier, and conclude that

\[
\Pr_{z}[f_G(z) \text{ is injective over } \mathcal{X}(D_w, \epsilon)] > \Pr_{z}[f_G(z) \text{ is injective over } \mathcal{X}'(D_w, \epsilon)]
\]

\[
> \Pr_{z}[f_z \text{ is injective over } \mathcal{X}'(D_w, \epsilon)] - \frac{\delta}{2} > 1 - \frac{\delta}{2} - \frac{\delta}{2} = 1 - \delta.
\]

The last inequality follows by recalling that \( F_{m,d} \) is \((\delta/2, 1 + h_w/\epsilon)\)-injective and since that set \( \mathcal{X}'(D_w, \epsilon) \) is of size at most \( 2^{1+h_w/\epsilon} \). We conclude that \( F_{m,d} \) is \((\delta, \epsilon)\)-good for \( D_w \), as required. The first part of the theorem follows.

The “Moreover” part

The proof of the second part is similar with the following modification. We take \( G \) to be a PRG that 0.1-fools \( T \)-size non-deterministic NP-circuits (whose existence follows from the underlying assumption via Theorem 5), and show that \( \Pi_w \) can be decided by such
circuits. Given a string \( z \), the circuit \( C_w \) non-deterministically guesses a pair of \( m \)-bit strings \((x_0, x_1)\) and verifies that \( x_0 \neq x_1 \) and \( f_z(x_0) = f_z(x_1) \). (If any of these conditions fail, the circuit rejects.) Next, \( C_w \) derives for \( b \in \{0, 1\} \), an \( \alpha \)-approximation \( q_b \) for the quantity \( p_b = \Pr[D_w = x_b] \) for \( \alpha = 0.2 \), and accepts if and only if \( q_0 \) and \( q_1 \) are both larger than 0.7 \cdot 2^{-h_w/\epsilon}. \) (Here \( h_w \) is hard-wired to \( C_w \).) The approximation \( q_b \) is obtained by using the Approximate Counting algorithm (Theorem 7) as follows. Recall that \( D \) is defined by a PPT conditional sampler \( A(w; \cdot) \) with randomness complexity \( \rho_w \) such that
\[
p_b = \Pr[D_w = x_b] = \frac{|\{r \in \{0, 1\}^{\rho_w} : A(w; r) = x_b\}|}{|\{r \in \{0, 1\}^{\rho_w} : A(w; r) \neq \bot\}|}.
\]
Hence, to derive an \( \alpha \)-approximation of \( p_b \) it suffices to get a \( \alpha/2 \)-approximation of both the denominator and numerator. This can be done by a polynomial-size NP-circuit since these sets are recognizable by polynomial-size circuits (whose size is the sum of the complexity of \( A \)). It remains to prove the following claim.

\textbf{Claim 17.} The circuit \( C_w \) accepts Yes instances and rejects No instances of \( \Pi_w \).

\textbf{Proof.} Suppose that \( z \) is a Yes instance. That is, \( f_z \) is not injective over the set \( \mathcal{R}(D_w, \epsilon) \). Then there exists an \( f_z \)-collision \( x_0 \neq x_1 \in \mathcal{R}(D_w, \epsilon) \times \mathcal{R}(D_w, \epsilon) \). Since both \( x_0 \) and \( x_1 \) belong to the set \( \mathcal{R}(D_w, \epsilon) \), this implies that \( p_0 \) and \( p_1 \) are at least \( 2^{-h_w/\epsilon} \) and so \( q_0 \) and \( q_1 \) are larger than \( 0.8 \cdot 2^{-h_w/\epsilon} \) and \( C_w \) accepts.

We move on to the case where \( z \) is a No instance, i.e., the function \( f_z \) is injective over the set \( \mathcal{R}(D_w, \epsilon) \) for all \( w \in \{0, 1\}^* \). Then, for any \( f_z \)-collision \( x_0 \neq x_1 \) either \( p_0 < 0.5 \cdot 2^{-h_w/\epsilon} \) or \( p_1 < 0.5 \cdot 2^{-h_w/\epsilon} \). This means that either \( q_0 \) or \( q_1 \) must be smaller than \( 1.2 \cdot 0.5 \cdot 2^{-h_w/\epsilon} \leq 0.6 \cdot 2^{-h_w/\epsilon} \), and \( C_w \) rejects.

The rest of the argument is identical to the proof of the first part of the theorem. \( \blacklozenge \)

Together with Lemma 14, we derive the following theorem.

\textbf{Theorem 18.} Suppose that \( E = \text{DTime}(2^{O(n)}) \) is hard for exponential-size non-deterministic circuits. Let \( D = \{D_w\} \) be an efficient family of distributions over \( m_w \)-bit long strings having entropy \( h_w \), and let \( \epsilon(w) \) be inverse polynomial error parameter. Then, there exists a single-round compression protocol for \( D \) with an error \( \epsilon \) and communication of \( d = 2h_w/\epsilon + O(1) \) for the compressor and \( L = O(\log(m_w + h_w/\epsilon)) \) for the de-compressor. Furthermore, the compressor is efficient.

Moreover, the theorem extends to the case where \( D = \{D_w\} \) is a family of conditioned efficient distributions, assuming that \( E \) is hard for exponential-size non-deterministic NP-circuits.

4 Reducing the Communication in Interactive Proofs

In this section, we prove the main theorem (Theorem 1). Roughly speaking, we compress each message that the verifier sends by using a properly chosen hash function. We begin with some notations and definitions.

Let \((P, V)\) be an interactive proof for a promise problem \( \Pi \). For an input \( x \), let \( T(|x|) \) and \( \rho(|x|) \) denote the running-time and randomness complexity of the verifier. We assume that the parties speak in alternating turns and that the prover sends the first and last message. (The latter assumption always holds and the former can be guaranteed at the expense of adding an additional empty round). Letting \( I(|x|) \) denote the number of rounds in which
the verifier speaks, we get that the total number of rounds is $I(|x|) = 2I'(|x|) + 1$. We let $a_i$ and $b_i$ denote the $i$th message of the prover and verifier, respectively, and let $b_{I(|x|)+1}$ denote the final verdict of the verifier (accept/reject).

We can think of the $V$ as a machine that takes an input $x$ a random tape $r$ and a sequence of prover’s messages $a = (a_i)_{1 \leq i \leq k}$, $k \leq I' + 1$ and outputs the message $b_k$. For a partial transcript $w = (x, a = (a_i)_{i \in [k]}, b = (b_i)_{i \in [k-1]})$, consider the probability distribution $D_w$ of the verifier’s next message $b_k$ conditioned on seeing the partial transcript $w$. We can describe $D_w$ as the output of the following randomized process: Sample a random tape $r \xleftarrow{R} \{0,1\}^{\sigma(|x|)}$ conditioned on the event

$$\bigwedge_{1 \leq j \leq k-1} V(x, a_1, \ldots, a_j; r) = b_j$$

(1)

and output the string $b_k = V(x, a_1, \ldots, a_{k-1}; r)$. Note that $\mathcal{D} = \{\mathcal{D}_w\}$ is conditioned efficient: consider a PPT conditional sampler $A$, which on input $w$ as above and random tape $r \in \{0,1\}^{\sigma(|x|)}$, outputs $\bot$ if (1) does not hold, and outputs $b_k$ otherwise. Let $h_w$ and $m_w$ denote the entropy and domain bit-length of $\mathcal{D}_w$, and let $\epsilon(w) = 0.01/I(|x|)$ where $x$ is the first entry of $w$. Let $\mathcal{F}$ denote a family of hash functions (promised by the second part of Theorem 15) which is $(0.2, \epsilon)$-good for $\mathcal{D}$ and for $\mathcal{D}_w$ achieves compression of $2h_w/\epsilon + O(1)$ and description size of $O(\log(m_w + h_w/\epsilon)) < O(\log(m_w/\epsilon)) < O(\log m_w) + O(\log I(|x|))$ where the first inequality follows by noting that $h_w \leq m_w$.

The new proof system

We define the new proof system $(\mathcal{P}', \mathcal{V}')$ as follows. Given $x$ as a common input and randomness $\rho$ for the verifier, the parties initialize an “emulated” transcript $w = x$ and proceed for $i = 1, \ldots, I' - 1$ rounds as follows.

1. $\mathcal{P}'$: Compute $a_i$ by calling $\mathcal{P}(w)$ and locally update $w = (w, a_i)$. Choose hash function $h_i$ from $\mathcal{F}$ that is injective over $\mathcal{F}(\mathcal{D}_w, \epsilon)$, and send $(a_i, f_i)$. (Recall that $\mathcal{F}(\mathcal{D}_w, \epsilon)$ is the set of strings whose weight under $\mathcal{D}_w$ is at least $2^{-h/\epsilon}$ where $h$ is the Shannon’s entropy of $\mathcal{D}_w$; See Definition 10.)

2. $\mathcal{V}'$: Compute $b_i$ by calling $\mathcal{V}(x, a_1, \ldots, a_i; \rho)$ where $a_i$ is the $i$th message sent by the prover, and send $b'_i = f_i(b_i)$.

3. Before proceeding to the next iteration the prover locally computes $b_i$ by choosing the unique string in $\mathcal{F}(\mathcal{D}_w, \epsilon)$ that maps to $b'_i$. If this string is not unique the prover sends a special abort symbol and the verifier terminates with rejection. Otherwise, the prover updates its view to $w := (w, b_i)$.

At the last round, the prover sends $a_{I'}$ by calling $\mathcal{P}(w)$ and the verifier outputs its verdict $b_{I'+1}$ by calling $\mathcal{V}(x, a_1, \ldots, a_{I'}; \rho)$.

Completeness and Soundness

Let $\gamma$ be the completeness error of the original proof system. For a yes instance $x$ it holds that

$$\Pr[\mathcal{P}', \mathcal{V}'](x) = 1] \geq \Pr[\mathcal{P}, \mathcal{V}](x) = 1] - \Pr[\text{decoding failure}] \geq 1 - \gamma - \epsilon (I' - 1) \geq 1 - \gamma - 0.01,$$

where the second inequality follows from a union-bounds over all the rounds. For soundness, fix a No instance $x$, and observe that any cheating strategy for the prover $\mathcal{P}'$ in the new proof system translates to a cheating strategy in the original proof system. Indeed, if for each $i \in [I']$, $\mathcal{P}'$ maliciously chooses $a_i$ and $f_i$ based on $b'_{i-1}$ and its internal state
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When computational constraints are also involved, it leads to a question that combines complexity theory and information theory into a natural, yet difficult problem. In this paper, we partially answered the problem posed at the beginning: whether the communication from a verifier in an interactive proof system can always be reduced to the level of randomness used by the verifier, without increasing the verifier’s randomness, the round complexity or the prover’s communication significantly. We leave it as an open question if such a result is possible without relying on complexity assumptions (or using weaker ones), and if quantitative improvements can be achieved over our result.

En-route to our main result, we encounter several interesting problems. While our focus is on proof systems, the compression results here extend to any 2-party protocol where one party is computationally unbounded, and the other party is randomized but has no private

\[ S = (x, a = (a_j)_{j<i}, f = (f_j)_{j<i}, b' = (b'_j)_{j<i-1}) \]

we can define a cheating prover for the original system that maintains the same state \( S \) and given \( b_{i-1} \) executes \( P^\prime \) on the state \( S \) and on \( b'_{i-1} = f_{i-1}(b_{i-1}) \). The probability that the verifier \( V \) accepts is exactly the same probability that \( V^\prime \) does. Therefore the soundness error of the new system is the same as the soundness error of the original system.

**Communication complexity**

We begin by analyzing the expected communication complexity under the assumption that \( P \) is honest. Fix \( x \), and let \( I = I([x]), I' = I'([x]) \). Let \( w = (x, (a_i, b_i)_{i \in [r]}) \) denote the random variable that describes a random transcript and let \( w[k] = (x, (a_i, b_i)_{i \in [k]}) \) denote the \( k \)th prefix of the transcript. We can assume that the honest prover is deterministic (i.e., \( a_i \) is a deterministic function of \( x \), \( b_j \) and so all the randomness is due to the \( b \) part. Recall that in each round \( i \), the verifier sends a string \( b'_i \) of length \( 2h_w[i]/\epsilon + O(1) \) where \( h_w[i] \) is the entropy of \( D_w[i] \). Note that \( h_w[i] \) is a random variable (since \( w[i] \) is a random variable).

Thus, the communication complexity of the verifier is given by the following random variable

\[
\sum_{i \in [r]} 2h_w[i]/\epsilon + O(1) = O(I') + 2/\epsilon \sum_{i \in [r]} h_w[i] = O(I) + O(I) \sum_{i \in [r]} h_w[i].
\]

By the chain rule, the expected value of \( \sum_{i \in [r]} h_w[i] \) is the entropy of \( w \) which is at most the randomness complexity of the verifier. Overall, the expected communication complexity of the verifier is \( O(I \cdot p) \). The communication of the prover in the \( i \)th iteration consists of the original communication (the \( a_i \) part) and the description of the hash functions which is of length \( O(\log m_w[i]) + O(\log I([x])) \). Overall the prover communication grows by at most \( O(I(\log I + \log m)) \) where \( m \) is the maximal length of the verifier’s message in the original scheme. Since \( m \) and \( I \) are polynomially bounded in \( n \), this can be written as \( O(I(\log n)) \).

**Deriving Theorem 1**

The communication analysis is only on expectation and it assumes that the prover is honest. To get a worst case bound, we slightly modify the proof system by letting the verifier halt the interaction (with rejection) if she communicates more than, say 100 times the expected communication complexity. By Markov’s inequality, this increases the completeness error by at most 0.01. Theorem 1 follows.

**5 Conclusion**

Compressing interactive protocols is a problem of fundamental nature in information theory. When computational constraints are also involved, it leads to a question that combines complexity theory and information theory into a natural, yet difficult problem. In this paper, we partially answered the problem posed at the beginning: whether the communication from a verifier in an interactive proof system can always be reduced to the level of randomness used by the verifier, without increasing the verifier’s randomness, the round complexity or the prover’s communication significantly. We leave it as an open question if such a result is possible without relying on complexity assumptions (or using weaker ones), and if quantitative improvements can be achieved over our result.

En-route to our main result, we encounter several interesting problems. While our focus is on proof systems, the compression results here extend to any 2-party protocol where one party is computationally unbounded, and the other party is randomized but has no private
inputs. Further, the special case of the single-round compression problem is of significance in its own right. The notion of efficiently conditional distributions that we introduced, being natural, could be of independent interest.
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Abstract

Side channel attacks, and in particular timing attacks, are a fundamental obstacle to obtaining secure implementation of algorithms and cryptographic protocols, and have been widely researched for decades. While cryptographic definitions for the security of cryptographic systems have been well established for decades, none of these accepted definitions take into account the running time information leaked from executing the system. In this work, we give the foundation of new cryptographic definitions for cryptographic systems that take into account information about their leaked running time, focusing mainly on keyed functions such as signature and encryption schemes. Specifically,

(1) We define several cryptographic properties to express the claim that the timing information does not help an adversary to extract sensitive information, e.g., the key or the queries made. We highlight the definition of key-obliviousness, which means that an adversary cannot tell whether it received the timing of the queries with the actual key or the timing of the same queries with a random key.

(2) We present a construction of key-oblivious pseudorandom permutations on a small or medium-sized domain. This construction is not “fixed-time,” and at the same time is secure against any number of queries even in case the adversary knows the running time exactly. Our construction, which we call Janus Sometimes Recurse, is a variant of the “Sometimes Recurse” shuffle by Morris and Rogaway.

(3) We suggest a new security notion for keyed functions, called noticeable security, and prove that cryptographic schemes that have noticeable security remain secure even when the exact timings are leaked, provided the implementation is key-oblivious. We show that our notion applies to cryptographic signatures, private key encryption and PRPs.
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1 Introduction

In any implementation of a cryptographic scheme there is a disparity between the mathematical specification of its functionality and the actual implementation in a physical device and environment. By nature, a physical implementation leaks more information than was intended and this leakage is known as a side-channel. In this work we concentrate on the running time, the side channel that is perhaps the hardest to block (and the easiest to exploit), since the time it took to perform a certain service is often known.

Consider the security of encryption and signature schemes (which we refer to as keyed cryptographic functions). After much work, definitions of the security of such schemes have been well-established for decades, and may be considered one of the crown achievements of the foundations of cryptography. But none of these accepted definitions take into account the running time information leaked from executing the system.

In this work, we give a foundation for defining the security of cryptographic systems that take into account that their running time is leaked, focusing mainly on keyed functions such as signature and encryption schemes. More specifically, we suggest several cryptographic definitions for scenarios where the leaked information does not help an adversary to expose sensitive information, e.g., the key or the queries made. The most interesting definition we propose is key-oblivious. For this notion we prove that for cryptographic schemes such as digital signatures, private key encryption and pseudorandom permutations (PRPs), if their implementation satisfies key-obliviousness, then they preserve their security even when the exact timing is leaked. Finally, we construct a PRP called “Janus Sometimes Recurse (JSR)” that is not fixed-time, yet provably secure against timing attacks (key-oblivious and other properties).

For a motivating example of the JSR construction, consider the following question, taken more or less verbatim from Stack Overflow\footnote{https://stackoverflow.com/questions/10054732/create-a-random-permutation-of-1-n-in-constant-space}: “I am looking to enumerate a random permutation of the numbers 1...N in fixed space. I cannot store all numbers in a list, N can be very large, more than available memory. I still want to be able to walk through such a permutation of numbers one at a time, visiting each number exactly once.”

As we shall see, there are good cryptographically based solutions to the question, but they are susceptible when the creator of the permutation leaks how long it took to choose the next value. In light of the work on JSR in Section 4.1 we have a good solution that is immune even when the timing information is leaked.

1.1 A Brief History of Timing Attacks

There is a significant body of research about side-channel attacks and more specifically timing attacks, and how to exploit them in order to break cryptographic protocols. An early work by Lipton and Naughton \cite{24} showed a way to exploit timing information to compromise the performance of dictionaries that employ universal hash functions.

Kocher \cite{23} showed how the running time of certain implementations of RSA and Diffie-Hellman schemes leaks information that can be used to recover the prime factors or find the discrete log, hence breaking the systems. In more detail, Kocher showed that the running time of some implementations depends on the exponent chosen in the protocol, and by carefully timing the running time on multiple outputs one can extract information about
the exponent, which can then be used to break the security of the protocol. Kocher’s work brought widespread attention to the crucial importance of implementations of cryptographic protocols, such as public-key encryption and signatures, and led to a considerable body of research on vulnerabilities to side-channel attacks and spurring studies and advancements aimed at strengthening their security against such attacks.

Brumley and Boneh [11] showed that timing attacks are practical on large systems and over the web. In large systems, the response time suffers significantly from noise coming from latency, multi-threading, communication bottlenecks and more. Brumley and Boneh showed that even under these conditions it is possible to retrieve the private key with timing attacks on OpenSSL servers. More specifically, they showed how to reconstruct the prime factors used in an RSA protocol by making about one million queries and carefully inspecting the response times.

One of the most efficient lattice-based digital signature schemes is BLISS, suggested by Ducas, Durmus, Lepoint and Lyubashevsky [14]. This scheme uses a bimodal Gaussian sampler and was shown to be vulnerable to timing attacks, and, in particular, the sampling component that is not independent of the secret-key [15, 10], as well as other attacks.

All of these examples are but a drop in the ocean of the vast and rich research area of side-channel attacks. New and more sophisticated and subtle attacks and vulnerabilities are found every once in a while, a solution is suggested and implemented, and then another attack is found, in what feels like a never-ending game of cat and mouse. For a more thorough (but still far from full) overview of the history and background of side-channel attacks and timing attacks in particular see Crosby, Wallach and Riedi [13] and Biswas, Ghosal and Nagaraja [8].

1.2 Prevention Techniques

The main approach to prevent timing attacks is to use fixed-time algorithms, often called in the literature “constant time algorithms,” meaning algorithms that run the same amount of time on all inputs.

There are two main drawbacks to this solution. First, in order for the algorithm to run in fixed-time on all the inputs, we need to know the worst-case running time, a task that is often challenging on its own. The second one is that even if we do know the running time, in many cases there is a very large gap between best case and worst case running time, or even average case and worst case running time, and by making the algorithm run in the worst case time on all inputs, we create huge overheads. It is also worth mentioning that the second caveat can make many protocols and algorithms impractical and not usable when efficiency is critical.

In addition, the survey in Section 1.1 demonstrates that the task of making an algorithm run in fixed-time is more subtle and challenging than meets the eye. Timing information might leak from the response times of the server, from I/O calls, from reading RAM memory or cache memory, and many more possibilities. For the implemented algorithm to be truly and fully fixed-time one must make sure to make everything fixed-time, which is often very challenging and goes against hardware and software optimizations.

A common technique to thwart timing attacks in the public-key context is “blinding,” first suggested by Chaum [12] in the context of signatures, where a value $v$ is mapped into a random-looking one $u$ prior to the encryption or signature, in a manner that allows retrieving the desired signature or encryption from the encryption or signature on $u$. Kocher [23] suggested using blinding to make RSA implementations secure against timing attacks. The blinding works by multiplying the input $x$ by a fresh random element $r$ of the group $\mathbb{Z}_N^*$, i.e.
a random element which is co-prime to \( N \). To decode, multiplication by the group inverse \( r^{-1} \) is done at the end of the computation. Note that simply using the same \( r \) for many inputs will not work, as the attack suggested by Kocher can recover \( r \) over time, and even recover the exponent without knowing \( r \). Hence, fresh \( r \) needs to be chosen in each round. This example goes to show that using blinding as a technique to protect against timing attacks is often a subtle task, and that if implemented naively or incorrectly can lead to a false sense of security.

A general approach to preventing leakage is to employ techniques from secure multi-party computation, and split the input into various parts where leaking almost all of the parts does not reveal the actual values. It was first suggested in Ishai, Sahai and Waters [20] for thwarting probing attacks (see Kalai and Reyzin [21] for a survey). This can be thought of as the “moral equivalent” of blinding for a general function. However, in the case of timing, at the very least the sum of their running times is leaked (since they are all executed on the same machine, what is leaked in the total time of all the emulated processors) and this is a function of all parties. Hence this does not solve the problem, unless an argument is made that the sum of all the execution times is not meaningful.

Another set of techniques is known as the bounded retrieval model (see [2] for a survey). In this model, the adversary learns some arbitrary function of the secret key that is shorter than the key. An alternative is the noisy leakage model, where the leakage is not of bounded length but it is guaranteed that the secret key is still unpredictable given the leaked value [30]. But this is not the case in our setting, with a repeatedly used keyed function: the adversary learns the timing of the keyed function on many inputs. Altogether this leaked information may be much greater than the key size. There is also the continual-leakage model, which is more appropriate for this case. The work of Goldwasser and Rothblum [18] considered leakage with an unbounded number of executions, in the presence of an adversary who observes partial information on the internal state of the computation during the executions.

They showed that it is possible to obtain secure computation in the sense that the adversary learns only input-output behavior if the leakage in any round is bounded (following the “only computation leaks information” maxim of Micali and Reyzin [27]). However, this is not a silver bullet for timing attacks, as in this work the first step is to turn the program to be computed into a circuit, i.e. into a fixed-time computation - and this carries over the various downsides of this approach, for instance, that typical case becomes the worst case. Nevertheless, such an approach may be useful for various critical sections when one wants to get fixed time. Our goal in this work is to relax fixed time and allow information related to the key to leak, but specify what it means to say that it is not harmful.

Extending the Notion of Constant Time

There have been a number of proposals to extend the notion of constant time implementations in order to argue that no meaningful information is leaked from the timing. For instance, Benegas et al. [4] talk about the distribution of the running time being the same for any key and any input. Similarly, Almeida et al. [1] define a program to be secure if all equivalent programs in terms of inputs and outputs are indistinguishable given the leaked information, i.e. it “means that any two executions whose input and output values differ only with respect to secret information must leak exactly the same observation.” These extensions are not flexible enough to talk about protecting keyed cryptographic functions, since the protection there is computational, and the inputs and outputs are not going to be identical. For instance consider the case of signature schemes.

Note that we use the term “fixed-time” since in the literature constant time sometimes does not refer to operations that take the same amount of time no matter what the input is.
1.3 Comparing Our Work With the Existing Ones

At this point, the reader may be wondering whether enough theoretical work was already done in the area of leakage and there is not much to add. The novel aspect of our work is proposing criteria for arguing that the leakage is benign, that is, the presence of this benign leakage, although not being fixed, does not compromise the original guaranteed security in many cases. Maintaining this criteria is, therefore, sufficient to argue security even with the presence of the leakage in many cases. An illustrative example is the famous GGM construction of pseudorandom functions (PRF) $F$ from length-doubling pseudorandom generators (PRG) $G$. What properties should we require of the PRG $G$ in order to argue that $F$ is secure? Recall that the construction is defined by imagining a full binary tree of depth $n$ where each node gets an $n$ bit label. The root is labeled with the key $k$ and each parent induces a labeling of its two children by applying $G$ to its label; the left half of the result becomes the label of the left child and the right half the label of the right child. Clearly, requiring that $G$ be fixed time and making the rest of operations (deciding whether to branch left or right based on the bit) fixed-time is sufficient. But can we get a weaker requirement from $G$ and how to express it? What happens when the construction is not applied a fixed number of times, but one that can vary with the input? Could such a construction be secure?

In this work we define a formal condition that is sufficient to argue security in the presence of leakage in many cases. We call this condition “key-oblivious.” Namely, in order to prove that a construction is secure in the presence of leakage, one only needs to prove that the construction is key-oblivious. The key-obliviousness then implies security in the presence of leakage. We argue that this notion is easier to reason about than directly proving that the leakage does not hurt security.

A possible comparison is to the definition of security of encryption. The “moral equivalent” of this condition is the notion of indistinguishability of encryptions, which is, generally speaking, easier to prove than semantic security. But we know that the two notions are equivalent in that context.

Note that the notion of key-oblivious is relevant to any type of leakage, not necessarily timing, but in case of time we have various properties that make it particularly useful, e.g., the leakage of applying a function $f$ and then $g$ is, under reasonable assumptions, the sum of the two leakages.

1.4 Our Contributions and Technical Overview

Our goal in this work is to investigate the landscape of algorithms and systems that can be implemented in a manner resistant to timing attacks, but we wish to expand the “Procrustean bed” of fixed-time algorithms. We provide foundational treatment to the subject as well as many algorithms and separation results.

We propose several criteria for expressing the property that the timing information of an implementation of an algorithm does not expose sensitive information in the context of keyed functions. The most interesting one is key-oblivious (Definition. 1), which means that a polynomially bounded adversary cannot tell whether it received the timing of the actual key or of a random unrelated key. Namely, suppose that $F_k$ is a keyed function with a key $k$ and $T(F_k(q))$ is the time takes to execute $F_k$ on the query $q$, then the key oblivious definition means that a PPT adversary cannot distinguish the following two cases: whether the time it gets is the real running time on the actual key $k$, or whether the running time is on an unrelated key $k'$.
**Definition 1.** We say a keyed function $F$ is **key-oblivious** secure against timing attacks if any probabilistic polynomial-time (PPT) adversary $Adv$ has a winning probability at most $\frac{1}{2} + \text{negl}(n)$ in the following game:

1. Two keys are sampled $k_0, k_1$.
2. A random bit $b \in \{0, 1\}$ is sampled.
3. The adversary $Adv$ makes $\ell = \text{poly}(n)$ adaptive queries $q_1, \ldots, q_\ell$ to $F_{k_0}$, and gets $F_{k_0}(q_1), \ldots, F_{k_0}(q_\ell)$, as well as $T(F_{k_b}(q_1)), \ldots, T(F_{k_b}(q_\ell))$.
4. The adversary outputs $b'$, the guess of $b$, and wins if $b' = b$.

How useful is this criterion? What does it imply? The notion of key obliviousness is most useful in cases where the period where the adversary has access to the timing information is separated from when it actually attacks; for instance, in the case of signatures schemes, where the adversary may know how long it takes to produce a signature on a message, but where the adversary does not have access to the timing information of the signing of the actual message it wants to forge. We then prove that if we have signature scheme $F_k$ that is existentially unforgeable secure against an adaptive chosen message attack and the signature function $F_k$ is key-oblivious, then even if the adversary in the forgery game has access to the running time it takes to generate the signatures, then this adversary will not manage to forge a valid-looking signature on any message it was not given a signature explicitly.

As mentioned above, the key-oblivious criteria is most relevant when the attack occurs after timing information is not available anymore, e.g. as in the case of signature schemes. But there are scenarios where this is not the case and the adversary does get timing information during a “challenge phase.” Consider, for instance, the case of encryption, where the final goal of the adversary is to distinguish between the encryption of two messages. The game has a “challenge phase” in which the adversary sends two messages and receives an encryption of one of them and its goal is to guess which one it is. The encryption may not be time-secure, even though the encryption implementation is key-oblivious.

To see this, consider the following example: suppose that the running time depends only on the least significant bit (lsb) of the message and does not depend on the key or other bits of the message. Then given two messages with different lsb-s, the adversary who gets the running time of the actual message that was chosen, can easily distinguish whether the encryption was of one message or the other.

A case where this may be significant is in voting machines where votes are encrypted and then shuffled. If the timing of an encryption of a particular vote is known, then if the encryption is not query-oblivious in the above sense then this yields information about the actual vote.

To guarantee time-security also in cryptographic games that have a “challenge phase” (as in the indistinguishability game) we propose another security criteria called **query-oblivious** (Definition 3) whose aim is to capture the property that the time to evaluate a query does not leak information about the query itself. We then prove specifically for indistinguishability of encryptions (Theorem 26) that if the implementation is query-oblivious, then it is time-secure.

A fundamental issue concerning any new security definition is what happens when a primitive satisfying it is part of a larger structure and whether the new criterion is preserved under different constructions. To this end, we investigate different constructions and explore whether they preserve key-obliviousness and whether being query-oblivious as well is necessary for them to preserve key-obliviousness. We focus on the following constructions:

- The famed Goldreich-Goldwasser-Micali (GGM) construction: we show that if $G$ is a PRG implemented in a key-oblivious manner, then applying GGM with $G$ yields a PRF that is key oblivious.
The cycle walking technique for format-preserving encryption: we show that if the permutation $\pi$ is key oblivious, then the result $\pi'$ is key oblivious.

Domain extensions of PRFs: we show that even if the underlying PRFs are key-oblivious, then the classical results do not necessarily imply that the result is key-oblivious. But we show that the cascading construction of PRF extension preserves key obliviousness.

Main Application

In Section 4 we turn our attention to pseudorandom permutations (PRP) on small domains (related to format-preserving encryption). The most efficient construction for small domain PRP is the “Sometimes Recurse” (SR) shuffle by Morris and Rogaway [28], which runs in expected time of $O(\log N)$ and is secure even when the adversary queries the whole domain (a more detailed exposition appears in Section 4). The downside of SR is that its running time is fully determined by the number of leading 1’s in the output. This makes the SR construction not secure against timing attacks, namely, SR is neither key-oblivious (Claim 12) nor query-oblivious (Claim 14).

We suggest a new construction of a PRP on small domains which we call the *Janus Sometimes Recurse* (JSR) that is not constant time, yet provably secure against timing attacks. Our construction is faster than all previously known constructions that are secure against timing attacks. Specifically we prove that: (1) JSR is key-oblivious (Claim 16), i.e., a PPT adversary cannot distinguish between the key that was used and a random key even when the adversary gets the exact running time of the PRP; and (2) JSR is also query-oblivious (Claim 18), i.e., a PPT adversary cannot infer from the computation time of the PRP on a query $q$ what $q$ is.

![Figure 1](image)

**Figure 1** JSR construction on two PRPs.

Generally speaking, JSR takes two independent (i.e. with two independent keys) copies of SR on the same domain $[N]$, where the permutations are denoted by $\pi$ and $\sigma$ and the keys by $k_\pi$ and $k_\sigma$, and composes $\pi$ with $\sigma^{-1}$, see Figure 1. This is similar to the approach that Maurer and Pietrzak [26] used to move from non-adaptive to adaptive PRPs. The term “Janus” in the name of our construction “Janus Sometimes Recurse” (JSR) comes from the Roman god who was depicted as having two faces, since both the directions (encryption and decryption) are forward-looking.

The intuition for this construction is that while the running time of the forward direction leaks information about the output, the running time of the inverse is determined by the input, and so by composing the two we get that the running time of the algorithm both in the forward direction and in the inverse, is determined by the inner value which is almost independent of the input and output since $\pi$, $\sigma$ are PRPs.

Main Security Claim

To formally define the criteria in general, we consider a cryptographic game (Definition 20) for a keyed function, which captures the security of many primitives including indistinguishability of encryptions, digital signatures, and pseudo-random permutations (we denote for function
Let \( \mathcal{F} \) be the security game with game \( \mathcal{G}_F \). A game \( \mathcal{G}_F \) has noticeable security (Definition 20), if it is defined between an adversary and a principal, and determining who wins the game can be done without direct access to the key, but simply based on the queries and the state of the principal. We show that digital signatures, pseudo-random permutations, and encryption (but for indistinguishability of encryption see caveat below and Section 5.2) have games with noticeable security.

The main result (Theorem 1) shows that: For a keyed function \( \mathcal{F}_k \) that is secure w.r.t. a game \( \mathcal{G}_F \) that has “noticeable security,” if the implementation of \( \mathcal{F}_k \) is key-oblivious then \( \mathcal{F}_k \) is time-secure, that is, \( \mathcal{F}_k \) is secure w.r.t. \( \mathcal{G}_F \) even when the exact running timing of executing the oracle on the queries is leaked to the adversary.

2 Keyed Functions Secure Against Timing Attacks

We now aim to formalize security against timing attacks for keyed cryptographic functions. Since the security of keyed cryptographic functions is usually measured by the success of a PPT adversary in some game, we would like the security notion to provide the keyed function security against such adversaries.

Let \( \mathcal{F} \) be a keyed function, with key space \( \{K_n\}_n \), where keys are sampled from \( K_n \) have length \( \text{poly}(n) \). Denote by \( \mathcal{F}_k \) the keyed function with a chosen key \( k \). To ease the notation we will use \( k \sim K \) to denote sampling \( k \) from \( K_n \) when \( n \) is understood from context.

We denote by \( q \) a query to the function. We do not state what type of query it is, since different types of functions will have different queries. For example, if \( \mathcal{F} \) is an encryption scheme, then it makes sense to allow encryption queries as well as decryption queries. Denote by \( \mathcal{F}_k(q) \) the answer to the query and by \( T(\mathcal{F}_k(q)) \) the running time it took for the answer to return.

Assumption on Running Time Running time is implementation dependent, hence we stress that \( T(\mathcal{F}_k(q)) \) depends on \( \mathcal{F}, q, k \) as well as the implementation of \( \mathcal{F} \) in the computational model. In many cases, once a key is fixed, the running time on a query will be deterministic, but there are cases in which the running time might be a distribution even with the same key and query. We therefore think of \( T \) as a distribution (which may be a distribution supported on one element).

The crucial assumption which is running time specific that we assume is linearity of composition, meaning that \( T(\mathcal{F} \circ \mathcal{G}(x)) = T(\mathcal{F}(\mathcal{G}(x))) + T(\mathcal{G}(x)) \) where by \( \mathcal{F} \circ \mathcal{G} \) means running \( \mathcal{G} \) on \( x \), and sequentially \( \mathcal{F} \) on \( \mathcal{G}(x) \). This assumption is not used in this section, as well as Section 5, since in these sections we study a single function. On the other hand linearity of composition is a key for designing complex cryptographic primitives from basic ones, e.g. in the JSR construction appearing in Section 4.

We, therefore, require that for some of the statements in the paper at certain points of the computation, the model is inherently sequential and that many optimizations incorporated by modern computers to speed running time (e.g. pipeline, multi-processing, branch prediction, etc.) are not allowed at those points (hence the linearity assumption). As is well known, such optimizations can be exploited, with Spectre being one of the notable examples.

We use the notation \( \text{negl} \) for any function \( \text{negl}: \mathbb{N} \rightarrow \mathbb{R}^+ \) satisfying that for every positive polynomial \( p(.) \) there is an \( N \) such that for all integers \( n > N \) it holds that \( \text{negl}(n) < \frac{1}{p(n)} \). Such functions are called negligible. We will also call a random variable with distribution \( \text{Bernoulli}(\frac{1}{2}) \) a random bit.
We state three definitions of security of keyed cryptographic function. The first two definitions concern securing the key from a timing attack, while the third is designed to secure the result of queries.

Definition 1. We say a keyed function $F$ is key-oblivious secure against timing attacks if any probabilistic polynomial-time (PPT) adversary $Adv$ has a winning probability at most $\frac{1}{2} + negl(n)$ in the following game:
1. Two keys are sampled $k_0, k_1 \sim \mathcal{K}$.
2. A random bit $b \in \{0, 1\}$ is sampled.
3. The adversary $Adv$ makes $\ell = poly(n)$ adaptive queries $q_1, \ldots, q_\ell$ to $F_{k_b}$, and gets $F_{k_0}(q_1), \ldots, F_{k_0}(q_\ell)$, as well as $T(F_{k_0}(q_1)), \ldots, T(F_{k_0}(q_\ell))$.
4. The adversary outputs $b'$, the guess of $b$, and wins if $b' = b$.

Definition 1 means that the joint distribution of running times on a polynomial number of queries for two keys $T(F_{k_0}(q_1)), \ldots, T(F_{k_0}(q_\ell))$ are indistinguishable by a PPT adversary even when it sees the results of the query on a specific key. We now strengthen Definition 1:

Definition 2. We say a keyed function $F$ is key-switch secure against timing attacks if any PPT adversary $Adv$ has a winning probability at most $\frac{1}{2} + negl(n)$ in the following game:
1. Two keys are sampled $k_0, k_1 \sim \mathcal{K}$.
2. The adversary $Adv$ makes $\ell = poly(n)$ many queries $q_1, \ldots, q_\ell$ and gets $F_{k_0}(q_1), \ldots, F_{k_0}(q_\ell)$ as well as $T(F_{k_0}(q_1)), \ldots, T(F_{k_0}(q_\ell))$.
3. A random bit $b \in \{0, 1\}$ is sampled.
4. The adversary $Adv$ makes another $\ell' = poly(n)$ many queries $p_1, \ldots, p_{\ell'}$ and gets $F_{k_0}(p_1), \ldots, F_{k_0}(p_{\ell'})$, as well as $T(F_{k_0}(p_1)), \ldots, T(F_{k_0}(p_{\ell'}))$.
5. The adversary outputs $b'$, the guess of $b$, and wins if $b' = b$.

Notice that if we skip step 2 we get back to Definition 1. The difference here is that the adversary gets the running time of the function with the same key as the answers, until a bit is chosen, and only then the adversary does not know if the timing comes from the same key or a different key. This essentially means that the distribution of the running times $T(F_{k_0}(p_1)), \ldots, T(F_{k_0}(p_{\ell'}))$ conditioning on the answers to the queries and the running time on the original key are indistinguishable by a PPT adversary.

This definition could be useful to prevent denial-of-service attacks: if the adversary can find expensive (time-wise) queries, then it can bunch expensive queries together and ask them so as to overload the system. If, in addition, the system has the property that a priory it is not clear how long a query would take, then it is not possible to find expensive queries (since then it would be possible to figure out whether a key-switch occurred or not).

The third definition is of query-obliviousness and involves only a single key and aims to express that the actual queries made are secure from a timing attack. This is desirable, for instance, in voting systems. Consider a voting system that uses a keyed function (e.g. a PRP) as a subroutine to the actual vote cast. The sensitive information that needs to be protected is the votes themselves and not necessarily the key.

Definition 3. We say a keyed function $F$ is query-oblivious secure against timing attacks if any PPT adversary $Adv$ has a winning probability at most $\frac{1}{2} + negl(n)$ in the following game:
1. A single key $k \sim \mathcal{K}$ is sampled.
2. The adversary $Adv$ makes $\ell = poly(n)$ adaptive queries $q_1, \ldots, q_\ell$ and gets $F_k(q_1), \ldots, F_k(q_\ell)$ and $T(F_k(q_1)), \ldots, T(F_k(q_\ell))$ of all the queries.
3. The adversary $Adv$ chooses two new distinct queries $q_0', q_1'$ such that $q_0', q_1' \notin \{q_1, \ldots, q_\ell\}$. 
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4. A bit $b \in \{0, 1\}$ is chosen at random.
5. The adversary $\text{Adv}$ gets $T(F_k(q'_b))$.
6. The adversary outputs $b'$, the guess of $b$, and wins if $b' = b$.

In the game above, the adversary makes queries and gets their running time. Then the adversary chooses two different queries and gets the running time of one of them. The challenge is to decide what is the query whose running time was returned. There are two (non-mutually exclusive) variations on this:

**Weakly vs. Strongly**: If the function is also secure for general queries $q'_0, q'_1$ that are not necessarily new, then we say that function is *strongly query-oblivious*, while the definition above is *weakly query-oblivious*.

**With vs. Without Results** We define a variant of query-oblivious, we call *query-with-results-oblivious* which is the same as the above query-oblivious game but with one change: in step (5) the adversary $\text{Adv}$ gets both $F_k(q'_b)$ and $T(F_k(q'_b))$ rather than only $T(F_k(q'_b))$. As we shall see, this query-with-result-oblivious will be useful, for example, for time-security of indistinguishability of encryption, while the original query-oblivious definition will be useful, for example, for domain extension.

**Remark 4.** The definitions above are not equivalent to one another. The argument appears in the extended version of this paper.

## 3 Constructions Preserving Key-Obliviousness

A natural question about the notion of key-oblivious is whether the key-oblivious is preserved when applying it to several functions. In this section we investigate several well known constructions and check whether the key-obliviousness is preserved under these constructions, given that the underlying building blocks are key-oblivious. We start with the basic constructions of composition and concatenation. We then consider the fundamental cryptographic constructions:

1. The GGM construction of pseudorandom functions, where we show that if the basic building block, the PRG $G$, is key oblivious, then the result is key oblivious (Claim 5). However it is not necessarily query-oblivious (Claim 6).
2. We consider the Cycle walking technique for constructing format-preserving encryption, which is not fixed time by nature, yet we show that if the underlying permutation $\pi$ is key oblivious, then the result is key oblivious.
3. Finally we consider various domain extension techniques and show that while some of them do not preserve key-obliviousness (e.g. using the Levin trick) it is possible to get key-obliviousness using either an additional primitive such as UOWHF or using the cascading construction.

### Composition and concatenation

A basic issue when considering security definition is how they interact as part of a larger system. The good news is that wrt concatenation key-obliviousness is preserved: Suppose that we have two keyed functions $f$ and $g$ and suppose that their keys are independent. Then the natural implementation of producing $f(x) \circ g(x)$, first compute $f(x)$ and then $g(x)$ is also key oblivious. Also suppose that at each step either $f$ or $g$ are called, then the whole process is still key-oblivious. Furthermore, let $h$ be any function that is implemented in constant time (e.g. addition or Xor). Then the natural implementation of $h(f(x), g(x))$ where $f$ and $g$ are key-oblivious and are computed in a sequential manner and where $h$ is fixed time is itself key oblivious.
On the other hand, as we shall see, for composition the case is different: even if \( f \) and \( g \) are key-oblivious it is not necessarily true that \( f(g(x)) \) is key oblivious! This is shown in Claim 8.

### 3.1 The GGM Construction of PRFs

Consider the Goldreich-Goldwasser-Micali (GGM) construction of pseudorandom functions (PRF) from pseudorandom generators [16]. The construction starts with a pseudorandom generator \( G: \{0,1\}^n \rightarrow \{0,1\}^{2n} \) and the PRF \( F_k: \{0,1\}^n \rightarrow \{0,1\}^n \) with key \( k \in \{0,1\}^n \) is defined by imagining a full binary tree of depth \( n \) where each node gets an \( n \) bit label. The root is labeled with the key \( k \) and each parent induces a labeling of its two children by applying \( G \) to its label; the left half of the result becomes the label of the left child and the right half the label of the right child. The value of \( F_k(x) \) for \( x \in \{0,1\}^n \) is the label of the leaf at the end of the path defined by \( x \).

Suppose that \( G \) is implemented in a key oblivious manner, meaning in this case, simply that given \( G(k) \) for a uniform \( k \in \{0,1\}^n \) and \( T(G(k)) \) or \( T(G(k')) \) for a uniform \( k' \in \{0,1\}^n \), it is hard for a poly-time adversary to distinguish between the two cases. Now consider the straightforward implementation of the GGM PRF \( F_k(x) \) from \( G \), which consists of \( n \) applications of \( G \) given \( k \) and \( x \) (developing the required labels). Assume that taking the left or right half of the output of \( G \) once it is computed is fixed-time and that each application of \( G \) starts from scratch. Is the result key oblivious? Is it query-oblivious?

▷ Claim 5. The key-obliviousness of \( G \) together with the requirement that it is a PRG imply that the GGM construction is key-oblivious.

**Proof.** One possible way to prove the claim is to follow the same lines as the classical proof of pseudo-randomness of the GGM construction. This proof is based on a hybrid argument. If it is possible to distinguish between the construction and a truly random function using \( m \) queries, then there is a sequence of \( m' \leq mn \) distributions, the first being the pseudorandom one, as described above and the last one being the truly random one. An alternative approach is to use induction on the depth on the tree. For the base case \( n = 1 \), the property that \( G \) is assumed to have is sufficient to guarantee key obliviousness. To increase the number of levels, we will think of the two branches from the root as two independent functions. In this case, the whole process should still be key oblivious, as the discussion at the beginning of Section 3 shows. If the actual implementation is no key-oblivious, then again, we have an attack of the key obliviousness of \( G \).

▷ Claim 6. The GGM construction is not query-oblivious, at least not if \( G \) is not fixed-time computable. This is true even if we consider weakly query-without-result-oblivious.

**Proof.** Note that the time to compute \( F_k(x) \) is the sum of \( n \) applications of \( G \) on random-looking inputs. Furthermore, the timings of \( F_k(x) \) and \( F_k(x') \) for \( x \) and \( x' \) that differ only in the last bit are closely correlated (since the sums are over the same summands, except the last one), compared to the timing of \( x \) and \( x'' \) where \( x'' \) is, say, a random input. In the latter, there will be little correlation. So Definition 3 is not satisfied.

---

2 In our case, for the \( i \)th distribution, the first \( i - 1 \) timings are the application of \( G \) on one key (the real one, for which the output values are also given) and the last \( m - i + 1 \) ones are the timings of another key, unrelated to the real one. If it is possible to distinguish between the first and last distributions, then it is possible to distinguish between some two neighboring distributions.
3.2 Format Preserving Encryption - the Cycle Walking Technique

A good example of a construction that is inherently non fixed-time, yet key oblivious and under some conditions query-oblivious, is the cycle walking technique of Format Preserving Encryption (See Bellare et al. [6]). Imagine that we have a construction of a pseudo-random permutation (PRP) on some domain, say of size $2^\ell$, and we want to build from it a PRP on a smaller domain $S \subset [2^\ell]$. A simple example is when $S$ is the set of numbers 0 through $Q - 1$ (where $Q$ is not a power of 2), but the question is relevant for any format of $S$.

What Black and Rogaway [9] analyzed is a simple cycle walking technique for constructing permutations on smaller domains. Given a PRP $\pi$ on the larger domain of size $2^\ell$, to get a PRP on $S$ define $\pi'$ by starting with $x \in S$ and repeatedly apply $\pi$ to it until hitting a value in $S$. This is defined to be $\pi'(x)$. The expected number of applications of $\pi$ is $2^\ell/|S|$. It is clear that this construction is not fixed-time (if $|S| < 2^\ell$), even if the original PRP is fixed-time. So which of the definitions of our framework does this technique satisfy? We note that Bellare et al. wrote that it “Doesn’t Give Rise to Timing Attacks,” but we want to check in what sense this is true and how it fits our definitions.

We claim that the exact properties of $\pi'$ depend on whether the original PRP is fixed-time or “merely” key oblivious. For the former we get both key and query-obliviousness and for the latter just key obliviousness. We assume that the implementation is such that the timing of the various calls to $\pi$ are independent of each other, in the sense the time it takes to run $\pi(x)$ does not depend on any sequence of operations done before and in particular on whether we have just executed $\pi(x_1), \pi(x_2), \ldots, \pi(x_m)$.

\begin{claim}
(i) If the permutation $\pi$ is fixed-time, then the result $\pi'$ is both key oblivious and query-oblivious in the weakly with results sense. (ii) If the permutation $\pi$ is key oblivious, then the result $\pi'$ is key oblivious.
\end{claim}

In order to see that (ii) is correct, think of simulating $\pi'$ through access to $\pi$. Now if there is an attack on $\pi'$ that distinguishes between true timing and timing of some random unrelated key, then we can apply it to $\pi$ itself and get the same distinguishing probability, thus violating the assumption that $\pi$ is key oblivious.

In order to see that (i) is true, think of composing the permutation $\pi$ with a random permutation $\sigma$. By the definition of a PRP, this is indistinguishable from the plain $\pi$ (since this is the case for a truly random permutation). Now instead of a query $x$, the query is effectively $\sigma(x)$, which makes it into a random unknown value. Given that the implementation is of $\pi$ is fixed-time, the only information gained from the timing is the number of applications of $\pi$ needed to evaluate $\pi'(x)$. But given the randomness of $\sigma$ this is useless information to distinguish between two queries $q_0'$ and $q_1'$ that have not appeared so far and therefore the construction is query-oblivious.

Note that the construction does not satisfy the key switch requirement of Definition 2, since once $\pi$ is fixed, then each element $x$ has a very distinctive number of evaluations of $\pi$ needed to compute $\pi'(x)$. Therefore it is possible to see if the time to compute $\pi'(x)$ changes at the potential key switch time.

\[3\] What they proved is that leaking the number of applications of $\pi$ does not hurt the pseudorandomness of $\pi'$.
3.3 Key-oblivious Domain Extension

Pseudo-random functions are a major cryptographic primitive that can be used to efficiently obtain many other primitives and is very useful in many protocols. One question that comes up is: given a function family $F$ where each function $F_k \in F$ is, say, length preserving, i.e. $F_k : \{0,1\}^n \mapsto \{0,1\}^n$, how does one come up with constructions which are on larger domains, e.g. $\{0,1\}^{2n} \mapsto \{0,1\}^n$.

The Levin Trick

A common and simple way of obtaining domain extension is to apply a universal hash function from the larger domain to the smaller one and then apply the PRF. Namely, let $\Gamma$ be family of pair-wise independent hash functions s.t. $g : \{0,1\}^{2n} \mapsto \{0,1\}^n$ for $g \in \Gamma$ and $F_k$ be a PRF. Then the extended function is defined as $F'_{k,g}(x_1, x_2) = F_k(g(x_1, x_2))$.

\[ \text{Claim 8.} \] Even if $F_k$ is key-oblivious and even if $g$ is fixed time, the resulting construction may not be key-oblivious.

Proof. Consider the case that $F_k$ is very much not query oblivious. That is, the time to compute $F_k(x)$ is $x$. Now suppose that $h$ is defined by two values $a_1, a_2 \in GF[2^n]$ (chosen uniformly at random) and the function is $g(x_1, x_2) = a_1 x_1 + a_2 x_2$ where the computation is over $GF[2^n]$. Given a few examples of pairs $(x_1, x_2)$ and the corresponding values $F'_{k,g}(x_1, x_2)$ it is possible to reconstruct $a_1$ and $a_2$. Once this is done it is possible to find collisions with $g$, i.e. two pairs $(x_1, x_2)$ and $(x'_1, x'_2)$ s.t. $g(x_1, x_2) = g(x'_1, x'_2)$. For this pair we will have that $F'_{k,g}(x_1, x_2) = F'_{k,g}(x'_1, x'_2)$. Now if the timing of a random key is given, then this will not cause a collision in $F'_{k,g}$ and therefore there is a way to distinguish correct and incorrect timings.

Note that this claim shows that key-obliviousness is not necessarily preserved under composition. In this example both $F_k$ and $g$ are key-oblivious, yet the composition is not.

\[ \text{Corollary 9.} \] There are keyed functions $f$ and $g$ such that given key-oblivious implementations of $f$ and $g$ the resulting composition $f(g(x))$ is not key oblivious.

Using CRH and UOWHF

A way to remedy this problem is to use a Collision Resistant Hash (CRH) function, instead of a combinatorial one used in the original proposal by Levin. Recall that a function $h$ is a CRH if it is hard to find two different values $x$ and $x'$ that collide under $h$, that is, any collision is considered a violation of the hardness assumption. But this approach (i) Requires another cryptographic assumption or primitive. Recall that in terms of assumptions, PRFs can be built from one-way functions in a black-box (BB) manner, whereas CRHs are BB separated from one-way functions. (ii) May not work with all range of the parameters we are interested in, since a CRH requires a minimum range size. For instance, the range of the CRH cannot be 80 bits.

The perhaps surprising observation is that we show that the CRH in the above construction can be replaced with a Universal One-way Hash Function (UOWHF) [31]. UOWHF (or second pre-image resistant hash function), are ones where the target $x$ is chosen before the function is known and the collision should be with the target $x$. UOWHF can be based on one-way functions [33, 22]. The idea is to replace each $x_i$ with its PRF value. Let $h \in H$ where $H$ is a UOWHF family. Consider the construction

$$F'_{k,h}(x_1, x_2) = F_{k}(h(F_k(x_1), F_k(x_2))).$$
Claim 10. If the implementation of $F$ is key-oblivious, then for any implementation of the hash function $h$ chosen from a family of UOWHFs, the implementation of $F'$ as defined above is key-oblivious.

The only case we need to worry is if the adversary finds collisions under $h$. The hardness properties of $h$ do not guarantee hardness of finding any arbitrary collision, but rather with one target specified in advance. The idea is that an adversary may ask various queries, and since we do not assume that $F_k$ is query oblivious and we make no timing assumption regarding $h$, then the values of $F_{k'}(x_1)$ are known to the adversary (i.e., they may leak through the computation of $h$).

Furthermore, the adversary can mix and match an $x_1^i$ and $x_2^j$ from different queries. Nevertheless, the values $F_{k'}(x_1^i)$ look random to the adversary. Suppose an adversary makes $m$ queries to the function $F_{k'}$. At the end of the attack it finds a collision with some pair $(x_1^i, x_2^j)$ as one of the inputs with a collision in $h$ (if the colliding pair was never queried this is even better). Then we can use this adversary as a second pre-image finder: We select a random value $(y_1, y_2) \in \{0,1\}^{2n}$ as the target and then guess $i$ and $j$ and when $x_1^i$ is given, we plug in $y_1$ as the value of $F_{k'}(x_1^i)$ and similarly for $x_2^j$ we give $y_2$ as the value of $F_{k'}(x_2^j)$. From the adversary’s point of view this looks like a “normal” instance. Therefore the probability of selecting $i$ and $j$ correctly is $\Omega(1/m^2)$ times the probability that the adversary finds a collision.

Cascading

We show that the cascading domain extension, as analyzed by Bellare, Canetti and Krawczyk [5] actually preserves key-obliviousness. The length-doubling construction is

$$F_{k'}(x_1, x_2) = F_{F_k(x_1)}(x_2).$$

The straightforward implementation of $F'$ is to first compute $F_k(x_1)$ then take the resulting value as the key $k_2$ to $F_{k_2}(x_2)$ where the time of the second is independent of the time is took compute the first one.

Claim 11. If the implementation of $F$ is key-oblivious, then the “straightforward” implementation of $F'$ is key-oblivious.

Proof (Sketch). The main issue is that in this construction it is always clear what the query is. The keys, that keep changing, on the other hand, are not known. Therefore the Bellare et al. proof can be translated to this setting. Consider the experiment where instead of using the value $F_k(x_1^i)$ and random value is $v_j$ is used for the next step (while making sure to use it consistently) but the timing produced is that of $T(F_k(x_1^i))$ and $T(F_{v_j}(x_2^j))$. If it is possible to distinguish between these two cases, then there is an attack on the key obliviousness of $F$. If not, then note that we can view the new construction as a concatenation of many functions, as argued at the beginning of this section.

Question. A major issue we did not resolve is how not to lose the birthday bound, as was done in Berman et al. [7] for domain extension without timing. Is it possible to get a similar result when timing is leaked?

4 Key-Oblivious PRPs on Small Domains

The question of how to generate Pseudo Random Permutations (PRP) has been extensively investigated for a few decades. Luby and Rackoff [25] (who defined the notion of PRP) showed how to get a PRP from a PRF. Their construction uses a Feistel network and there
are many variants of it. In their work the security of the construction works provided the adversary makes at most $O(N^{1/4})$ queries, where $N$ is the size of the domain. When the domain is not very big, such a security guarantee might not be enough, as $N^{1/4}$ can be a feasible amount of queries made. This is also true to refinements of the method, such as Naor and Reingold [29], who get to $N^{1/2}$. In such cases we might want the security to hold even if the adversary queries a constant fraction of the domain or even all of the domain but a constant number of elements.

When the domain is very small, it is possible to generate a fully random permutation, rather than a PRP. Yet this is undesirable in many cases, since the memory required to represent a random permutation is $\Omega(N \log N)$ bits. This memory requirement may be feasible for small enough $N$ but is infeasible for medium-sized $N$ (e.g., all credit card numbers or SSNs). We are left with the intermediate case of small, but not too small, domains, so that explicitly saving a permutation is infeasible, yet the security guarantees of Feistel network constructions might not suffice. As a concrete example think of the domain of credit card numbers (16 decimal digits). We refer to PRPs of this intermediate case as small-domain PRPs.

Small-domain PRPs are useful in a variety of application scenarios, e.g., cryptographic constructions, as Oblivious RAMs [17, 35], for randomly reordering (permuting) a list of items. They can also be used to generate pseudorandom unique tokens (e.g., product serial numbers) in a specific format and to encrypt data in a small domain, such as encrypting a 9-digit social security number into another 9-digit number. Because of this, a small-domain PRP is also commonly referred to as a small-domain cipher or format-preserving encryption (FPE). FPE has been a useful tool in encrypting financial and personal identification information, and transparently encrypting information in legacy databases.

In this section we focus on the small domain and show an interesting construction of PRPs on which is not fixed-time, yet is also secure under some of our definitions. A line of three works addressed this issue and showed efficient constructions for PRPs on small domains $N$ with strong security guarantees, based on PRP or PRFs on large domains. The key observation in these works is one made by Moni Naor (see [34]), that if a card shuffling algorithm is oblivious, meaning that one can trace the trajectory of a card without attending to a lot of other cards in the deck, then it gives rise to a computationally feasible PRP. Therefore we can think of $[N]$ as a deck of cards of size $N$. All three works we describe start from this viewpoint on PRPs. The dominant computational resource in these works is the calls to a PRF on a large domain.

The first work, called “Swap-or-Not Shuffle” (SN) by Hoang, Morris and Rogaway [19] consists of a sequence of rounds that gradually shuffle the deck. In each round they consider a random matching of the cards in the deck that matches card $X$ with card $X \oplus K$ (the randomness is over the choice of $K$). Additionally, for each matched pair $X, X \oplus K$ there is a random and independent bit $b$ that decides whether to swap the matched pair of cards or not (these bits are also derived from the key). Hoang et al. [19] proved that applying the swap-or-not procedure $O(\log N)$ times and picking the matching index $K$ for each round at random and independently suffices as long as at most $(1 - \varepsilon)N$ queries were made for any fixed $\varepsilon > 0$ (notice that this $\varepsilon$ affects multiplicatively the number of rounds of swap-or-not needed to achieve a PRP).

\footnote{Note that the cycle walking technique mentioned in Section 3 does not solve the problem of constructing a small or medium size PRPs, since it needs a PRP of not much larger size to begin with.}
To implement this as a PRP the swap bits along the shuffle $b$, as well as the $K$ of the matching should be produced by a PRF (which can be derived from a PRP on large domain such as AES). This gives a PRP that runs in a fixed time and remains secure as long as at most $(1 - \varepsilon)N$ queries were made for any fixed $\varepsilon > 0$ (notice that this $\varepsilon$ affects by a multiplicative the number of rounds of swap-or-not needed to achieve a PRP). This procedure is fixed-time provided that the PRFs and XOR operations are implemented in running time independent on the inputs and keys.

The second work, called “Mix and Cut” by Ristenpart and Yilek [32], aimed to improve on the number of queries that can be made while keeping the PRP secure. Ristenpart and Yilek introduced a construction of PRP which runs in a fixed-time of $O(\log^2 N)$ and achieves full security, meaning it remains secure even if the entire domain is queried. The Mix and Cut shuffle works by mixing the deck, cutting it to two equal parts, and mixing each of them recursively using the Mix and Cut shuffle. In the paper, they also proved that if the shuffle before each cut mixes the cards well enough (which means the top half and bottom half is approximately a random partition of the cards), then this procedure achieves full security. They explicitly showed that the Swap-or-Not shuffle can be used with the $\varepsilon$ from last paragraph being $\frac{1}{2}$ to give a fully secure PRP with the Mix and Cut construction.

The third work, called “Sometimes Recurse” (SR) shuffle by Morris and Rogaway [28], constructed a PRP which runs in expected time of $O(\log N)$ and achieves full security. Morris and Rogaway observed that when the Mix and Cut procedure is called, there is no need to mix both the top half and the bottom half of the deck. Since the top half looks almost uniform, it is enough to mix only the bottom half, therefore they suggested to only recurse on the bottom half of the deck, hence the name sometimes recurse. This construction allows an improvement on the $O(\log^2 N)$ of the Mix and Cut shuffle to an expected number of rounds which is $O(\log N)$.

The downside of SR is that it is no longer fixed-time, and in fact the running time is fully determined by the number of leading 1s in the output. Morris and Rogaway address this issue by stating that in a very common use of SR an adversary sees the outputs anyway, and so the running time doesn’t give more information. However it is also the case that keyed functions, and in particular PRPs, are employed as a subroutine of a larger system (see for example [3]). In such cases the adversary no longer sees the output, and so the running time might leak valuable information that can harm the security of the system.

Consider for example if the PRP is used for storing or transmitting some piece of sensitive information like a vote or a credit card number in a way that should not reveal the correspondence between the customer or voter and the ciphertext. In this case the adversary can only get the runtime of the transaction (purchase, vote) which corresponds to the runtime of the PRP but does not have direct access to the results of the queries. Suppose now that the adversary does get to see after some time a batch of such ciphertexts and perhaps some other information about them (say their opening in case of votes, or whether the transaction was declined for credit cards). If the adversary knows how long each transaction took, then it can connect the ciphertext and the voter or customer and learn something it should not have learned. Moreover, the SR scheme is vulnerable to a denial-of-service attack where the attacker can easily assemble without any query many different ciphertexts that take a long time to decrypt (by picking those that have long prefixes of ’1’s).

Before analyzing the security of SR we need to specify what we mean by runtime of SR. We assume that SR construction uses the Swap-or-Not (SN) PRF for each shuffle and that the Swap-or-Not is implemented in a fixed-time manner. I.e. for any $x \in \{0, 1\}^{\log N}$ we have that the running time of $SN_k(x)$ is independent of $x$ and $k$ but is dependent on the
input length $\log N$. We denote this fixed running time of the the Swap-or-Not on $\log N$ bit inputs by $T_{\log N}(SN) := T(SN_k(x))$ for any $x,k$. Consequently, by linearity of composition, the running time of SR on the input $x$ is $T(SR_k(x)) = \sum_{i=0}^{j} T_{\log N}(SN)$ where $j$ is the number of leading 1's in the output, i.e. we assume commands are executed one after the other on a single unit without branch predictions. We show that the SR construction is not secure with respect to our definitions in Section 2.

▷ Claim 12. The SR construction is not key-oblivious, i.e. does not satisfy Definition 1 and hence also is not key-switch oblivious, i.e. does not satisfy Definition 2.

Proof. Recall that by definition of SR, an adversary can determine the number of leading 1s in the output, from the running time and vice versa. This property of SR gives the following simple strategy:

1. Choose a single element $x$ and query it to get: $SR_{k_0}(x)$ and $T(SR_{k_1}(x))$.
2. Check the number of leading 1s in $SR_{k_0}(x)$, which is $T(SR_{k_0}(x))$ and compare it to the running time $T(SR_{k_1}(x))$ (number of calls to SN by SR on $x$).
3. If $T(SR_{k_0}(x))$ is equal to $T(SR_{k_1}(x))$, return 0, else return 1.

Observe that the distribution of the number of leading 1s is a Geo($\frac{1}{2}$) distribution truncated at $n$. Also since the SR shuffle is a PRP, then with constant probability $T(SR_{k_0}(x)) \neq T(SR_{k_1}(x))$. This gives the adversary a constant advantage in the key-oblivious game (Definition 1), and therefore the SR PRP is not key-oblivious. Note that by choosing a polynomial number of inputs $x_1, \ldots, x_\ell$, the adversary can get a winning advantage that is exponentially close to 1. ◀

▷ Corollary 13. The SR construction is not $(G_{PRP}, \frac{1}{2})$-time-secure.

Proof. This follows from Remark 25. ◀

▷ Claim 14. The SR construction is not secure with respect to query-obliviousness (Definition 3) even in the weakly without results sense.

Proof. Observe that in the definition there is no restriction on making queries in one direction, we assume both forward and inverse queries. By the construction of SR, in the inverse direction the running time is determined by the number of leading 1's in the input. This gives an adversary a very simple attack. First, make an inverse query on the string $x$ which we define to be half 1's in the beginning and then half 0's. Now for the challenge pick $x_0$ to be the all 0's string, and $x_1$ the all 1's string and make inverse queries. If the running time is faster than that on $x$, return $b = 0$; else return $b = 1$. This gives the adversary a winning probability of 1 in the game defined in Definition 3. ◀

4.1 JSR: Constructing key-oblivious and query-oblivious PRPs

So far we have seen fixed-time constructions and a non fixed-time construction which is not secure under our definitions. It begs the question: are there (interesting) constructions that are not fixed-time, yet are also secure under some of our definitions? We now show a construction of “SR with a twist”, which: (1) achieves the same expected run time of $O(\log N)$ up to a multiplicative factor of 2, (2) is not fixed-time, and (3) is secure with respect to Definition 1 and with respect to Definition 3 (assuming we have a fixed-time implementation of a PRF).
The Proposed Construction: Janus Sometimes Recurse

The construction takes two independent (i.e. with two independent keys) copies of SR on the same domain \([N]\), where the permutations are denoted by \(\pi\) and \(\sigma\) and the keys by \(k_\pi\) and \(k_\sigma\), and composes \(\pi\) with \(\sigma^{-1}\), see Figure 2. This is similar to the approach that Maurer and Pietrzak [26] used to move from non-adaptive to adaptive PRPs. We call this construction “Janus Sometimes Recurse” (JSR):

\[
\text{Algorithm 1} \quad \text{JSR}(x) \text{ with keys } k_\pi \text{ and } k_\sigma.
\]

1: \(\text{return } \sigma^{-1}(\pi(x))\)

The term “Janus” comes from the Roman god who was depicted as having two faces, since both the directions (encryption and decryption) are forward looking.

\[
\begin{阵列}{c c c c}
\pi & \sigma^{-1} \\
k_\pi & k_\sigma
\end{阵列}
\]

\[\text{Figure 2} \text{ Janus construction on two PRPs.}\]

The intuition for this construction is that while the running time of the forward direction leaks information about the output, the running time of the inverse is determined by the input, and so by composing the two we get that the running time of the algorithm both in the forward direction and in the inverse, is determined by the inner value which is almost independent of the input and output since \(\pi, \sigma\) are PRPs.

We now turn to show that (1) JSR is secure with respect to Definition 1 as well as Definition 3 when the two elements chosen are fresh (were not queried before), i.e., in the weakly sense, and (2) that it is not secure under Definition 2 even in the relaxed version when queries cannot repeat after the switch.

We start with a lemma that will help us prove the security of the construction.

\[\text{Lemma 15.} \text{ Let } \pi \text{ and } \sigma \text{ be two PRPs on the same domain } D, \text{ secure under } q \text{ queries, and let } (k_\pi^0, k_\pi^1) \text{ and } (k_\sigma^0, k_\sigma^1) \text{ be two pairs of keys for } \pi \text{ and } \sigma \text{ respectively, then any PPT adversary } \text{Adv has a negligible advantage over } 1/2 \text{ in the following game:}\]

1. A random bit \(b \in \{0,1\}\) is chosen.
2. The adversary can make at most \(j \leq q\) queries \(x_1, \ldots, x_j\) to the composition of \(\pi\) with \(\sigma^{-1}\), either in the forward direction \(\pi_{k_\pi}^{-1} \circ \pi_{k_\pi}^b(x_i)\) or in the inverse direction: \(\pi_{k_\sigma}^{-1} \circ \sigma_{k_\sigma}^b(x_i)\).
3. The adversary gets in addition to the result of each query, the inner result with respect to \(b\). Namely in the forward direction \(\text{Adv gets } \pi_{k_\pi}(x_i)\) and in the inverse direction \(\sigma_{k_\sigma}(x_i)\).
4. The adversary should output \(b'\) such that \(b' = b\).

\[\text{Proof.} \text{ Consider the distribution where a truly random value that hasn’t appeared in previous queries is given instead of the inner value either in the case } b = 0 \text{ or } b = 1. \text{ We claim that the truly random distribution is indistinguishable from the distribution of inner values in both cases of } b. \text{ Observe that the distribution of a truly random value that hasn’t appeared in previous queries is the same distribution of the inner value of a composition of two truly random permutations that agree on the values already seen. Since } \pi \text{ and } \sigma \text{ are both PRPs,}\]
it follows that this distribution is indistinguishable from the inner value distribution both in \( b = 0 \) and \( b = 1 \). By a hybrid argument we get that the inner value distribution with \( b = 0 \) is indistinguishable from the inner value distribution with \( b = 1 \) which completes the proof.

\[ \blacktriangleright \]

\begin{claim}
Assuming we have a fixed-time implementation of PRFs and the implementation of the JSR uses it, then the JSR construction is key-oblivious, i.e. secure with respect to Definition 1.
\end{claim}

Proof. The proof follows from Lemma 15 by observing that twice the number of leading 1’s in \( \pi_k(x) \) is exactly the running time for computing \( \sigma_k^{-1} \circ \pi_k(x) \). Therefore the adversary can determine the running time of \( J_k(x) \) from \( \pi_k(x) \). This implies that the advantage of the adversary in the key-oblivious game is at most the advantage of an adversary in the game defined in Lemma 15. Since we know that the advantage of an adversary in Lemma 15 is negligible, we get that the construction is secure with respect to Definition 1.

\[ \blacktriangleright \]

\begin{claim}
The JSR construction is not key-switch secure. That is, it does not satisfy Definition 2 even in the relaxed version.
\end{claim}

Proof. Since we are interested in PRPs on small domains, this means that the adversary can query a large fraction or even entire domain apart from a few elements. The main observation is that the \( \sum_{x \in D} T(SR_{k_0}(x)) \) is a constant independent of \( k_0 \), where the sum is over the running time of the JSR algorithm.

The strategy for the adversary is to query the entire domain up to a single element \( l \) (last element). By the observation above, this gives the adversary full information about the timing distribution of the last element. Now the switch happens and the adversary makes one last query on the remaining element. If the running time the adversary receives is the running time it expected with respect to \( k_0 \), then it returns \( b = 0 \); otherwise, it returns \( b = 1 \). Since the running time of \( T(SR_{k_1}(l)) \) is not constant (with non-negligible probability), then with non-negligible probability \( T(SR_{k_0}(l)) \neq T(SR_{k_1}(l)) \) and so this strategy gives the adversary a non-negligible probability of winning.

\[ \blacktriangleright \]

Finally, we have:

\begin{claim}
The JSR construction is query-oblivious secure, in the weakly and with results sense.
\end{claim}

Proof. The proof is similar to the proof of Claim 16. By a similar argument as the one in the proof of Lemma 15, we know that given the inner result of either \( q_0' \) or \( q_1' \), the adversary cannot tell which query it came from. Since given the inner result, the adversary can get the running time of the query, we conclude that given the running time \( T(SR_k(q'_b)) \), the adversary cannot guess \( b \).

\[ \blacktriangleright \]

We note that all claims above regarding the JSR construction hold to more general constructions. The crucial property of SR, from which the claims follow, is that the running time of the algorithm was fully determined by the output. We summarize:

\begin{theo}
Let \( \pi_k \) be a PRP for which the running time to compute \( \pi_k \) on \( x \) is fully determined by \( x \)’s image, i.e. \( T(\pi_k(x)) = f(\pi_k(x)) \) for some function \( f \). If the permutation \( \pi \) is secure under \( q \) queries, then the Janus PRP \( \pi_k^{-1} \circ \pi_k(x) \) is a key-oblivious and query-oblivious PRP secure under \( q \) queries.
\end{theo}
5 Main Security Theorem, Noticeable Security and Games Definitions

5.1 Defining Noticeable Security and Cryptographic Games

Our goal is to prove that if the implementation of a keyed function is key-oblivious then the keyed function is time-secure, that is, the keyed function is secure w.r.t. the cryptographic game in which the adversary has access not only to the relevant oracles but also to the time it takes the oracle to execute. We show this for cryptographic keyed functions that have what we call Noticeable Security. Many well-known and useful keyed function primitives have noticeable security, such as: (i) digital signatures, (ii) pseudo-random permutations (PRP), and (iii) indistinguishability of encryptions (either symmetric or not).

We start with defining a cryptographic game. We formulate a cryptographic game as an interactive game between a principal and an adversary. The principal maintains a state. In each round of an attack the adversary sends a pair \((a_i, q_i)\) where \(q_i\) represents a query to the keyed function and \(a_i\) some additional information (for instance, \(a_i\) could be a bit indicating whether the adversary wishes to receive the upper half or the lower half of \(F_k(q_i)\)). The principal responds with some function of its current state and the query. At the end, the adversary issues a guess and a tester decides whether to accept or not based on the state of the principal and the queries made (this determines who won the game).

Definition 20. A cryptographic game \(G_F\) for a keyed function \(F_k(x)\) between a principal and an adversary is a game defined by three PPT algorithms

\((\text{StateTransition}, \text{Answer}, \text{Tester})\),

where the first two define the actions of the principal and \(\text{Tester}\) produces outputs in \(\{0, 1\}\) and determines who won the game. Specifically, at round \(i\):

- Function \(\text{StateTransition}\) gets as input a state \(S_{i-1}\) and the current query pair issued by the adversary \((a_i, q_i)\) and the value of \(F_k(q_i)\). The new state is \(S_i\). In other words \(S_i\) is defined by:

\[
S_i := \text{StateTransition}(a_i, q_i, S_{i-1}, F_k(q_i)).
\]

- \(\text{Answer}\) takes as input the current state \((S_i)\) and returns a response \(CA_i\) to the adversary (e.g. this may simply be \(F_k(q_i)\) or some function of it). That is

\[
CA_i := \text{Answer}(S_i).
\]

- \(\text{Tester}\) gets as input all the queries pairs \((q_i, a_i)\) and states \((S_i)\) as well the adversary’s response guess and outputs either 0 or 1. If the output is 1 the adversary wins the game, otherwise it loses the game.

For an adversary \(\text{Adv}\), the game \(G_F\) is the following:

1. A key \(k \sim K\) is chosen randomly.
2. Learning Phase: for \(\ell = \text{poly}(n)\) rounds where at round \(i\):
   a. \(\text{Adv}\) chooses a query \(q_i\) that depends on \(q_1, \ldots, q_{i-1}\) as well as \(CA_1, \ldots, CA_{i-1}\).
   b. The principal generates \(S_i := \text{StateTransition}(a_i, q_i, S_{i-1}, F_k(q_i))\).
   c. The principal sends \(\text{Adv}\) an answer \(CA_i\), which is a function of \(S_i\) and \(i\).
4. Testing Phase: If \(\text{Tester}((a_1, q_1), \ldots, (a_{\ell}, q_{\ell}), S_0, S_1, \ldots, S_{\ell}, \text{guess}) = 1\), then \(\text{Adv}\) wins the game and otherwise it loses the game.
Note that Tester does not know the key $k$, nor does it have query access to $F_k$, hence the term noticeable security. Let $\tau < 1$ be a “benign” success probability. If the adversary cannot win the cryptographic game of a keyed function with probability much better than $\tau$, then we say that the keyed function is noticeable secure. Specifically:

**Definition 21.** Let $\tau < 1$, the “benign” success probability. A keyed function $F_k(x)$ is $(G_F, \tau)$-noticeable-secure if any PPT adversary $\text{Adv}$ has probability at most $\tau + \text{negl}(n)$ to win the game $G_F$.

As we shall see, classical notions of security can be expressed within the framework of cryptographic games presented above. In Appendix A we demonstrate that indistinguishability of encryptions, digital signatures, and pseudorandom permutations can each be formulated in terms of a cryptographic game.

**Adding Timing to the Game**

Next, we define $(G_F, \tau)$-time-secure which intuitively says that the winning probability in the game $G_F$ remains $\tau + \text{negl}(n)$ even when the adversary gets, not only the answers for the oracles queries, but also the time it takes for the oracle to execute them. More formally:

**Definition 22.** Let $\tau < 1$, the “benign” success probability. The implementation of a keyed function $F_k(x)$ is $(G_F, \tau)$-time-secure if any PPT adversary $\text{Adv}$ has probability at most $\tau + \text{negl}(n)$ to win the game $G_F$ with the following modification: in step 2.c of the game $G_F$ as in Definition 20, the principal sends both $\text{CA}_i$ and the time it takes for the principal to execute $F_k(q_i)$.

**Main Theorem: Key Oblivious Implies Time-Security**

While key obliviousness suggests that the running time doesn’t disclose significant information about the key, the security of a keyed function $F_k$ is assessed through $G_F$. Therefore, it’s imperative that the running times of $F$ don’t significantly aid an attacker in winning $G_F$. The following theorem establishes that key-obliviousness of a keyed function implies it’s resistance against timing attacks (w.r.t $G_F$), whenever $G_F$ has noticeable security.

**Theorem 23.** Let $F_k$ be a keyed function that is $(G_F, \tau)$-noticeable-secure for $\tau < 1$. If the implementation of $F_k$ is key-oblivious, then the implementation of $F_k$ is $(G_F, \tau)$-time-secure.

We can use the theorem above, in addition to Propositions 28, 30 and 32, in order to obtain the following corollary:

**Corollary 24.** The cryptographic schemes: digital signature, pseudo-random permutation and encryption are $(G_F, \tau)$-time-secure with the corresponding $\tau$ for each game, provided the implementation of each scheme is key-oblivious.

**Remark 25.** In some cases the converse of Theorem 23 holds, meaning that if $F$ is not $(G_F, \tau)$-time-secure, and $G_F$ is noticeable, then the implementation of $F_k$ is not key-oblivious. In particular, in the extended version we prove this fact for PRPs and PRFs.

**5.2 Caveat on Key-Oblivious and an Application of Query-Oblivious**

It is essential not to abuse Theorem 23 and Corollary 24 and apply them correctly. The point is that the setting considered assumes that the timing information gained by the adversary follows the pattern of the timing game (Definition 20). But this may not necessarily be the
A case in point is that of indistinguishability of encryption, where following a learning session an adversary selects a pair of messages \((m_0, m_1)\) and receives either \(F_k(m_0)\) or \(F_k(m_1)\) and has to make a guess about the value of \(b\) where the ciphertext is of \(m_b\). We saw in Proposition 32 that it falls into the framework of noticeable security. But this assumed that the principal computes both \(F_k(m_0)\) and \(F_k(m_1)\) before selecting which one to send. But a natural version of it is to first select whether to encrypt \(m_0\) or \(m_1\) and evaluate \(F\) only on the selected point. Thus the time to compute \(F_k(m_b)\) may reveal which one was selected. Note that here we have two games that are equivalent in the non-timed version (Definition 20), i.e. the adversary has exactly the same probability of winning in these two games, but when considering the timed version (Definition 22) these two games are not equivalent any more, since there function \(F_k\) is called after each query.

So given an implementation of a system, to argue that it is secure in terms of timing, one must argue that the setting of Definition 20 is the relevant one to the given system. Requiring the implementation of the encryption to be query-with-result-oblivious solves the above situation in the indistinguishability of encryption game. If the implementation is query-with-result-oblivious, then the two games are equivalent also in the timed version:

\[\textbf{Theorem 26.} \text{ Suppose } F_k \text{ is a keyed function which is } (G_{\text{IND}}, \tau)\text{-noticeable-secure. If the implementation of } F_k \text{ is query-with-results-oblivious, then } F_k \text{ is also } (G_{\text{IND}}, \tau)\text{-time-secure.}\]

\[\textbf{Proof.} \text{ This is straightforward since the query-with-results-oblivious game is the exact same game as indistinguishability of encryptions with timing.} \]

To conclude, arguing that the properties of key and query obliviousness are relevant to a given system is a delicate matter. Key obliviousness is most relevant to systems where the timing information is exposed for a certain period of time, but then when the attack is made, there is no leakage. Think of the definition of semantic security of encryption. If the attacker chooses a distribution on which it is to be tested, the encryption of the challenge message should be done after the leakage is over (note that it does not fall into the game framework, since there at any point it is clear what call is made to the keyed function).

On the other hand query obliviousness is relevant when the timing information is leaked about the message or challenge that is protected.
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A Classical Security Definitions are Noticeable Secure

We now give a few examples of classical security definitions of keyed functions and show how they fit Definition 20, namely we show they are noticeable secure. Specifically, we show for digital signatures, pseudo-random permutations, and indistinguishability of encryptions.

Definition 27. (Digital signatures) Let \( \text{Adv} \) be an adversary in the following game:

1. The principal generates public and secret keys \((pk, sk)\) and shares \(pk\) with adversary \(\text{Adv}\).
2. Adversary \(\text{Adv}\) chooses adaptively \(\ell = \text{poly}(n)\) messages \(m_1, \ldots, m_\ell\) and gives them to the principal, receiving their signatures \(\sigma_1 = \text{Sign}_{sk}(m_1), \ldots, \sigma_\ell = \text{Sign}_{sk}(m_\ell)\).
3. Adversary \(\text{Adv}\) chooses a new message \(m' \notin \{m_1, \ldots, m_\ell\}\). Adversary \(\text{Adv}\) succeeds if and only if it can generate \(\sigma' = \text{Sign}_{sk}(m')\) s.t. \(\text{Vrfy}_pk(m', \sigma') = 1\).

A signature scheme \(\Pi = (\text{Sign}, \text{Vrfy})\) is existentially unforgeable under an adaptive chosen-message attack, or just secure, if for all probabilistic polynomial-time adversaries \(\text{Adv}\), there is a negligible function \(\text{negl}\) such that:

\[
\Pr[\text{Adv success}] \leq \text{negl}(n).
\]

It is relatively straightforward to phrase the security of digital signatures in the game framework of Section 5.1. Let \(G_{DS}\) be the following cryptographic game:

1. The principal generates public and secret keys \((pk, sk)\) and shares \(pk\) with adversary \(\text{Adv}\).

\(S_0 = pk\)

2. Learning phase: For \(i \in [1, \ell]\),
   a. \(\text{Adv}\) chooses adaptively a message \(m_i\) and gives it to the principal.
   b. The principal is essentially stateless, i.e. its current state is simply the signature \(\text{Sign}_{sk}(m_i)\) on \(m_i\).
   c. The answer function is simply to send the full state to the adversary, i.e.

\[
CA_i = S_i = \text{Sign}_{sk}(m_i).
\]

3. Guessing phase: Adversary \(\text{Adv}\) chooses a new message \(m' \notin \{m_1, \ldots, m_\ell\}\) and calculates

\[
guess = (m', \text{Sign}_{sk}(m')).
\]

4. Testing phase: \(\text{Tester}\) returns 1 iff \(m'\) is not in \(\{m_1, m_2, \ldots, m_\ell\}\) and \(\text{Vrfy}_pk(\text{guess}) = 1\).

Proposition 28. A digital signature scheme is secure according to Definition 27 iff it is \((G_{DS}, 0)\)-noticeable-secure.

Notice that when discussing key-obliviousness for digital signatures the adversary also knows the corresponding public-key to \(k_0\) (but not the one corresponding to \(k_1\)).
Definition 29. (Strong Pseudo-random Permutations) Let $\text{Adv}$ be a probabilistic polynomial-time adversary in the following game:

1. A key $k \sim K$ is sampled.
2. A random bit $b$ is sampled.
3. $\text{Adv}$ chooses adaptively $\ell = \text{poly}(n)$ queries $(x_1, s_1), \ldots, (x_\ell, s_\ell)$ where $x_i$ is a message and $s_i \in \{-1, 1\}$ is the oracle direction. If $b = 0$ then it receives the values of $E_k$ on each query $y_1 = E_k^{s_1}(x_1), \ldots, y_\ell = E_k^{s_\ell}(x_\ell)$.

If $b = 1$ then it receives the values of a random permutation $f$ on each query $y_1 = f^{s_1}(x_1), \ldots, y_\ell = f^{s_\ell}(x_\ell)$.

4. $\text{Adv}$ guesses $b'$ and wins if $b' = b$.

The function $E_k$ is a pseudo-random permutation if for all PPT adversaries $\text{Adv}$ as above there is a negligible function $\text{negl}$ such that, for all $n$,

$$\Pr[b = b'] \leq 1/2 + \text{negl}(n).$$

Note that a random permutation $f$ can be simulated perfectly by always picking a random value that has not appeared so far (while being consistent with the values that have appeared).

As before, it is relatively straightforward to phrase the security of a PRP in terms of a game of Definition 20. Let the $G_{\text{PRP}}$ be:

1. A random key $k \sim K$ is chosen and the principal chooses a random bit $b$:

$$S_0 = b.$$

The bit $b$ remains in the state of the principal throughout the game.

2. Learning Phase: For $i \in [1, \ell]$:
   a. Adversary $\text{Adv}$ chooses adaptively a query $(x_i, s_i)$ where $x_i$ is a message and $s_i \in \{-1, 1\}$ is the direction of the permutation (forward or background).
   b. The principal state includes the bit $b$ and all the queries $(x_1, s_1, y_1), \ldots, (x_{i-1}, s_{i-1}, y_{i-1})$ values it sent and received. The state transition gets in addition to the current state the value of $E_k^{s_i}(x_i)$. If $b = 0$ then $y_i = E_k^{s_i}(x_i)$ and if $b = 1$ then, if $x_i$ is equal to any of previous values $x_j$ or $y_j$ (with the appropriate $s_j$), then set $y_i$ as was the previous response. Else choose $y_i$ to be a random value that has not appeared so far.
   c. The answer

$$\text{CA}_i = y_i.$$

3. Guessing Phase: Adversary $\text{Adv}$ guesses $\text{guess} := b'$.

4. Testing phase: returns 1 and wins if $\text{guess} = b$.

Proposition 30. A strong pseudo-random permutation is secure iff it is $(G_{\text{PRP}}, \frac{1}{2})$-noticeable-secure.

Our final example is indistinguishability of a private-key encryption scheme against chosen plaintext attacks (the same also works in public-key setting):
Definition 31. (Indistinguishability of encryptions) Let \( \text{Adv} \) be a PPT adversary in the following game:

1. A random key \( k \sim K \) is chosen.
2. Adversary \( \text{Adv} \) chooses adaptively \( \ell = \text{poly}(n) \) messages \( m_1, \ldots, m_\ell \) and gives them to the principal, receiving their encryption in the form of ciphertexts
   \[
   C_1 = E_k(m_1), C_2 = E_k(m_2), \ldots, C_\ell = E_k(m_\ell).
   \]
3. Adversary \( \text{Adv} \) then chooses two more messages \( m'_0 \neq m'_1 \) such that \( |m'_0| = |m'_1| \) (not necessarily distinct from the previous messages) and sends them to the principal.
4. The principal chooses randomly \( b \in \{0, 1\} \) and sends \( E_k(m'_b) \) back to adversary \( \text{Adv} \).
5. Adversary \( \text{Adv} \) chooses adaptively another collection of \( \ell = \text{poly}(n) \) messages \( m_{\ell+1}, \ldots, m_{2\ell} \) and receives their encryption in the form of ciphertexts
   \[
   C_{\ell+1} = E_k(m_{\ell+1}), \ldots, C_{2\ell} = E_k(m_{2\ell}).
   \]
6. Adversary \( \text{Adv} \) guesses \( b' \) and wins if \( b' = b \).

A private-key encryption scheme is said to have the property of indistinguishability of encryptions under a chosen-plaintext attack, if for all PPT adversaries \( \text{Adv} \) as above there is a negligible function \( \text{negl} \) such that for all \( n \)

\[
\Pr[b = b'] \leq 1/2 + \text{negl}(n).
\]

It is relatively straightforward to phrase the security of indistinguishability of encryptions in the game framework of Section 5.1. Let \( G_{\text{IND}} \) be the following cryptographic game:

1. A random key \( k \sim K \) is chosen and the principal chooses a random bit \( b \).

   \( S_0 = b \).

2. Learning Phase:
   - For each \( i \in [1, \ell - 1] \), adversary \( \text{Adv} \) chooses adaptively a message \( m_i \) and gives it to the principal, receiving its encryption in the form of ciphertext
     \[
     CA_i = S_i = E_k(m_i).
     \]
   - Adversary \( \text{Adv} \) chooses two more messages \( m_{\ell-1} \neq m_\ell \) such that \( |m_{\ell-1}| = |m_\ell| \) and sends them to the principal. The principal calculates
     \[
     S_{\ell-1} = E_k(m_{\ell-1}) \text{ and } S_\ell = (E_k(m_{\ell-1}), E_k(m_\ell), b).
     \]
     \[
     CA_{\ell-1} = \text{NULL} \text{ and } CA_\ell = (E_k(m_{\ell-1+b}), b).
     \]
     - For each \( i \in [\ell + 1, 2\ell] \), adversary \( \text{Adv} \) chooses adaptively a message \( m_i \) and gives it to the principal, receiving its encryption in the form of ciphertext
       \[
       CA_i = S_i = E_k(m_i).
       \]
3. Guessing phase: Adversary \( \text{Adv} \) guesses \( \text{guess} = b' \)
4. Testing phase: returns 1 if \( \text{guess} = b \).

Proposition 32. The indistinguishability of encryptions game \( G_{\text{IND}} \) is secure iff it is \((G_{\text{IND}}, 0.5)\)-noticeable-secure.
B Proof of Theorem 23

Proof. Recall that $G^*_F$ is the cryptographic game of $F_k$. We prove the theorem in two steps. We first consider a random-time game of $G_F^*$, which we denote by $G^R_F$. The random-time game $G^R_F$ is similar to $G_F$, with the following changes: (1) at the beginning of the game a random key $k'$ is generated (unrelated to the original key $k$), and (2) besides receiving $CA_i$ from the principal, the adversary receives the timing information $T(F_{k'}(q_i))$, which is the running time it takes for $F_{k'}$ (namely, using the random key $k'$) to be executed on $q_i$. It is easy to see that the winning probability of $G^R_F$ is the same as the winning probability of $G_F$. To see that, assume adversary $Adv_{GR}$ attacks $G^R_F$. We build adversary $Adv_G$ attacking $G_F$. Adversary $Adv_G$ works as follows: it first chooses a random key $k'$, then for every query $q_i$ from adversary $Adv_{GR}$, it calculates $T(F_{k'}(q_i))$ and sends $CA_i$ together with $T(F_{k'}(q_i))$ to adversary $Adv_{GR}$. Finally, adversary $Adv_G$ returns the guess of adversary $Adv_{GR}$. From the description it holds that

$$
Pr[Adv_G \text{ wins } G_F^*] = Pr[Adv_{GR} \text{ wins } G^R_F] \leq \tau + \negl.
$$

Now, let $G^T_F$ be the game defining the time-security of $F_k$, namely it is similar to $G_F^*$ but in addition to $CA_i$, the adversary also receives $T(F_{k}(q_i))$ from the principal. Let $Adv_{GT}$ be adversary attacking the game $G^T_F$. We show that if the implementation of $F_k$ is key-oblivious then

$$
Pr[Adv_G \text{ wins } G^T_F] - Pr[Adv_{GR} \text{ wins } G^R_F] \leq \negl
$$

and this will imply

$$
Pr[Adv_G \text{ wins } G^T_F] \leq \tau + \negl.
$$

To prove Equation B.1, we assume there exists adversary $Adv_{GT}$ attacking the game $G^T_F$ and we build adversary $Adv_{KO}$ attacking the key-obliviousness of $F_k$. Adversary $Adv_{KO}$ works as follows:

- Adversary $Adv_{KO}$ receives polynomially many queries $q_i$ from adversary $Adv_{GT}$ and sends them to the principal.
- Adversary $Adv_{KO}$ receives from the principal $F_{k_b}(q_i)$ and $T(F_{k_b}(q_i))$ for a random bit $b$. Adversary $Adv_{KO}$ sends these $F_{k_b}(q_i)$ and $T(F_{k_b}(q_i))$ to adversary $Adv_{GT}$.
- Adversary $Adv_{GT}$ returns its guess. Adversary $Adv_{KO}$ tests if the guess is correct using $Tester$ and receives $w = Tester(\text{guess})$. If $w = 1$, then $Adv_{KO}$ returns $b' = 0$ since the queries were executed on $F_{k_0}$. If $w = 0$, it returns $b' = 1$.

$$
Pr[Adv_{KO} \text{ wins key-oblivious game}] = Pr[b' = 0|b = 0] \cdot Pr[b = 0] + Pr[b' = 1|b = 1] \cdot Pr[b = 1]
$$

$$
= Pr[b' = 0|b = 0] \cdot Pr[b = 0] + (1 - Pr[b' = 0|b = 1]) \cdot Pr[b = 1]
$$

$$
= Pr[Adv_G \text{ wins } G^T_F] \cdot 0.5 + (1 - Pr[Adv_{GR} \text{ wins } G^R_F]) \cdot 0.5
$$

Since $Pr[Adv_{KO} \text{ wins key-oblivious game}] \leq 0.5 + \negl$, we get Equation B.1. □
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1 Introduction
Differential privacy (DP) [11] is a widely accepted notion used for bounding and quantifying an algorithm’s leakage of personal information. Its most basic form, known as pure-DP, is governed by a single parameter $\epsilon > 0$, which bounds the leakage of the algorithm. Specifically, a randomized algorithm $A(\cdot)$ is said to be $\epsilon$-DP if for any subset $S$ of output values, and for any two datasets $D$ and $D'$ differing on a single user’s data, it holds that $\Pr[A(D) \in S] \leq e^\epsilon \cdot \Pr[A(D') \in S]$. In settings where pure-DP is not (known to be) possible, a common relaxation is the so-called approximate-DP [10], which has an additional parameter $\delta \in [0, 1]$. In this case, the condition becomes: $\Pr[A(D) \in S] \leq e^\epsilon \cdot \Pr[A(D') \in S] + \delta$. Understanding the gap between pure- and approximate-DP algorithms is a natural and fundamental question that has been studied for a variety of analytics tasks (e.g., [23, 6]). Besides this, pure-DP protocols might be preferable in practice since an approximate-DP protocol may allow a (very small) non-zero probability of a catastrophic event, e.g., that the entire database is leaked\(^1\).

Depending on the trust assumptions, three models of DP are commonly studied. The first is the central model, where a trusted curator is assumed to hold the raw data and is required to release a private output; this goes back to the first work of Dwork et al. [11] on DP. The second is the local model [13, 11, 22], where each user’s message is required to be private. The third is the shuffle model [5, 8, 12], where the users’ messages are routed through a trusted shuffler, which is assumed to be non-colluding with the curator, and which is expected to randomly permute the messages incoming from the different users (DP\(_{\text{shuffle}}\)). Formally, a protocol $P = (R, S, A)$ in the shuffle model consists of three procedures: (i)

\(^1\) Indeed, such a catastrophic event can happen in some approximate-DP\(_{\text{shuffle}}\) protocols proposed in previous works [18, 19].
a local randomizer $R(\cdot)$ that takes as input the data of a single user and outputs one or more messages, (ii) a shuffler $S(\cdot)$ that randomly permutes the messages from all the local randomizers, and (iii) an analyst $A(\cdot)$ that consumes the permuted output of the shuffler; the output of the protocol $P$ is the output of the analyst $A(\cdot)$. Privacy in the shuffle model is defined as follows:

**Definition 1** ([8, 12]). A protocol $P = (R, S, A)$ is said to be $(\epsilon, \delta)$-DP$_{\text{shuffle}}$ if for any input dataset $D = (x_1, \ldots, x_n)$ where $n$ is the number of users, it holds that $S(R(x_1), \ldots, R(x_n))$ is $(\epsilon, \delta)$-DP. In the case where $\delta = 0$, the protocol $P$ is said to be $\epsilon$-DP$_{\text{shuffle}}$.

For several analytics tasks, low-error algorithms are known in the central model, whereas such algorithms are known to be impossible in the local model. For these analytic tasks, low-error algorithms are commonly sought in the shuffle model, since it is more preferable to trust a shuffler than a central curator. We note that while in this paper we treat the shuffler as a black box, multiple possible implementations have been considered in the literature including via secure hardware, mixnets and lightweight cryptographic protocols; see, e.g., the discussion in [5].

Interestingly, almost all algorithms studied in the shuffle model are for the approximate-DP setting. The only exceptions, to the best of our knowledge, are the pure-DP algorithms of Ghazi et al. [15] and Cheu and Yan [9] for binary summation; we discuss these next.

### 1.1 Our Contributions

In the binary summation (aka counting) problem, each user $i$ receives an input $x_i \in \{0, 1\}$ and the goal is to estimate $\sum_{i \in [n]} x_i$. For this well-studied task, the discrete Laplace mechanism is known to achieve the optimal (expected absolute) error of $O(1/\epsilon)$ for $\epsilon$-DP summation in the central model [21, 14]. Note that this error is independent of the number $n$ of users, and is an absolute constant for the common parameter regime where $\epsilon$ is a constant. In contrast, the error of any aggregation protocol in the local model is known to be at least on the order of $\sqrt{n}$ [4, 7]. There have been many works that studied aggregation in the DP$_{\text{shuffle}}$ setting including [2, 3, 20, 15, 18, 19, 17, 1]. For pure-DP aggregation, it is known that any single-message protocol (where each user sends a single message to the shuffler) should incur error $\Omega(\sqrt{n})$ [1]. For multi-message protocols, where each user can send multiple messages to the shuffler, the best known protocols incur either an error of $O(1/\epsilon^{1.5})$ with $O(\log n)$ messages per user [15] or an error of $O(1/\epsilon)$ with $O(n^{5/2})$ messages per user [9]. No protocol simultaneously achieved error $O(1/\epsilon)$ and communication $O(\log n)$.

In this paper, we obtain an $\epsilon$-DP$_{\text{shuffle}}$ algorithm for binary summation, where each user, in expectation, sends $O\left(\frac{\log n}{\epsilon}\right)$ one-bit messages; this answers the main open question for this basic aggregation task.

**Theorem 2.** For every positive real number $\epsilon \leq O(1)$, there is a (non-interactive) $\epsilon$-DP$_{\text{shuffle}}$ protocol for binary summation with root mean square error $O(1/\epsilon)$, where each user sends $O\left(\frac{\log n}{\epsilon}\right)$ messages in expectation and each message consists of a single bit.

In fact, similar to the protocol of Cheu and Yan [9], our protocol can get an error that is arbitrarily close to that of the discrete Laplace mechanism, which is known to be optimal in the central model for any $\epsilon > 0$; see [21, 14]. We defer the formal statement to Theorem 6.

Before we continue, we note that while the expected number of messages in Theorem 2 is small (and with an exponential tail), the worst case number of messages is unbounded. This should be contrasted with an $\Omega(\sqrt{\log n})$ lower bound in [15] that only applies to the worst case number of bits sent by a user. We discuss this further in Section 6.
Protocols for Real Summation and Histogram

Using known techniques (e.g., [8, 15]), we immediately get the following consequences for real summation and histogram.

In the real summation problem, each \( x_i \) is a real value in \([0,1]\); the goal is again to estimate the sum \( \sum_{i \in [n]} x_i \). The protocol in [15] achieves an expected root mean square error (RMSE) of \( \tilde{O}(1/\epsilon^{1.5}) \); here, each user sends \( O_{\epsilon}(\log^3 n) \) messages each of length \( O(\log \log n) \) bits. By running their protocol bit-by-bit with an appropriate privacy budget split, we get an algorithm with an improved, and asymptotically optimal, error of \( O(1/\epsilon) \) while with expected communication similar to theirs.

\[ \epsilon \]

\[ \Box \]

Corollary 3. For every positive real number \( \epsilon \leq O(1) \), there is a (non-interactive) \( \epsilon \)-DP\(_{\text{shuffle}} \) protocol for real summation with RMSE \( O(1/\epsilon) \), where each user sends \( O(\log^3 n/\epsilon) \) messages in expectation and each message consists of \( O(\log \log n) \) bits.

A widely used primitive related, though not identical, to aggregation is histogram computation. In the histogram problem, each \( x_i \) is a number in \([B]\); the goal is to estimate the histogram of the dataset, where the histogram \( h \in \mathbb{Z}_{\geq 0}^B \) is defined by \( h_b = |\{i \in [n] | x_i = b\}| \). The error of an estimated histogram \( \hat{h} \) is usually measured in the \( \ell_\infty \)-sense, i.e., \( \|\hat{h} - h\|_{\infty} = \max_{b \in [B]} |\hat{h}_b - h_b| \).

For this task, which has been studied in several papers including [16, 1], the best known pure-DP\(_{\text{shuffle}} \) protocol achieved \( \ell_\infty \)-error \( O(\log B \log n/\epsilon^{2.5}) \) and communication \( O(B \log n \log B/\epsilon) \) bits. By running our \((\epsilon/2)\)-DP\(_{\text{shuffle}} \) protocol separately for each bucket [15, Appendix A], we immediately arrive at the following:

Corollary 4. For every positive real number \( \epsilon \leq O(1) \), there is a (non-interactive) \( \epsilon \)-DP\(_{\text{shuffle}} \) protocol that computes histograms on domains of size \( B \) with an expected \( \ell_\infty \)-error of at most \( O(B \log n/\epsilon) \), where each user sends \( O(B \log n/\epsilon) \) messages in expectation and each message consists of \( O(\log B) \) bits.

1.2 Technical Overview

We will now briefly discuss the proof of Theorem 2. Surprisingly, we show that a simple modification of the algorithm from [18] satisfies pure-DP! To understand the modification and its necessity, it is first important to understand their algorithm. In their protocol, the messages are either +1 or −1, and the analyzer’s output is simply the sum of all messages. There are three type of messages each user sends:

- **Input-Dependent Messages**: If the input \( x_i = 1 \), the user sends a +1 message. Otherwise, the user does not send anything.

- **Flooding Messages**: These are messages that do not affect the final estimation error. In particular, a random variable \( z_i^{\pm 1} \) is drawn from an appropriate distribution and the user sends \( z_i^{\pm 1} \) additional copies of −1 and \( z_{i+1}^{\pm 1} \) additional copies of +1. These messages get canceled when the analyzer computes it output.

- **Noise Messages**: These are the messages that affect the error in the end. Specifically, \( z_i^{-1} \) and \( z_i^{+1} \) are drawn independently from an appropriate distribution, and \( z_{i-1}^{-1} \) additional copies of −1 and \( z_{i+1}^{+1} \) additional copies of +1 are then sent.

We note here that the view of the analyzer is simply the number of +1 messages and the number of −1 messages, which we will denote by \( V_{+1} \) and \( V_{-1} \) respectively.

While [18] show that this protocol is \((\epsilon, \delta)\)-DP, it is easy to show that this is not \( \epsilon \)-DP for any finite \( \epsilon \). Indeed, consider two neighboring datasets where \( X \) consists of all zeros and \( X' \)
consists of a single one and \(n - 1\) zeros. There is a non-zero probability that \(V_{+1}(X) = 0\), while \(V_{+1}(X')\) is always non-zero (because of the input-dependent message from the user holding the single one).

To fix this, we randomize this “input-dependent” part. With probability \(q\), the user sends nothing. With the remaining probability \(1 - q\), instead of sending a single +1 for \(x_i = 1\) as in [18], the user sends \(s + 1\) copies of +1 and \(s\) copies of −1; similarly, for \(x_i = 0\), the user sends \(s\) copies of +1 and \(s\) copies of −1. By setting \(q\) to be sufficiently small (e.g., \(q = O(1/n)\)), it can be shown that the error remains roughly the same as before. Furthermore, when \(s\) is sufficiently large (i.e., \(O((\log n))\)), we manage to show that this algorithm satisfies \(\epsilon\)-DP_in shuffle. While the exact reason for this pure-DP guarantee is rather technical, the general idea is similar to [15]: by making the “border” part of the support equal in probabilities in the two cases, we avoid the issues presented above. Furthermore, by making \(s\) sufficiently large, the input-dependent probability is “sufficiently inside” of the support that it usually does not completely dominate the contribution from the outer part.

Finally, note that \(V_{+1}, V_{-1}\) involves summation of many i.i.d. random variables \(\sum_{i \in [n]} z_i^{\pm 1}\), \(\sum_{i \in [n]} z_i^{+1}\), and \(\sum_{i \in [n]} z_i^{-1}\). As observed in [18], it is convenient to use infinitely divisible distributions so that these sums have distributions that are independent of \(n\), allowing for simpler calculations. We inherit this feature from their analysis.

## 2 Preliminaries

For a discrete distribution \(D\), let \(f_D\) denote its probability mass function (PMF). The max-divergence between distributions \(D_1, D_2\) is defined as \(d_{\infty}(D_1 || D_2) := \max_{x \in \text{supp}(D_1)} \ln \frac{f_{D_1}(x)}{f_{D_2}(x)}\).

For two distributions \(D_1, D_2\) over \(\mathbb{Z}^d\), we write \(D_1 * D_2\) to denote its convolution, i.e., the distribution of \(z_1 + z_2\) where \(z_1 \sim D_1, z_2 \sim D_2\) are independent. Moreover, let \((D)^n\) denote the \(n\)-fold convolution of \(D\), i.e., the distribution of \(z_1 + \cdots + z_n\) where \(z_1, \ldots, z_n \sim D\) are independent. We write \(D \otimes D'\) to denote the product distribution of \(D_1, D_2\). Furthermore, we may write a value to denote the distribution all of whose probability mass is at that value (e.g., 0 stands for the probability distribution that is always equal to zero).

A distribution \(D\) is infinitely divisible iff, for every positive integer \(n\), there exists a distribution \(D_{/n}\) such that \(D = (D_{/n})^n\). Two distributions we will use here (both supported on \(\mathbb{Z}_{\geq 0}\)) are:

- **Poisson Distribution** \(\text{Poi}(\lambda)\): This is the distribution whose PMF is \(f_{\text{Poi}(\lambda)}(k) = \lambda^k e^{-\lambda}/k!\). It satisfies \(\text{Poi}(\lambda/n) = \text{Poi}(\lambda/n)\).
- **Negative Binomial Distribution** \(\text{NB}(r, p)\): Its PMF is \(f_{\text{NB}(r, p)}(k) = \binom{k + r - 1}{k} p^r (1 - p)^k\). It satisfies \(\text{NB}(r/n, p) = \text{NB}(r/n, p)\).
- **Geometric Distribution** \(\text{Geo}(p)\): A special case of the NB distribution is the geometric distribution \(\text{Geo}(p) = \text{NB}(1, p)\), i.e., one with \(f_{\text{Geo}(p)}(k) = p(1 - p)^k\).

Finally, we recall that the **discrete Laplace distribution** \(\text{DLap}(a)\) is a distribution supported on \(\mathbb{Z}\) with PMF \(f_{\text{DLap}(a)}(x) \propto \exp(-a|\cdot|)\). It is well-known that \(\text{DLap}(a)\) is the distribution of \(z_1 - z_2\) where \(z_1, z_2 \sim \text{Geo}(1 - \exp(-a))\) are independent. Furthermore, the variance of the discrete Laplace distribution is \(\text{Var}(\text{DLap}(a)) = \frac{2e^{-a}}{(1 - e^{-a})^2}\).

We will also use the following well-known lemma:\(^2\)

**Lemma 5.** For any distributions \(D_1, D_2, D_3\) over \(\mathbb{Z}^d\), \(d_{\infty}(D_1 * D_2 * D_3 || D_2 * D_3) \leq d_{\infty}(D_1 || D_2)\).

\(^2\) This can be viewed as a special case of the post-processing property of DP where the post-processing function is adding a random variable drawn from \(D_3\). Another way to see that this holds is to simply observe that, for any \(y \in \text{supp}(D_1 * D_2)\), we have \(f_{D_1 * D_2}(y) = \sum_{x \in \text{supp}(D_3)} f_{D_3}(z) \cdot f_{D_1}(y - z) \leq \sum_{x \in \text{supp}(D_3)} f_{D_3}(z) \cdot (e^{d_{\infty}(D_1 || D_2)} \cdot f_{D_2}(y - z)) = e^{d_{\infty}(D_1 || D_2)} f_{D_2 * D_3}(y)\).
3 Counting Protocol

In this section, we will describe a pure-\(\epsilon\)-DP shuffle algorithm for counting, which is our main result.

\begin{theorem}
For any positive real numbers \(\epsilon \leq O(1)\) and \(\rho \in (0, 1/2]\), there is a (non-interactive) \(\epsilon\)-DP shuffle protocol for binary summation that has MSE at most \((1 + \rho) \cdot \text{Var(DLap}(\epsilon))\) where each user sends \(O\left(\frac{\log(n/\rho)}{\epsilon^2}\right)\) messages in expectation and each message consists of a single bit.
\end{theorem}

By setting \(\rho\) arbitrarily close to zero, we can get the mean-square error (MSE) to be arbitrarily close to that of the discrete Laplace mechanism, which is known to be (asymptotically) optimal in the central model [21, 14]. We can get this guarantee for other type of errors, e.g., \(\ell_1\)-error (aka expected absolute error) as well, but for ease of presentation, we only focus on the MSE.

Note that Theorem 6 implies Theorem 2 by simply setting \(\rho\) to be a positive constant (say, 0.5).

3.1 Algorithm

In this section we present and analyze our main algorithm for counting (aka binary summation). To begin, we will set our parameters as follows.

\begin{condition}
Let \(\lambda, \epsilon', \epsilon, q \in \mathbb{R}_{>0}\) and \(s \in \mathbb{Z}_{>0}\). Suppose that the following conditions hold:

\(\epsilon' < \epsilon\), \\
\(s \geq 2 \ln \left(\frac{1}{(e^{-\epsilon} - 1)q}\right) / (\epsilon - \epsilon')\), \\
\(\lambda \geq \frac{e^{\epsilon - \epsilon'}}{e^{\epsilon'} - 1} \cdot s\).
\end{condition}

We now define the following distributions:

\(\mathcal{D}_{\text{noise}} = \text{Geo}(1 - e^{-\epsilon'})\), \\
\(\mathcal{D}_{\text{flood}} = \text{Poi}(\lambda)\).

For \(x \in \{0, 1\}\), \(\mathcal{D}_{\text{input}, x}\) supported on \(\mathbb{Z}_{\geq 0}^2\) is defined as

\(\mathcal{D}_{\text{input}, x, s + x, s} = 1 - q\), \\
\(\mathcal{D}_{\text{input}, x, (0, 0)} = q\).

Algorithm 1 contains the formal description of the randomizer and Algorithm 2 contains the description of the analyzer. As mentioned earlier, our algorithm is the same as that of [18], except in the first step (Line 2). In their work, the protocol always sends a single +1 if \(x_i = 1\) and nothing otherwise in this step. Instead, we randomize this step by always sending nothing with a certain probability. With the remaining probability, instead of sending a single +1 for \(x_i = 1\), we send \(s + 1\) copies of +1 and \(s\) copies of −1 (similarly, we send \(s\) copies of +1 and \(s\) copies of −1 in the case \(x_i = 0\)).

4 Analysis of the Protocol

In this section we analyze the privacy, utility, and communication guarantees of our counting protocol. Throughout the remainder of this section, we assume the distributions and parameters are set as in Condition 7; for brevity, we will not state this assumption in our privacy analysis.
4.6 Pure-DP Aggregation in the Shuffle Model

**Algorithm 1** Counting Randomizer.

1: procedure $\text{CorrNoiseRandomizer}_\epsilon(x_i)$
2: Sample $(y^{+1}_i, y^{-1}_i) \sim D_{\text{input}, x_i}$
3: Sample $z^{+1}_i, z^{-1}_i \sim D_{\text{noise}}$
4: Send $y^{+1}_i + z^{+1}_i$ copies of $+1$, and $y^{-1}_i + z^{-1}_i$ copies of $-1$

**Algorithm 2** Counting Analyzer.

1: procedure $\text{CorrNoiseAnalyzer}_\epsilon$
2: $R \leftarrow$ multiset of messages received
3: return $\frac{1}{1 - \epsilon} \left( \sum_{y \in R} y \right)$

4.1 Privacy Analysis

**Lemma 8** (Main Privacy Guarantee). $\text{CorrNoiseRandomizer}$ satisfies $\epsilon$-DP$_{\text{shuffle}}$.

To prove the above, we need the following technical lemmas regarding $D_{\text{noise}}, D_{\text{flood}}$.

**Lemma 9.** For every $i \in \mathbb{Z}$, $f_{D_{\text{noise}}}(i) \leq e^\epsilon f_{D_{\text{noise}}}(i)$

**Proof.** This immediately follows from the PMF definition of $D_{\text{noise}} = \text{Geo}(1 - e^\epsilon)$. □

**Lemma 10.** For every $i \in \mathbb{Z}$, $(e^\epsilon - 1)q \cdot f_{D_{\text{flood}}}(i + s) + e^{\epsilon - \epsilon} f_{D_{\text{flood}}}(i - 1) \geq f_{D_{\text{flood}}}(i)$

**Proof.** If $e^{\epsilon - \epsilon} f_{D_{\text{flood}}}(i - 1) \geq f_{D_{\text{flood}}}(i)$, then the statement is clearly true. Otherwise, we have $f_{D_{\text{flood}}}(i) > 0$ (i.e., $i \geq 0$) and $e^{\epsilon - \epsilon} > \frac{f_{D_{\text{flood}}}(i - 1)}{f_{D_{\text{flood}}}(i)} = \frac{1}{\lambda}$, which implies

$$0 \leq i \leq e^{\epsilon - \epsilon} \lambda. \quad (1)$$

We can then bound $\frac{f_{D_{\text{flood}}}(i + s)}{f_{D_{\text{flood}}}(i)}$ as

$$\frac{f_{D_{\text{flood}}}(i + s)}{f_{D_{\text{flood}}}(i)} = \frac{\lambda^s}{(i + 1) \cdots (i + s)} \geq \frac{\lambda^s}{(i + s)^s} \geq \left( \frac{\lambda}{e^{\epsilon - \epsilon} \lambda + s} \right)^s \geq \frac{1}{(e^\epsilon - 1)q},$$

where the last two inequalities follow from our assumptions on $\lambda$ and $s$ respectively (Condition 7). Thus, in this case, we also have $(e^\epsilon - 1)q \cdot f_{D_{\text{flood}}}(i + s) + e^{\epsilon - \epsilon} f_{D_{\text{flood}}}(i - 1) \geq f_{D_{\text{flood}}}(i)$ as desired. □

We are now ready to prove the privacy guarantee (Lemma 8).

**Proof of Lemma 8.** For any input dataset $X$. Let $V(X) = (V_+, V_-)$ denote the distribution of the view of shuffler, where $V_+$ and $V_-$ denotes the number of $+1$ messages and the number of $-1$ messages respectively.

Consider two neighboring datasets $X = (x_1, \ldots, x_n)$ and $X' = (x'_1, \ldots, x'_n)$. Assume w.l.o.g. that they differ in the first coordinate and $x_1 = 1, x'_1 = 0$ and $x'_2 = x_2, \ldots, x'_n = x_n$. To prove that $\text{CorrNoiseRandomizer}$ satisfies $\epsilon$-DP$_{\text{shuffle}}$, we need to prove that $d_{\infty}(V(X)\|V(X')) \leq \epsilon$ and $d_{\infty}(V(X')\|V(X)) \leq \epsilon$. 


Let $F$ denote the distribution on $\mathbb{Z}^2$ of $(X, X)$ where $X \sim D_{\text{flood}}$. Observe that

$$V(X) = D_{\text{input}, 1} * D_{\text{input}, x_2} * \ldots * D_{\text{input}, x_n} * F * (D_{\text{noise}} \otimes 0) * (0 \otimes D_{\text{noise}}),$$

and

$$V(X') = D_{\text{input}, 0} * D_{\text{input}, x_2} * \ldots * D_{\text{input}, x_n} * F * (D_{\text{noise}} \otimes 0) * (0 \otimes D_{\text{noise}}).$$

**Bounding $d_\infty(V(X)\|V(X'))$**

From Lemma 5, we have

$$d_\infty(V(X)\|V(X')) \leq d_\infty(D_{\text{input}, 1} * (D_{\text{noise}} \otimes 0)\|D_{\text{input}, 0} * (D_{\text{noise}} \otimes 0)).$$

For any $i, j \in \mathbb{Z}$, we have

$$f_{D_{\text{input}, 1}, D_{\text{noise}} \otimes 0}(i, j) = q \cdot f_{D_{\text{noise}}}(i) \cdot 1_{[j = 0]} + (1 - q) \cdot f_{D_{\text{noise}}}(i - s - 1) \cdot 1_{[j = s]} \leq q \cdot f_{D_{\text{noise}}}(i) \cdot 1_{[j = 0]} + (1 - q) \cdot e' f_{D_{\text{noise}}}(i - s) \cdot 1_{[j = s]} \leq e'(q \cdot f_{D_{\text{noise}}}(i) \cdot 1_{[j = 0]} + (1 - q) \cdot f_{D_{\text{noise}}}(i - s) \cdot 1_{[j = s]}) = e' f_{D_{\text{input}, 1}, D_{\text{noise}} \otimes 0}(i, j),$$

where the first inequality follows from Lemma 9 and the second inequality follows from Condition 7. Combining the above inequalities, we have $d_\infty(V(X)\|V(X')) \leq \epsilon$ as desired.

**Bounding $d_\infty(V(X')\|V(X))$**

Again, from Lemma 5, we have

$$d_\infty(V(X')\|V(X)) \leq d_\infty(D_{\text{input}, 0} * F * (0 \otimes D_{\text{noise}})\|D_{\text{input}, 1} * F * (0 \otimes D_{\text{noise}})).$$

For any $i, j \in \mathbb{Z}$, we have

$$f_{D_{\text{input}, 0}, F * (0 \otimes D_{\text{noise}})}(i, j) = f_{D_{\text{input}, 0}}(i, \cdot) \cdot f_{D_{\text{noise}}}(j - i) = (q \cdot f_{D_{\text{flood}}}(i) + (1 - q) \cdot f_{D_{\text{flood}}}(i - s)) \cdot f_{D_{\text{noise}}}(j - i) \leq e'(q \cdot f_{D_{\text{flood}}}(i) + (1 - q) \cdot e^{-\epsilon} f_{D_{\text{flood}}}(i - s - 1)) \cdot f_{D_{\text{noise}}}(j - i) \leq e'(q \cdot f_{D_{\text{flood}}}(i) \cdot f_{D_{\text{noise}}}(j - i) + (1 - q) \cdot f_{D_{\text{flood}}}(i - s - 1) \cdot f_{D_{\text{noise}}}(j - i + 1)) = e' f_{D_{\text{input}, 0}, F * (0 \otimes D_{\text{noise}})}(i, j),$$

where the first inequality follows from Lemma 10 and the second inequality follows from Lemma 9. Combining the above two inequalities, we have $d_\infty(V(X')\|V(X)) \leq \epsilon$, concluding our proof.
4.2 Utility Analysis

We next analyze the MSE of the output estimate.

▶ Lemma 11. The estimator from Algorithm 2 is unbiased and its MSE is at most

\[
\left( \frac{1}{1 - q} \right)^2 \cdot (qn + \text{Var(DLap}(\epsilon'))).
\]

Proof. Notice that the output estimate is equal to

\[
\frac{1}{1 - q} \left( \sum_{i \in [n]} (y_{i+1}^n - y_{i-1}^n + z_{i+1}^n - z_{i-1}^n) \right) = \frac{1}{1 - q} \left( \sum_{i \in [n]} (y_{i+1}^n - y_{i-1}^n) + Z \right),
\]

where \( Z \sim \text{DLap}(\epsilon') \). It is also simple to verify that \( E[y_{i+1}^n - y_{i-1}^n] = (1 - q)x_i \). Thus, the estimator is unbiased as desired. Its MSE is equal to

\[
\text{Var} \left( \frac{1}{1 - q} \left( \sum_{i \in [n]} (y_{i+1}^n - y_{i-1}^n) + Z \right) \right)
\]

\[
= \left( \frac{1}{1 - q} \right)^2 \left( \sum_{i \in [n]} \text{Var}(y_{i+1}^n - y_{i-1}^n) + \text{Var(DLap}(\epsilon')) \right).
\]

Next, notice that, if \( x_i = 0 \), then \( y_{i+1}^n - y_{i-1}^n - x_i = 0 \) always. Otherwise, if \( x_i = 1 \), then \( y_{i+1}^n - y_{i-1}^n - x_i = 0 \) with probability \( 1 - q \) and \( y_{i+1}^n - y_{i-1}^n - x_i = 1 \) with probability \( q \). As a result, we have \( \text{Var}(y_{i+1}^n - y_{i-1}^n) \leq q \). Plugging this into the above inequality yields the claimed bound on the MSE. ◀

4.3 Communication Analysis

The expected number of bits sent by the users can be easily computed as follows.

▶ Lemma 12. The expected number of messages sent by each user is at most \( 2s + 1 + \frac{\lambda}{n} + O \left( \frac{1}{\epsilon'^n} \right) \).

Proof. The expected number of bits sent per user is

\[
E[y_{i+1}^n + y_{i-1}^n] + E[z_{i+1}^n + z_{i-1}^n] + 2E[x_{i+1}^n]
\]

\[
\leq (2s + 1) + \frac{2E[\text{D}_{\text{noise}}]}{n} + \frac{E[\text{D}_{\text{flood}}]}{n}
\]

\[
= 2s + 1 + O \left( \frac{1}{\epsilon'^n} \right) + \frac{\lambda}{n}.
\]

4.4 Putting Things Together: Proof of Theorem 6

Finally, we are ready to prove Theorem 6 by plugging in appropriate parameters and invoke the previous lemmas.

Proof of Theorem 6. We start by picking \( \epsilon' = \epsilon - 0.01 \rho \cdot \min \{ \epsilon, 1 \} \). For this choice of \( \epsilon' \), we have

\[
\frac{\text{Var(DLap}(\epsilon'))}{\text{Var(DLap}(\epsilon))} = \frac{2e^{-\epsilon'}}{(1-e^{-\epsilon'})^2} \]

\[
\leq \frac{2e^{-\epsilon}}{(1-e^{-\epsilon})^2}.
\]
\[
\leq 1 + \frac{(e^{\epsilon'} - 1)(1 + e^{-\epsilon'})}{1 - e^{-\epsilon'}} \\
\leq 1 + \frac{3(\epsilon - \epsilon') \cdot 2}{\epsilon'} \leq 1 + 0.1\rho.
\]

Then, picking
\[
q = 0.1\rho \cdot \min \left\{ \frac{\text{Var}(\text{DLap}(\epsilon))}{n}, 1 \right\} = O \left( \frac{\rho}{\epsilon^2 n} \right),
\]
\[
s \geq 2 \ln \left( \frac{1}{(e^\epsilon - 1)q} \right) / (\epsilon - \epsilon') = O \left( \frac{\log(n/\rho)}{\epsilon' \rho} \right),
\]
\[
\lambda \geq e^{\epsilon' - \epsilon} e^{(\epsilon - \epsilon')/2 - 1} \cdot s = O \left( \frac{\log(n/\rho)}{e^{2} \rho} \right),
\]
and applying Lemma 8, Lemma 11, and Lemma 12 immediately yields Theorem 6. (Note that we may assume that \( \epsilon \geq 1/n \); otherwise we can just output zero. Under this assumption, we have \( \lambda/n \leq O \left( \frac{\log(n/\rho)}{\epsilon^2 \rho} \right) \) as desired for the communication complexity claim.)  

\section{Non-Asymptotic Comparisons with Previous Work}

In this section, we provide concrete non-asymptotic comparisons between our binary summation protocol and those from previous work [15, 9] for various population sizes \( n \) and privacy parameters \( \epsilon \). As we explain in more detail below, our results demonstrate that our protocol is much more practical than those of previous works.

First, we find that the parameters in the protocol of [15] are impractical; in fact, for \( n \leq 800,000 \), their protocol is \textit{undefined} unless \( \epsilon < 0.01 \). Furthermore, even in the regime that it is well-defined, their expected communication complexity is provably at least 1000x ours and their root-mean-square error (RMSE) is probably at least 100x ours. Hence, we only focus on the comparison between our algorithm and that of [9].

**Parameter Setting**

For both our algorithm and that of [9], one can achieve RMSE arbitrarily close to that of the \( \epsilon \)-DP discrete Laplace mechanism in the central model. (See the parameter \( \rho \) in Theorem 6.) To reduce the parameter space for comparison, we set the parameters so that the RMSE of these protocols is within 10% of the discrete Laplace mechanism. Given this error target, we simply use the formulae from Lemma 11 and Condition 7 to optimize for \( \epsilon', q, \lambda \) that minimizes the expected communication (according to Lemma 12); we use \texttt{scipy} package for this optimization. For [9]'s algorithm, we set the parameter in an optimistic manner so that we underestimate the communication required in their protocol\(^4\).

\(^3\) This is due to the fact that they require their parameter \( p = \frac{1000 \log(1/(1 - e^{\epsilon'}))}{n(1 - e^{\epsilon'})} \) to be less than one. Of course, one can run their protocol at a smaller \( \epsilon \) but this increases the communication and error even further.

\(^4\) Namely, we only set \( p \) in their protocol to \( 0.5/n \) and do not account for the error from the \( p \)-probability event that the input is randomized. (In their analysis, \( p \) should actually be set to \( \hat{q}/n \) where \( \hat{q} \leq O(1/n) \) is yet another small parameter.)
Expected Communication Comparison

We provide a comparison of the expected number of messages sent when fixing $\epsilon = 1$ and varying $n$ from 1 to 1000 in Figure 1(ii). To summarize, the number of messages of their protocols grows very quickly and exceed 10 million even when $n = 65!$. This agrees with theory, which suggests that their communication complexity grows with $\tilde{O}(n^2)$. Meanwhile, our protocol has expected number of messages sent less than 600 for the entire range of $10 < n \leq 100$, again agreeing with the theory that our communication grows only with $O\left(\frac{\log n}{\epsilon^2}\right)$. Moreover, the expected number of messages of our protocol is less than that of theirs except when $n = 1$. For clarity, we also provide our protocol’s expected number of messages in Figure 2(i) for the small $n$ case ($1 \leq n \leq 10^3$) and in Figure 2(ii) for the large $n$ case ($10^3 \leq n \leq 10^6$). These plots show that the expected number of messages is large for very small $n \leq 5$, in which regime the expected number of messages decrease as $n$ increases. This regime corresponds to the regime where the communication due to the Poisson noise dominates. Once the expected number of messages bottoms out, it increases slowly, as suggested by our theoretical analysis. Finally, we suspect that the curve is not completely smooth since `scipy.optimize.minimize_scalar` does not always find the optimum\(^5\).

\[\text{Figure 1} \quad \text{Comparison between the expected number of messages sent in our protocol and in Cheu–Yan protocol when (i) } \epsilon = 1 \text{ and varying } n, \text{ (ii) } n = 100 \text{ and varying } \epsilon. \text{ (Note that the } y\text{-axis is in log-scale.)}\]

Next, we fix $n = 100$ and vary $\epsilon$. The resulting expected communication is presented in Figure 1(i). Again, there is a very large (> 10000x) gap between our expected communication and theirs. Furthermore, these increase roughly as $1/\epsilon$, as predicted by theory.

Finally, we note that, while we perform comparisons for binary summation, the comparisons would be similar for histogram as well. This is because all protocols are adapted to the histogram problem by simply running the binary protocol separately for each bucket; thus, the expected communication simply increases by a factor of $B$.

6 Conclusions and Open Questions

In this work, we have provided pure-DP\(_{\text{shuffle}}\) algorithms that achieve nearly optimal errors for bit summation, real summation, and histogram while significantly improving on the communication complexity compared to the state-of-the-art. Despite this, there are still a number of interesting open questions, some of which we highlight below.

\[^5\text{In particular, the value of } s \text{ is discrete in our optimization problem, making it harder to optimize for}\]
Our protocol can result in an arbitrarily large number of messages per user, although the expected number is quite small. (In fact, the distribution of the number of messages enjoys a strong exponential tail bound.) Is it possible to design a pure-DP shuffle protocol where the maximum number of messages is $O\left(\log_n \epsilon\right)$ for binary summation?

For this question, we note that a rather natural approach is to modify our protocol to make its number of messages bounded. Namely, we replace $\mathcal{D}_{\text{noise}}/n$ and $\mathcal{D}_{\text{flood}}/n$ by a truncated version of their respective distributions. It turns out that the latter is relatively simple (e.g., even replacing it with a Bernoulli distribution also works) because we only require a mild condition in Lemma 10 to hold. On the other hand, for the former, we are using Lemma 9, which only holds for unbounded distributions. We would like to stress that we do not know whether replacing $\mathcal{D}_{\text{noise}}/n$ with a truncated version of the negative binomial distribution with a “symmetrized” input dependent part violates pure-DP; however, we do not know how to prove that it satisfies pure-DP either, as the probability mass function of their convolutions become somewhat unwieldy.

Lower bounds on the expected number of messages. Recall that the communication lower bound from [15] only applies to the maximum number of messages sent. Is it possible to prove a communication lower bound on the expected number of messages (even if the maximum number of messages is unbounded)? We note that the techniques from [15] does not apply.

More practical protocols. In Section 5, we demonstrated that, while the parameters from previous work [15, 9] are completely impractical, our result is moderately practical. However, our pure-DP protocol still requires (expected) communication overhead of 500–1000x compared to the non-private protocol. Meanwhile, the approximate-DP protocol of [18] achieves communication overhead of only $1 + o(1)$ (assuming that $\delta$ is not too small). Due to this, there is still a large gap between the practicality of pure-DP and approximate-DP protocols. While the lower bound from [15] mentioned in the previous bullet point strongly suggests that it might not be possible to reduce the communication required for pure-DP all the way to that of approximate-DP, it remains an important
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Lower bounds on the expected number of messages. Recall that the communication lower bound from [15] only applies to the maximum number of messages sent. Is it possible to prove a communication lower bound on the expected number of messages (even if the maximum number of messages is unbounded)? We note that the techniques from [15] does not apply.

More practical protocols. In Section 5, we demonstrated that, while the parameters from previous work [15, 9] are completely impractical, our result is moderately practical. However, our pure-DP protocol still requires (expected) communication overhead of 500–1000x compared to the non-private protocol. Meanwhile, the approximate-DP protocol of [18] achieves communication overhead of only $1 + o(1)$ (assuming that $\delta$ is not too small). Due to this, there is still a large gap between the practicality of pure-DP and approximate-DP protocols. While the lower bound from [15] mentioned in the previous bullet point strongly suggests that it might not be possible to reduce the communication required for pure-DP all the way to that of approximate-DP, it remains an important
question to make pure-DP protocol more practical. For example, can we reduce the communication by a factor of 10 while achieving similar utility and privacy guarantees as in this work?

- **Histogram protocol for large B.** Our protocol has communication complexity that grows linearly with B, which is impractical when B is large. Can we get protocol for histogram whose communication is $O((\log n)^{O(1)})$ for $B = O(n)$ (while achieving nearly optimal errors)? For approximate-DP_{shuffle}, a histogram protocol with expected communication of $1 + O_\epsilon \left( \frac{B(\log(1/\delta))^{O(1)}}{\delta} \right)$ is known [18]. It would be interesting to understand if such a protocol exists in the pure-DP_{shuffle} setting.

- **Generic DP_{local} ⇒ DP_{shuffle} transformation for pure-DP?** More generally, despite the rich literature on the shuffle model, most work has focused attention on approximate-DP_{shuffle}. It would be interesting to expand the existing study to pure-DP_{shuffle} as well. In our opinion, a main barrier in doing so is that the so-called amplification-by-shuffling phenomenon does not apply to pure-DP. Recall that the amplification-by-shuffling theorem [12] roughly states that, if we take any $\epsilon$-DP_{local} algorithm and runs it in the shuffle model, then it immediately becomes $(\epsilon', \delta')$-DP_{shuffle} where $\epsilon' \ll \epsilon$ for any non-too-small $\delta > 0$. This means that any DP_{local} algorithm translates to approximate-DP_{shuffle} algorithm with improved privacy; this allows the design of approximate-DP_{shuffle} algorithms to tap into the vast literature of DP_{local}. Unfortunately, it is known that the amplification-by-shuffling theorem does not hold when we want pure-DP_{shuffle}; see [15] for an explanation. A natural question here is thus whether we can take any $\epsilon$-DP_{local} algorithm, modify it slightly (while preserving utility) and make it $\epsilon'$-DP_{shuffle} algorithm for $\epsilon' \ll \epsilon$. Such a transformation would enable a sort of “amplification-by-shuffling” in the pure-DP_{shuffle} regime as well.

---
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Abstract
We study the problem of function inversion with preprocessing where, given a function \( f : [N] \to [N] \) and a point \( y \) in its image, the goal is to find an \( x \) such that \( f(x) = y \) using at most \( T \) oracle queries to \( f \) and \( S \) bits of preprocessed advice that depend on \( f \).

The seminal work of Corrigan-Gibbs and Kogan [TCC 2019] initiated a line of research that shows many exciting connections between the non-adaptive setting of this problem and other areas of theoretical computer science. Specifically, they introduced a very weak class of algorithms (strongly non-adaptive) where the points queried by the oracle depend only on the inversion point \( y \), and are independent of the answers to the previous queries and the \( S \) bits of advice. They showed that proving even mild lower bounds on strongly non-adaptive algorithms for function inversion would imply a breakthrough result in circuit complexity.

We prove that every strongly non-adaptive algorithm for function inversion (and even for its special case of permutation inversion) must have \( ST = \Omega(N \log(N) \log(T)) \). This gives the first improvement to the long-standing lower bound of \( ST = \Omega(N \log N) \) due to Yao [STOC 90]. As a corollary, we conclude the first separation between strongly non-adaptive and adaptive algorithms for permutation inversion, where the adaptive algorithm by Hellman [TOIT 80] achieves the trade-off \( ST = O(N \log N) \).

Additionally, we show equivalence between lower bounds for strongly non-adaptive data structures and the one-way communication complexity of certain partial functions. As an example, we recover our lower bound on function inversion in the communication complexity framework.
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1 Introduction

We study the fundamental problem of function inversion where, given oracle access to a function \( f : [N] \to [N] \) and a point \( y \) in the image of \( f \), the goal is to find some \( x \) such that \( f(x) = y \).

Clearly, to work for all functions, this would require any algorithm to make at least \( N - 1 \) oracle calls. However, to make the problem more interesting, we consider a pair of algorithms \((\mathcal{P}, \mathcal{A})\) that work in two phases. In the first phase, using unlimited computational power, the pre-processing algorithm \( \mathcal{P} \) is allowed to analyze the function \( f \) and write down \( S \) bits of advice \( \sigma \in \{0,1\}^S \). Then in the second phase, called the online phase, the algorithm...
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\( \mathcal{A} \), given inputs \( y \) and \( \sigma \) and at most \( T \) oracle queries to \( f \), is required to output \( x \) such that \( f(x) = y \). We informally refer to \( S \) and \( T \) as space and time, and the goal is to find algorithms \((P, A)\) for function inversion that minimize \( S \) and \( T \). Note that the problem is trivial when \( S = N \log N \) or \( T = N \). We are interested in the trade-offs between time and space when in between these two cases.

This model has received a lot of attention, especially for its applications to cryptanalysis \cite{2, 3, 27, 25}, cryptography \cite{18, 14, 15, 31, 28, 11, 12, 8, 9, 17}, circuit and data structure lower bounds \cite{30, 10, 13}, algorithms \cite{22, 16}, information theory \cite{13}, and most recently even meta-complexity \cite{23, 20}.

Function inversion and permutation inversion, a special case of function inversion where \( f \) is a permutation, were initially studied by Hellman \cite{18}. Hellman constructed an elegant algorithm that inverts any permutation when \( ST = \Omega(N \log N) \). Later Yao \cite{32} showed that this algorithm was optimal by proving a tight lower bound of \( ST = \Omega(N \log N) \) for permutation inversion (assuming \( S = \Omega(\log N) \)). For function inversion, Hellman gave an algorithm that inverts a random function when \( S^2T = \tilde{\Omega}(N^2) \). Fiat and Naor \cite{14} extended Hellman’s construction, giving an algorithm that inverts any function when \( S^3T = \tilde{\Omega}(N^3) \).

One key facet of all the upper bounds mentioned above is that the queries made to \( f \) are highly adaptive; i.e., deciding which point \( A \) is going to query next depends on the inversion point \( y \), the advice string \( \sigma \), and the values of the points queried before. A long-standing open question has been to see if any of the upper bounds could be made non-adaptive. This question was extensively studied in \cite{10}, and they introduced the notion of strongly non-adaptive algorithms where the points queried by \( A \) are a fixed set depending only on the inversion point \( y \). This makes the model much weaker compared to even the standard non-adaptive (weakly non-adaptive) setting where the fixed set of points queried by \( A \) is allowed to depend on the inversion point \( y \) and the advice string \( \sigma \). Upper bounds for non-adaptive algorithms would be really useful, as they would lead to efficient parallelisation. Perhaps even more interestingly, lower bounds even in this very weak model would already imply circuit and communication lower bounds \cite{10} and data structure lower bounds \cite{10, 16, 13}.

Indeed, as shown in \cite{10}, a lower bound of \( S = \omega(N \log N / \log \log N) \) when \( T = N^\epsilon \) would imply a circuit lower bound against Boolean circuits of linear size and logarithmic depth, and thus resolve a long-standing open question due to Valiant \cite{29}. A similar argument shows that even a lower bound of \( S = \omega(N \log N / (\log \log (T / \log N))) \) for any \( T = \Omega(\log N) \) would imply a super-linear circuit lower bound for series-parallel circuits \cite{29, 4, 30}.

The only known strongly non-adaptive algorithm is the trivial one where the pre-processing algorithm stores the value of \( f \) at \( S / \log N \) points as advice, and the online algorithm queries the remaining \( N - S / \log N \) points, giving \( S / \log N + T = N \). On the other hand, the best known lower bound for the non-adaptive setting is still \( ST \geq \Omega(N \log N) \) obtained by Yao’s compression argument \cite{32} that works even for adaptive algorithms. Hence, it might still be conceivable that the algorithm by Hellman can be made non-adaptive, which leads us to the natural question:

Are non-adaptive algorithms for permutation inversion as efficient as adaptive algorithms?

---

1 We will refer to \( A \) as the “online” algorithm, referring to its phase, even though it does not process its input in a serial fashion as is typical for what are called “online” algorithms.

2 The notation \( \tilde{\Omega}(\cdot) \) and \( \tilde{O}(\cdot) \) suppresses factors polynomial in \( \log N \).
1.1 Our Results

We answer this question in the negative by showing a lower bound of $ST = \Omega(N \log(N) \log(T))$ for any strongly non-adaptive algorithm for permutation inversion (and, thus, for the more general problem of function inversion).

**Theorem 1.** Every strongly non-adaptive algorithm that solves permutation inversion with $S$ bits of preprocessing and $T \leq N/5$ queries must have
\[ S = \Omega\left(\frac{N \log(N) \log(T)}{T}\right). \]

Since permutation inversion can be solved adaptively when $ST = O(N \log N)$ [18], Theorem 1 gives us the first separation between adaptive and strongly non-adaptive algorithms for permutation inversion for every super-constant $T$. (No separation is possible for constant $T$ as in this case the problem is maximally hard, $S = \Omega(N \log N)$, even in the adaptive setting.)

We remark that the result of Theorem 1 begins to bridge the gap between Yao’s bound and a bound sufficient for a super-linear lower bound for series-parallel circuits. For example, in the case of $T = \Theta(\log(N) \log(N))$, Theorem 1 gives us $S = \Omega(N)$, whereas Yao’s bound gives $S = \Omega(N/\log\log(N))$. A bound of $S = \omega(N \log(N)/\log\log\log\log(N))$ would already imply a breakthrough in circuit complexity [10, 29, 4].

The proof of Theorem 1 goes in two steps. First, we show that a compression argument can be used to get a lower bound on the amount of space required when, for a large enough set of inversion points, the union of all points queried by the online algorithm is small. In the following, we abuse notation when $X$ is a set and define $\varphi(X) = \bigcup_{x \in X} \varphi(x)$.

**Theorem 2.** For every $T \in \mathbb{N}$, $\varphi : [N] \to \binom{[N]}{T}$, and $Y \subseteq [N]$ such that $|Y| < N - |\varphi(Y)|$, every strongly non-adaptive algorithm that solves permutation inversion with $S$ bits of preprocessing and the query function $\varphi$ must have
\[ S \geq |Y| \log(N - |\varphi(Y)| - |Y|). \]

We can now already recover Yao’s lower bound for strongly non-adaptive algorithms by Theorem 2. To see this, just consider the set $X = \{1, 2, \ldots, N/(2T)\}$. Then $|\varphi(X)| \leq N/2$, and we get $S = \Omega((N \log N)/T)$.

This result also achieves optimal lower bounds for a specific subclass of query functions of interest: query functions which admit some $X \subseteq [N]$ of size $|X| = \Theta(N)$ with $|X| < N - |\varphi(X)|$. For example, take the query function $\varphi$ which queries $\varphi(x) = (x, x+1, \ldots, x+T-1 \mod N)$ for each $x \in [N]$. When $T \leq N/4$, $X = \{1, 2, \ldots, N/4\}$ witnesses a lower bound of $S = \Omega(N \log N)$. We note, however, that such query functions make up a small fraction of all possible query functions; random $\varphi$ do not have this property.

To get an improvement over Yao’s bound, our second step involves picking a large enough set $X$ of size $\Theta((N \log T)/T)$ with a small enough $\varphi(X)$. We show the existence of such a set via the probabilistic method. We start by viewing $\varphi$ as a left $T$-regular bipartite graph, and prove the following graph lemma, where $N(X)$ denotes the neighborhood of the set of vertices $X$.

**Lemma 3.** Let $G = (L \cup R, E)$ be an undirected bipartite graph with $|L| = |R| = N$ and $|E| \leq NT$, where $T \leq N/5$. Then for large enough $n$, there exists a subset of vertices $X \subseteq L$, such that
\[ |X| \geq (N \log T)/(30T) \] and
\[ |N(X)| \leq N - N/T^{3/5}. \]

It is not hard to see that Lemma 3 is tight for a random left $T$-regular bipartite graph.
1.2 Related Work

In the case of adaptive algorithms, the tight upper bound of $ST = O(N \log N)$ for permutation inversion is due to Hellman [18]. Hellman [18], and Fiat and Naor [14] gave upper bounds of $S^2T = \tilde{O}(N^3)$ and $S^3T = \tilde{O}(N^3)$ for inverting random and worst-case functions, respectively. It was recently observed [17] that the algorithm of Fiat and Naor for the worst-case function inversion can be extended to an upper bound of $TS^2 \max \{T, S\} = \tilde{O}(N^3)$. De, Trevisan and Tulsiani [11] extended [14] and gave better trade-offs when inverting on only $\varepsilon$-fraction of the inputs.

The best known strongly non-adaptive algorithm is just the trivial one which achieves the trade-off $S/\log N + T = N$. For the case of weakly non-adaptive algorithms, where the online algorithm gets to see the advice first, there is an algorithm that slightly outperforms the trivial when $S > N$ [17]. The preprocessing algorithm stores $\log(N/T)$ first bits of a preimage for each $y \in [N]$, and the online algorithm queries all of the remaining $T$ options, which results in $S = N \log(N/T)$.

The best lower bound is due to Yao [32], and it works for adaptive permutation inversion and thus also for function inversion. Moreover, since it works in the adaptive setting, it also trivially carries over to both the weakly and strongly non-adaptive settings. An alternate proof was given by Impagliazzo [21], and [15, 31, 11, 12] extend the lower bound to the setting of randomized algorithms inverting on $\varepsilon$-fraction of inputs.

Even in the case of strongly non-adaptive algorithms, the best known lower bound is still Yao’s. While no unconditional improvement to Yao’s bound is known prior to this work, for some restricted models there are better bounds. Barkan, Biham, and Shamir [1] give a lower bound of $S^2T = \Omega(N^2/\log N)$ for Hellman-type algorithms. Chawin, Haitner and Mazor [5] prove an adaptive lower bound of $S + T \log N = \Omega(N)$ when the preprocessing algorithm $P$ computes a linear function. In the case of weakly non-adaptive algorithms they show that if the online algorithm $A$ is an affine function over the query points and advice then $S = \Omega(N)$. Moreover they generalize these bounds to prove lower bounds in the case when $A$ is an affine decision tree. [17] gives tight bounds for guess-and-check algorithms for weakly non-adaptive function inversion. These bounds are however incomparable to strongly non-adaptive function inversion (strongly non-adaptive algorithms can’t look at the advice, but can output a point they haven’t queried). Finally, Dvořák, Koucký, Král and Slívová [13] prove a conditional lower bound of $T = \Omega(\log N/\log \log N)$, when $S = \varepsilon N \log N$ under the network coding conjecture.

In the quantum setting, [26, 19, 7, 6] give tight bounds even with quantum advice showing that Grover’s search is optimal in the setting when $S = \tilde{O}(\sqrt{N})$. Any improvement on these bounds would imply circuit lower bounds as shown in [10].

1.3 Structure of the Paper

In Section 2, we provide the necessary definitions. In Section 3, we prove the main results of this paper: Theorem 1, Theorem 2 and Lemma 3. We conclude this paper with a discussion on the equivalence between function inversion and the communication complexity of certain partial functions in Section 4.

2 Preliminaries

All logarithms are base 2. For a non-negative integer $N$, by $[N]$ we denote the set $\{1, \ldots, N\}$, and by $\Pi_N$ we denote the set of all permutations of $[N]$. For an undirected graph $G = (V, E)$ and a subset of its vertices $S \subseteq V$, $N(S)$ denotes its neighborhood; i.e.,

$$N(S) := \{v \in V : \exists u \in S \text{ s.t. } (u, v) \in E\}.$$
We will use the following Chernoff bound (see e.g., [24]):

Lemma 4. Let $X_1, \ldots, X_n$ be independent random variables taking values in $\{0, 1\}$ and $X$ denote their sum with $\mu = \mathbb{E}[X]$. Then for $0 \leq \varepsilon \leq 1$,

$$\Pr[X \leq (1 - \varepsilon)\mu] \leq \exp\left(-\frac{\varepsilon^2 \mu}{2}\right).$$

2.1 The Permutation Inversion Problem

In the following definitions, let $(P, A)$ be a pair of deterministic algorithms.

Definition 5. We say that
1. $(P, A)$ uses $S$ bits of pre-processing if for all inputs, the output of $P$ has bit-length at most $S$.
2. $(P, A)$ makes $T$ queries if for all inputs, $A^\pi$ makes at most $T$ queries to $f$.

In this paper, we provide lower bounds on permutation inversion, a subproblem of function inversion. Hence, our lower bounds extend to function inversion as well.

Definition 6. We say that $(P, A)$ solves the permutation inversion problem if for all $\pi \in \Pi_N$ and $y \in [N]$,

$$A^\pi(P(\pi), y) = \pi^{-1}(y).$$

We call $P$ the preprocessing algorithm and $A$ the online algorithm.

We say that $(P, A)$ is strongly non-adaptive if the $T$ queries to $\pi$ made by $A^\pi$ depend only on $y$ and not on the output of $P(\pi)$ nor the results of previous queries. In such a case, we can define the query function of $A^\pi$ to be $\varphi: [N] \to \binom{[N]}{T}$.

For any set $X \subseteq [N]$, we let $\varphi(X) = \bigcup_{x \in X} \varphi(x)$.

3 Non-Adaptive Function Inversion

In this section, we prove our improved lower bound on non-adaptive permutation inversion and hence function inversion. We start by showing a generic space bound (Theorem 2) that follows via a compression argument. This already allows us to recover Yao’s lower bound in the strongly non-adaptive setting. We next introduce a special graph lemma (Lemma 3) on sparse bipartite graphs that guarantees the existence of a large enough subset of vertices with a small neighborhood. Finally, combining these two together, we get our improved lower bound (Theorem 1).

Theorem 2. For every $T \in \mathbb{N}$, $\varphi: [N] \to \binom{[N]}{T}$, and $Y \subseteq [N]$ such that $|Y| < N - |\varphi(Y)|$, every strongly non-adaptive algorithm that solves permutation inversion with $S$ bits of preprocessing and the query function $\varphi$ must have

$$S \geq |Y| \log(N - |\varphi(Y)| - |Y|).$$

Proof. Let $(P, A)$ be a strongly non-adaptive algorithm for permutation inversion with query function $\varphi$ that uses $S$ bits of preprocessing. Let $X \subseteq [N]$ be such that $|X| < N - |\varphi(X)|$. For ease of notation, we define $\varphi(X) := [N] \setminus \varphi(X)$. Because $|X| < N - |\varphi(X)| = |\varphi(X)|$, there exist injective functions from $\varphi(X)$ to $[N] \setminus X$. Fix $\tau$ to be any such function, and let
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$P = \{ \pi \in \Pi_N : \pi|_{\varphi(X)} = \tau \}$; in particular, for any two $\pi_1, \pi_2 \in P$, $\pi_1|_{\varphi(X)} = \pi_2|_{\varphi(X)}$. Then by construction, we have that for each $\pi \in P$, $\pi^{-1}(X) \subseteq \varphi(X)$. We now pick a maximal subset $Q \subseteq P$ such that for every distinct $\pi_1, \pi_2 \in Q$, $\pi_1^{-1}|_X \neq \pi_2^{-1}|_X$. Thus,

$$|Q| = \left(\frac{|\varphi(X)|}{|X|}\right) \cdot |X|! = \frac{|\varphi(X)|!}{(|\varphi(X)| - |X|)!} \geq (|\varphi(X)| - |X|)^{|X|}.$$  

Assume for the sake of contradiction that $2^S < |Q|$. Then by the pigeon hole principle, there exist two distinct $\pi_1, \pi_2 \in Q$ such that $P(\pi_1) = P(\pi_2)$. This implies that for all $i \in X$, $A^\pi_i(P(\pi_i), i) = A^\pi_i(P(\pi_2), i)$, since by construction $\pi_1|_{\varphi(X)} = \pi_2|_{\varphi(X)}$. This is a contradiction, as we know there exists some $i \in X$ for which $\pi_1^{-1}(i) \neq \pi_2^{-1}(i)$. Hence,

$$2^S \geq |Q| \geq (|\varphi(X)| - |X|)^{|X|}, \text{ and } S \geq |X| \log(|\varphi(X)| - |X|).$$  

From this, we can get a lower bound on the size of the preprocessed advice for any query function $\varphi$ which has a large $X$ with small $\varphi(X)$. In the following lemma, we show that all query functions (viewed as bipartite graphs) admit such a subset $X$.

Lemma 3. Let $G = (L \sqcup R, E)$ be an undirected bipartite graph with $|L| = |R| = N$ and $|E| \leq NT$, where $T \leq N/5$. Then for large enough $n$, there exists a subset of vertices $X \subseteq L$, such that

$$|X| \geq (N \log T)/(30T) \text{ and } |N(X)| \leq N - N/T^{4/5}.$$  

Proof. When $d \leq 32$, we can take $X \subseteq L$ simply to be the subset of $(n \log d)/(30d)$ vertices on the left with the smallest degrees. Then we have $|N(X)| \leq d \cdot |X| = (n \log d)/30 < n - n/d^{4/5}$. Thus, in the following, assume $d \geq 33$.

To prove the existence of such a subset $X$, we will first pick a random subset $X$ of vertices from $L$. We will then bound the probability of $X$ being small or having a large neighborhood away from 1. This will imply the existence of a set of $X$ that satisfies both conditions of our lemma.

Let $p = (\log d)/(3d) \in (0, 1)$, and let each vertex $a \in L$ be in $X$ independently with probability $p$. We now compute the probability of our two bad events. First, to bound the probability of picking a small $X$, we can apply a Chernoff Bound (Lemma 4) to get that $\Pr[|X| \leq \frac{2n}{3d}] \leq e^{-0.405pn} < e^{-pn/3}$.

Now, to get a bound on the probability that the size of the neighborhood $N(X)$ is close to $n$, let us first compute the expected size of $N(X)$:

$$\mathbb{E}[|N(X)|] = \sum_{b \in R} \Pr[b \in N(X)]$$

$$= n - \sum_{b \in R} \Pr[b \notin N(X)].$$  

The probability that $b \notin N(X)$ is the probability that none of the vertices $a \in N(b)$ were picked in $X$; i.e., $\Pr[b \notin N(X)] = (1 - p)^{|N(b)|}$. Substituting into Equation (1) we get

$$\mathbb{E}[|N(X)|] = n - \sum_{b \in R} (1 - p)^{|N(b)|}$$

$$\leq n - n(1 - p)^{\frac{d}{2} \sum_k |N(b)|}$$

$$\leq n - n(1 - p)^{\frac{d}{2}},$$  

(2)  

(3)
where Equation (2) follows from the AM-GM inequality and Equation (3) follows from the fact that $G$ has at most $dn$ edges. Note that for $d > 1$ and $p = (\log d)/(3d)$, we have $0 < p < 1/4$. From this, we get for all $d \geq 33$

$$(1 - p)^d \geq e^{-d(p + \frac{1}{2})} \geq e^{-d(p + \frac{3}{4})} = d^{-\frac{3\log 2}{4}} \geq 2^{\frac{1}{d^{4/5}}}.$$  

Now we can conclude $\mathbb{E}[|N(X)|] < n - 2n/d^{4/5}$. With an upper bound on the expected size of $N(X)$, we apply Markov’s inequality to get

$$\Pr\left[|N(X)| > n - \frac{n}{d^{4/5}} \right] < \frac{n - 2n/d^{4/5}}{n - n/d^{4/5}} = 1 - \frac{1}{d^{4/5}(1 - 1/d^{4/5})} \leq 1 - d^{-4/5}.  

A union-bound over the probability of the two bad events happening gives

$$\Pr\left[|X| < \frac{pn}{10} \text{ or } |N(X)| > n - \frac{n}{d^{4/5}} \right] < 1 - d^{-4/5} + e^{-pn/3}. \quad (4)$$

Now, because $d \leq n/5$, $d \leq (5 \log e)n/36$ and hence $4/5 \leq (n \log e)/(9d)$. This gives us $d^{4/5} \leq d^{(n \log e)/(9d)} = e^{pn/3}$. From this, we can conclude that the probability in Equation (4) is strictly less than 1. This implies that there exists some $X \subseteq L$ with $|X| \geq pn/10$ and $|N(X)| \leq n - n/d^{4/5}$. ▶

Now by combining Theorem 2 and Lemma 3, we get our main result.

**Theorem 1.** Every strongly non-adaptive algorithm that solves permutation inversion with $S$ bits of preprocessing and $T \leq N/5$ queries must have

$$S = \Omega\left(\frac{N \log(N) \log(T)}{T}\right).$$

**Proof.** If $T < 3$, then take $T = 3$ by making more queries, and the following lower bound still holds. So, without loss of generality assume that $3 \leq T \leq N/5$.

Consider the bipartite graph of left-degree $T$ defined by $\varphi$ on $(L \sqcup R, E)$, where $L = \{\ell_1, \ldots, \ell_N\}$, $R = \{r_1, \ldots, r_N\}$, and for every $i \in [N]$ and $j \in \varphi(i)$ we have $\{\ell_i, r_j\} \in E$. Let $X \subseteq [N]$ be the set guaranteed to exist by Lemma 3, so $|X| = [N \log(T)/(30T)]$ and $|\varphi(X)| \leq N - N/T^{4/5}$. Note that for all $T > 0$, $\log T < 15T^{1/5}$, so $N \log T/(15T) < N/T^{4/5}$. Thus, $|X| < |\varphi(X)|$. Therefore, by Theorem 2, $S \geq |X| \log(|\varphi(X)| - |X|)$. Note that

$$|\varphi(X)| - |X| \geq \frac{N}{T^{4/5}} - \frac{N \log(T)}{30T} = \frac{N}{T^{4/5}} \left(1 - \frac{\log(T)}{30T^{1/5}}\right) \geq \frac{N}{2T^{4/5}}$$

for $T > 0$. Thus, we have

$$S \geq \frac{N \log(T)}{30T} \log \left(\frac{N}{2T^{4/5}}\right) \geq \frac{N \log(T)}{30T} \log \left(\frac{N^{1/5}}{2}\right) = \Omega\left(\frac{N \log(N) \log(T)}{T}\right). \quad \blacksquare$$
4 Connections to Communication Complexity

In this section, we discuss an alternate approach to proving lower bounds for strongly non-adaptive function inversion via communication complexity. This approach generalizes to other strongly non-adaptive data structure problems.

Let $(P, A)$ be a strongly non-adaptive algorithm for permutation inversion. We say that two permutations $\pi, \tau$ conflict under a query function $\varphi$ if there exists an $i$ such that $\pi^{-1}(i) \neq \tau^{-1}(i)$ and for every $j \in \varphi(i)$, $\pi(j) = \tau(j)$. Hence, to distinguish two conflicting permutations, we must have $P(\pi) \neq P(\tau)$. Now consider the following promise equality problem $(\text{PromEQ}_\varphi)$.

Definition 7. For a given query function $\varphi : [N] \to \binom{[T]}{N}$, $\text{PromEQ}_\varphi$ is the following promise decision problem. Given two permutations $\pi, \tau \in \Pi_N$ such that either $\pi = \tau$ or $\pi$ and $\tau$ conflict under $\phi$, decide which one of the two conditions holds.

For a (promise) problem $f$, let $CC^1(f)$ denote the one-way deterministic communication complexity of $f$. We then observe that $CC^1(\text{PromEQ}_\varphi)$ is the minimum amount of space needed for preprocessing to solve permutation inversion using the query function $\varphi$. On one hand, given a strongly non-adaptive algorithm $(P, A)$, in the communication protocol Alice can send Bob $P(\pi)$. To verify, Bob just checks if $P(\pi) = P(\tau)$. When $\pi = \tau$, equality is preserved. Otherwise, when $\pi$ and $\tau$ conflict we are guaranteed to have $P(\pi) \neq P(\tau)$. On the other hand, assume that we have a one-way communication protocol for PromEQ$_\varphi$, and let $\sigma_\pi$ be the message Alice sends to Bob when she receives $\pi$ as input. We can then construct an algorithm $(P, A)$ for permutation inversion, where $P(\pi) = \sigma_\pi$. By the correctness of our communication protocol, we are guaranteed that there are no two conflicting permutations which share the same message $\sigma_\pi$. Hence, $A$ can identify the inverse of the given point from $\sigma_\pi$ and the points it queries. In particular, the question of understanding the complexity of strongly non-adaptive function inversion is equivalent to the following question.

Open Problem 8. Find the minimum one-way deterministic communication complexity of $\text{PromEQ}_\varphi$ among all $\varphi : [N] \to \binom{[T]}{N}$, $\min_{\varphi : [N] \to \binom{[T]}{N}} CC^1(\text{PromEQ}_\varphi)$.

Note that each PromEQ$_\varphi$ problem is a “subproblem” of equality (the accept sets of PromEQ$_\varphi$ and equality are identical, and the reject set of PromEQ$_\varphi$ is a subset of the reject set of equality). Recall that while equality admits an efficient randomized communication protocol, it has maximum deterministic communication complexity. Thus, to prove a polynomial lower bound for PromEQ$_\varphi$ via a reduction from some known problem, the reduction must be deterministic. Moreover, the problem we reduce from must admit an efficient randomized communication protocol, while being sufficiently hard for any deterministic protocol.

4.1 Recovering our improved bound

To illustrate this approach, we now demonstrate how our main result (Theorem 1) can be obtained in this communication complexity framework. Given the discussion above, Theorem 1 is equivalent to proving a lower bound of $CC^1(\text{PromEQ}_\varphi) = \Omega(\sqrt{N} \log(N) \log(T)/T)$ for all $\varphi : [N] \to \binom{[T]}{N}$. In order to do this, we first introduce an auxiliary promise problem $\text{PermEQ}_{k, \Sigma}$ which checks equality of $k$-permutations over an alphabet $\Sigma$. 
Definition 9. For a given alphabet $\Sigma$ and $k \leq |\Sigma|$, $\text{PermEQ}_{k,\Sigma}$ is the following promise decision problem. Given two $k$-permutations of $\Sigma$ (strings of length $k$ with distinct characters), decide if they are equal or not.

In order to get a lower bound on $\text{CC}^1(\text{PromEQ}_\varphi)$, we reduce $\text{PermEQ}_{k,\Sigma}$ to $\text{PromEQ}_\varphi$; then known lower bounds on $\text{CC}^1(\text{PermEQ}_{k,\Sigma})$ extend to $\text{CC}^1(\text{PromEQ}_\varphi)$. The following is a sketch of this reduction: Given some $\varphi$, we use Lemma 3 to get a large $X \subseteq [N]$ with small $\varphi(X)$. Then we take $\Sigma = \varphi(X)$ and $k = |X|$. Now given $\alpha$, a $k$-permutation of $\Sigma$, we construct $\pi_\alpha$, a permutation of $[N]$, where $\pi_\alpha$ maps $\alpha$ to $X$ and $\varphi(X)$ to $[N] \setminus X$. In particular, $\pi_\alpha|_{\varphi(X)}$ does not depend on $\alpha$. Then it is not hard to see that for distinct $k$-permutations $\alpha$ and $\beta$ of $\Sigma$, $\pi_\alpha$ and $\pi_\beta$ conflict. Thus, in the reduction from $\text{PermEQ}_{k,\Sigma}$ to $\text{PromEQ}_\varphi$, Alice and Bob first construct $\pi_\alpha$ and $\pi_\beta$ from their inputs $\alpha$ and $\beta$ and then run the protocol for $\text{PromEQ}_\varphi$. The lower bound then follows from the known lower bound of $\text{CC}^1(\text{PermEQ}_{k,\Sigma}) \geq \Omega(k \log |\Sigma|)$.
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1 Introduction

A private information retrieval (PIR) protocol [15,36] allows a client to fetch an entry from a database server without revealing which entry was fetched. Specifically, the server holds a database $x = (x_1, \ldots, x_n)$ consisting of $n$ bits (or generically, $n$ symbols over an alphabet $\Sigma$) while the client holds an index $i \in \{1, \ldots, n\}$; the client wishes to obtain $x_i$ while hiding $i$ from the server.

PIR protocols have been broadly studied in two flavors: information-theoretic and computational. Information-theoretic protocols provide security against computationally unbounded adversaries and do not require “cryptographic” computations. Unfortunately, non-trivial information-theoretic PIR (with less than $n$ bits of communication) is impossible given only one server [15]. Consequently, PIR protocols in this setting need database replication across two or more non-colluding servers. This poses challenges for deployment since the cost of managing multiple storage spots is high when databases are large (e.g., synchronization, monetary cost), and enforcing non-collusion on the database servers is
hard in practice, especially when the data is owned by a single entity (e.g., a company). In contrast, computational PIR can work when only one server holds the database but only provides security against polynomial-time adversaries due to its reliance on cryptographic hardness assumptions (e.g., quadratic residuosity, learning with errors). Furthermore, the associated cost is typically high due to expensive cryptographic operations at the server – indeed, existing single-server protocols \([3,5,6,17,29,38]\) are significantly less efficient in practice than the multi-server information-theoretic ones \([26,27]\).

The shuffle model: PIR with many clients. Achieving the best of both worlds, as aforementioned, is not possible in the standard model without using \(n\) bits of communication. To circumvent this barrier, Ishai, Kushilevitz, Ostrovsky and Sahai \([32]\) proposed a relaxed model, where many clients (with arbitrarily correlated indices) simultaneously query a single server, but the clients are granted the ability to make anonymous queries to the server. Abstractly, we can think of the queries as being shuffled before reaching the server.

Specifically, consider a client using a multi-server PIR query algorithm to generate sub-queries for a query index. If these sub-queries were naively sent to a single server, the server would immediately learn the query index of this client. However, this work and \([32]\) show the power of shuffling: if there are many clients and their sub-queries are randomly permuted by a shuffler before being sent to the server, then it is hard for the server – even one that is computationally unbounded as we show in this work – to figure out any of the client-query indices. Therefore, this single server in the shuffle model can simply perform “cheap” operations of the multi-server PIR scheme to answer sub-queries.

Understanding the shuffle model in the context of PIR is well-motivated by real-world applications: databases with high-volume queries, such as stock quotes and search engines, naturally enjoy the feature that thousands of users access the databases at the same time, and therefore considering PIR with many simultaneously querying clients is sensible, particularly if it allows for cheaper server cost. Note that this is a substantially different goal from batch PIR \([28,31]\) which amortizes the cost of multiple queries from a single client.

The shuffle model has been considered also in problems orthogonal to PIR, including secure aggregation \([8,23,32]\) and differential privacy \([4,10,13,14,22]\). Analogously to these works, we view shuffling as an atomic operation; existing literature on differential privacy \([8]\) and anonymity \([1,18,30,37,41]\) discusses how to implement shuffling efficiently (see details in Section 1.2).

The shuffle PIR model opens a promising direction toward constructing efficient single-server PIR protocols. In this work, we establish the theoretical feasibility of non-trivial single-server PIR with information-theoretic security in the shuffle model.

1.1 Our Results

This paper aims to develop a formal understanding of PIR in the shuffle model from a theoretical perspective. We briefly detail our results below.

Information-theoretic single-server PIR in the shuffle model (Sections 5 and 6). We present the first construction for single-server PIR in the shuffle model that has sublinear communication and information-theoretic security (with inverse-polynomial statistical error). Moreover, our construction is also doubly efficient: following one-time preprocessing on the server side, and without any state information on the client side, the server’s per-query computation is sublinear in the database size.
Theorem 1 (Informal). For every constant $0 < \gamma < 1$, there exists a single-server PIR protocol in the shuffle model such that, on database of size $n$, and following one-time preprocessing on the server side, the protocol has $O(n^\gamma)$ per-query computation and communication, and $O(n^{1+\gamma/2})$ server storage. This is achieved with the following information-theoretic security guarantee: for any inverse polynomial $\epsilon = 1/p_1(n)$, there exists a polynomial $p_2(n) = O(n^{1+4/\gamma} (p_1(n))^8)$ such that the protocol has $\epsilon$-statistical security as long as the total number of queries made by (uncorrupted) clients is at least $p_2(n)$.

As a key technique, we describe a generic inner-outer paradigm that composes together two standard (multi-server) PIR protocols: an outer and an inner layer, to build a PIR protocol in the shuffle model. Besides, our results are robust against imperfect shuffling/anonymity (details in the full version).

While the above protocol only achieves inverse-polynomial (rather than negligible) security error, this is in fact the standard notion of security in several important settings, including differential privacy [19, 21], secure computation with partial fairness [16, 24, 39], and secure computation over one-way noisy communication [2]. Our protocol demonstrates that information-theoretic security is indeed feasible without database replication. Moreover, while concrete efficiency is not the focus of this work, we believe that our approach has potential for reducing the cost of standard-model PIR when properly combined with single-server schemes and settling for a constant-factor cost reduction that might be significant in practice (see Section 6.4 for details).

Lower bound on security (Section 6.5). In the inner-outer paradigm, we show a security lower bound when any generic PIR protocol is used as the outer layer, and a constant-server PIR from a broad class is used as the inner layer; in particular, $1/poly(n)$ statistical security is tight in the sense that negligible security error cannot be achieved with polynomially many clients. We also discuss open problems (Section 7) on whether negligible security is possible (with polynomially many clients) by using other protocols in the inner layer.

1.2 Discussion on the Shuffle Model

Two-way shuffling. In the problems such as secure aggregation and differential privacy with shuffle model, the shuffled messages are delivered to a server for analytics. Our PIR setting is a bit different, since responses need to be communicated back from the server to the client, we require the shuffling to be two-way. Specifically, we require not only that clients can send messages anonymously to the server but also that the server can respond to clients while still keeping the client identities hidden. It is important to note that shuffling or anonymity does not trivialize the problem; it hides who sends the messages but not the content of the messages. In practice, this two-way shuffling can be realized in a number of ways [7, 8, 12, 18, 35], even without computational assumptions.

A hybrid model. PIR in the shuffle model can also be equivalently viewed as a hybrid model between the standard single-server and multi-server PIR models: as an abstraction, the shuffler models a second “server” which is assumed to not collude with the main database server but does not hold a copy of the database and can only perform database-irrelevant computations. This alone makes the shuffle model interesting for practical deployments: non-collusion between two (or more) servers holding the same database can be difficult to enforce (since it is likely for them to be operated by the same company for data ownership reasons) making it a strong assumption in practice; in contrast, if only one server holds
the database, then the “two” servers can be reasonably run by independent (and possibly geographically distributed) entities. We also note that it could be interesting to let this second database-irrelevant server perform more generic computations instead of just acting as a shuffler; we leave this exploration to future work.

2 Technical Overview

In this section, we present a toy protocol, which is insecure but conveys our core ideas; we then outline the techniques for building our eventual protocol from the toy protocol.

An insecure toy protocol. The starting point is the classic two-server information-theoretic PIR scheme by Beimel et al. [9]. In this scheme, a client first deterministically encodes its queried index $i \in [n]$ to a bit string $z$ of length $m = O(\log n)$ (we call $z$ the encoding of queried index, or simply query), and splits $z$ to two additive shares in $\mathbb{F}_2^m$: $z_1$ and $z_2$ (we call them sub-queries), and then sends them to the two servers respectively.

We construct PIR in the shuffle model based on this protocol. Abstractly, each client generates two sub-queries (or shares) $z_1$ and $z_2$ as if it was querying using the above two-server scheme but in fact sends both sub-queries to a single server through an anonymous channel (which shuffles the sub-queries together with that from many other clients). Observe that this is exactly an instance of secure aggregation in the split-and-mix approach [8,23,32], where each input is split into two shares; the hope is that the server would learn nothing given the shuffled encoding shares from many clients.

There are two issues with this toy protocol. The first issue is obvious – the server learns the sum of all the encoding strings, and therefore can easily distinguish two sets of query indices by comparing the sum of their shares and the sum of their encodings. Note that leaking the sum to the server is exactly the goal of secure aggregation, but the sum should not be leaked in the PIR context. This leakage can be easily eliminated by letting one of the clients add a dummy share (a random string) to hide the sum. The second issue is more involved. In fact, splitting each input into only two shares is not enough to guarantee security; this can be demonstrated through a simple counter-example: suppose that the server wishes to distinguish between the 2-additive shares of zeros and that of ones (sharing over $\mathbb{F}_2$). In the latter case, there is always an equal number of ones and zeros in the shares, while this is not true for the former case. This approach can be generalized to a “counting” based strategy (for sharing over any Abelian groups) and allows for generic efficient distinguishing attacks (details in the full version). While splitting into more additive shares, e.g., 4, is sufficient [8], this means we need a 4-server PIR (that has additive sub-queries) and thus leads to worse communication – $O(n^{3/4})$ in the 4-server scheme compared to $O(n^{1/2})$ in the two-server scheme (Section 4.1). On the road map to our general protocol with $O(n^\gamma)$ communication (for any $\gamma > 0$), the first checkpoint is to bypass the above attack and achieve a protocol with $O(n^{1/2})$ communication; it turns out that the key ideas used for this also play a pivotal role in our final protocol design.

Randomizing inputs via the inner-outer paradigm. The core reason why the simple split-and-mix approach does not work with two additive shares is the presence of arbitrary correlation among the queries; indeed, if all queries were independent and uniformly random, then using two shares works perfectly. Our key insight to navigate around this is to randomize the queries using another PIR, resulting in uniform random but pairwise independent queries which is later shown to be sufficient for security.
Our construction employs a novel approach—the inner-outer paradigm, which composes a $k$-server PIR protocol as an outer layer with the previous 2-server PIR protocol (with 2-additive shares) as the inner layer. At a high level, the outer layer PIR randomizes the client queries before they get processed through the inner layer PIR. Below we call the outer layer protocol as OPIR and the inner layer protocol as IPIR.

Formally, the composition works as follows: for any database $x \in \{0,1\}^n$, on input an arbitrary query index $i \in [n]$, the client first runs the OPIR query algorithm to generate $k$ queries $q_1, \ldots, q_k$; note that they naturally satisfy pairwise independence and each is uniformly random in the OPIR query space $Q$, simply because of the security property of any PIR. Instead of sending them directly to the server, these queries are interpreted as indices to a new database $x'$ of size $|Q|$, where $x'$ consists of the answers to all the possible OPIR queries (i.e., elements in $Q$). Now the client runs IPIR query algorithm on the each of the $k$ “indices” in $\{1,2,\ldots,|Q|\}$, and sends the IPIR sub-queries to the server. Specifically, the client maps an index to its encoding in the two-server protocol, and splits the encoding into 2 additive shares (sub-queries) in $\mathbb{F}_2^m$ where $m = O(\log |Q|)$. Finally, to have the compilation work, the server needs to build the database $x'$ for IPIR in advance, which is feasible as long as $|Q|$ is polynomial in $n$.

The upshot of this compilation is that the server now sees a set of shuffled shares generated from uniformly random and pairwise independent query indices to the database $x'$. As we shall show next, this randomization achieves that, for any two multi-sets of queried indices $I, I'$ with distance at most $\delta$, the resulting multi-sets after processing through OPIR will be $J, J'$ will have distance in expectation $\sqrt{\delta}$, even though $J, J'$ are larger than $I, I'$. The distance further decreases to $\sqrt[4]{\delta}$ after processing through IPIR (additive sharing). We will show that having each client add only one random noise sub-query (on top of its real sub-queries) is sufficient to hide the $\sqrt{\delta}$ distance from the server.

**Analyzing split and mix with pairwise independence.** We now analyze the split and mix approach for pairwise independence queries which we get from the OPIR; we use a balls-and-bins formulation for this analysis. Specifically, the OPIR queries of all clients can be viewed as throwing $B = k \cdot C$ balls randomly into $|Q|$ bins where $C$ is the number of clients and $Q$ is the OPIR query space. Since the balls are pairwise independent, we can bound the expected difference in the balls-and-bins configuration from any two such distributions by $\Theta(|Q|/\sqrt{B})$. This implies that the differences between any two sets of $B$ OPIR sub-queries (and consequently, the query indices in IPIR) is proportional to $\sqrt{B}$.

As a second step, we show once again using a balls-and-bins formulation that for any sets of IPIR indices with difference $\delta$, when the indices are split into two shares, the expected difference is proportional to $\sqrt{\delta}$. This implies that any two sets of original client indices, once put through both OPIR and IPIR, will differ on expectation by $\sqrt[4]{\delta}$. Our final step shows that adding just 1 noise query per client results in being able to “hide” this $\sqrt[4]{\delta}$ difference in order to get $1/\text{poly}(n)$ security. This analysis goes through as long as the total number of clients $C$ is at least $\Omega(n^{5+c})$ for some constant $c > 0$. More details are provided in Section 6.1. We also show a concrete instantiation using a Reed-Solomon code based OPIR.

**Improving communication using CNF-shares.** Following this, in Section 6.2, we show how a CNF-sharing based construction can be used as the IPIR to reduce the communication complexity; in particular, using an $s$-CNF sharing allows us to reduce the communication cost to $O(n^{1/s})$ given $\Omega(n^{2s+1}/\epsilon^8)$ clients for statistical security $\epsilon$. This cleanly generalizes our earlier construction. The security proof follows a similar outline as before but is somewhat
more involved. We find a nice group theoretic formulation of the problem of understanding the symmetries within the CNF-sharing, which allows us to greatly simplify the analysis by leveraging simple results from that domain.

**Lower bound on security.** We show a lower bound on security for protocols within our inner-outer paradigm, by showing that negligible statistical distance cannot be achieved in this realm. To prove this, we borrow an idea from Ghazi et al. [23, Theorem 6], and extend their results on secret sharing to the PIR context. We observe that the query algorithms of multi-server PIR protocols can be viewed as secret sharing; this allows us to show that if the total number of possible ways to secret share a query index is \( K = p_1(n) \) and there are \( C = p_2(n) \) clients, then there must exist two sets of input indices with some \( 1/p_3(n) \) statistical distance, where \( p_1, p_2, p_3 \) are all polynomials in \( n \).

### 3 Related Work

We note that the shuffle PIR model substantially differ from standard PIR models in the literature; the only other relevant work in this model is by Ishai et al. [32]. In this section, we discuss models and techniques specifically related to shuffling, and defer a longer comprehensive literature review on PIR to our full version.

**Differential privacy (DP) for PIR.** A line of work [4,40] considers the DP notion for PIR assuming client anonymity. Here, clients send their query indices via onion routing to the server, and privacy is guaranteed by the shuffling of client indices along with some noise queries. Here DP guarantees that the server cannot distinguish neighboring sets of queries (i.e., differing in exactly one client). Unfortunately, DP is substantially weaker than standard PIR security and therefore insufficient in any application where client queries can be arbitrarily correlated, as evidenced by several works which show how sensitive information can be extracted through frequency analysis-based attacks [25,34,42].

**The “Split and mix” technique.** A core idea in our construction follows from an ingenious split-and-mix approach for secure summation by Ishai et al. [32]. Specifically, they give a one-round single-server secure aggregation protocol as follows: Each client splits its input into \( k \) additive shares; then, as part of the shuffle model, these shares from all the \( C \) clients are mixed together before being sent to the aggregation server who simply outputs the sum of all the shares. The security goal here is that server cannot infer anything about a particular client’s input. More precisely, the shuffled shares of any two tuples of client inputs (with equal sum) should look indistinguishable. Ishai et al. [32] show that statistical security of \( 2^{-\sigma} \) can be achieved by using per-input \( k = \Theta(\log C + \log p + \sigma) \) additive shares over a group of size \( p \). Recent works [8,23] improve this bound to \( k = \lceil 2 + \frac{2\sigma + \log(p)}{\log_2(C)} \rceil \) and show that at least 4 shares are necessary.

In our shuffle PIR context, we find that 2 additive shares are sufficient due to our query randomization technique and the usage of additional noise queries; this cannot be done in the summation setting as the final output could change. Towards reducing the communication of our PIR protocol, we also generalize the split-and-mix approach to CNF shares.
4 Preliminaries

Basic notation. For $n \in \mathbb{N}$, we use $[n]$ to denote the set $\{1, 2, \ldots, n\}$. $\mathbb{F}$ denotes a finite field. $\mathcal{S}_c$ denotes the symmetric group containing all permutations of $c$ elements. We use bold letters to denote vectors (e.g., $z$). We use $\text{SD}(D_1, D_2)$ to denote the statistical distance between the distributions $D_1$ and $D_2$.

Unless specified, logarithms are taken to the base 2. The notation $\text{poly}(\cdot)$ refers to a fixed but unspecified polynomial in its parameter; we use $\text{polylog}(\cdot)$ to mean $\text{poly}(\log(\cdot))$. The notation $\tilde{O}$ hides arbitrary polylogarithmic factors.

We use $\overset{\circ}{\sim}$ to denote uniformly random sampling, $\rightarrow$ for output by deterministic algorithms, and $\rightarrow^\ell$ for output by randomized algorithms.

4.1 Multi-Server Information-Theoretic PIR

We begin with the standard notion of multi-server information-theoretic PIR below.

Definition 2 (PIR). Let $\Sigma$ be a finite alphabet. A $k$-server PIR protocol over $\Sigma$ is a tuple $\Phi = (\text{Setup}, \text{Query}, \text{Answer}, \text{Recon})$ with the following syntax:

- $\text{Setup}(x) \rightarrow P_x$: a deterministic algorithm executed by all servers that takes in an $n$-entry database $x \in \Sigma^n$ and outputs its encoding $P_x$.
- $\text{Query}(i; n) \rightarrow ((q_1, \ldots, q_k), \text{st})$: a randomized algorithm (parameterized by $n$) executed by the client that takes in an index $i \in [n]$, and outputs sub-queries $q_1, \ldots, q_k$ and a state $\text{st}$.
- The sub-query $q_\ell$ is sent to the $\ell$-th server.
- $\text{Answer}^\ell(P_x, q_\ell) \rightarrow a_\ell$: a deterministic algorithm executed by the $\ell$-th server that takes in the encoding $P_x$ and a sub-query $q_\ell$, and outputs an answer $a_\ell$. Since the $\text{Answer}$ algorithm may be different for different servers, we use $\ell$ to denote the algorithm used by server $\ell$.
- $\text{Recon}(a_1, \ldots, a_k, \text{st}) \rightarrow x_i$: a deterministic algorithm executed by the client that takes in answers $a_1, \ldots, a_k$ (where $a_\ell$ is from the $\ell$-th server) and the state $\text{st}$, and outputs $x_i \in \Sigma$.

$\Phi$ needs to satisfy the following correctness and security properties:

Correctness. For all $n \in \mathbb{N}$, any database $x = (x_1, \ldots, x_n) \in \Sigma^n$, and all $i \in [n]$,

$$\Pr\left[ \text{Recon}(a_1, \ldots, a_k, \text{st}) = x_i : \begin{array}{l} P_x \leftarrow \text{Setup}(x) \\ \text{Query}(i; n) \rightarrow ((q_1, \ldots, q_k), \text{st}) \\ (a_1, \ldots, a_k) \leftarrow \text{Answer}^\ell(P_x, q_\ell)_{\ell=1}^k \end{array} \right] = 1.$$  

Intuitively, correctness says that the client always gets the correct value of $x_i$.

Security. For all $n \in \mathbb{N}$, $i \in [n]$, and $T \subset [k]$, define the distribution

$$D_n(i, T) := \{(q_\ell)_{\ell \in T} : ((q_1, \ldots, q_k), \text{st}) \leftarrow \text{Query}(i; n)\}.$$  

We say that $\Phi$ has $(t, \epsilon)$-privacy (where $t < k$, and $\epsilon = \epsilon(n)$), if for all $n \in \mathbb{N}$, any two indices $i, i' \in [n]$, and any set $T \subset [k]$ such that $|T| < t$, we have

$$\text{SD}(D_n(i, T), D_n(i', T)) \leq \epsilon(n).$$  

Intuitively, $(t, \epsilon)$-privacy says that any set of less than $t$ colluding servers has a distinguishing advantage at most $\epsilon$. 
We provide as background (Appendix A), common PIR schemes that will be important for our construction for PIR in the shuffle model. The constructions employ the following general outline: The servers encode the database \( x \in \Sigma^n \) as a polynomial \( P_x \). To query the database at position \( i \), the client first encodes \( i \) into a vector \( z^{(i)} \) where the encoding is defined in a way that results in \( P_x(z^{(i)}) = x_i \). The client now evaluates \( P_x \) at \( z^{(i)} \) while hiding \( z^{(i)} \) from the servers: it secret shares \( z^{(i)} \) into \( k \) shares, and each share is sent to one of the \( k \) servers (through e.g., additive or Shamir sharing). Each server can then evaluate \( P_x \) on one share and send the result to the client, who is able to reconstruct the entry \( x_i \).

Other notation. For a PIR protocol \( \Phi \), we use \( \mathcal{E}_\Phi \) to denote the encoding space of all indices. We use \( \mathcal{Q}_\Phi \) to denote the space of all possible sub-queries (note that \( \mathcal{Q}_\Phi \) may not equal \( \mathcal{E}_\Phi \)). For example, in the two-server construction above, \( \mathcal{E}_\Phi \) contains all binary strings with Hamming weight \( d \), and the space \( \mathcal{Q}_\Phi \) is \( \mathbb{F}_2^m \), i.e., in this case \( \mathcal{E}_\Phi \subset \mathcal{Q}_\Phi \).

4.2 Balls and Bins

We formulate the core analysis of our constructions using the widely-used balls-and-bins problem, which we provide background and notation for here. Abstractly, the balls-and-bins problem analyzes the distribution of \( G \) identical balls thrown into \( N \) bins according to some distribution \( D \) (often independent and uniformly at random). To denote a final configuration of balls, we use a \( N \)-length vector \( u = (u_0, \ldots, u_{N-1}) \) where \( u_i \) denotes the number of balls in bin \( i \). We say that \( u = (u_0, \ldots, u_{N-1}) \) is \((B, N)\)-valid if each \( u_i \in \mathbb{Z}_{\geq 0} \) and \( \sum u_i = B \).

Since our analysis often deals with sharing over a group \( G \), we may also label the bins using elements from \( G \); when \( G \) is unspecified, it is taken to be \( \mathbb{Z}_N \).

Definition 3. Given \((B, N)\)-valid configurations \( u = (u_0, \ldots, u_{N-1}) \) and \( v = (v_0, \ldots, v_{N-1}) \), we define the following useful terms:

- The edit distance, denoted by \( \text{ED}(u, v) \) is defined as \( \text{ED}(u, v) = \frac{1}{2} \sum_{i=0}^{N-1} |u_i - v_i| \).
  Intuitively, this denotes the number of balls that need to be moved to convert \( u \) to \( v \). Note that the distance is symmetric since \( \text{ED}(u, v) = \text{ED}(v, u) \). The edit distance between two distributions \( \mathcal{U} \) and \( \mathcal{V} \), denoted by \( \text{ED}(\mathcal{U}, \mathcal{V}) \); can now be defined as \( \text{ED}(\mathcal{U}, \mathcal{V}) = \mathbb{E}_{u \sim \mathcal{U}, v \sim \mathcal{V}} [\text{ED}(u, v)] \).
- The ball-intersection \( u \cap v \) is \((c_0, \ldots, c_{N-1})\) where each \( c_i = \min(u_i, v_i) \).
- The ball-difference \( u \oplus v \) is \((u'_0, \ldots, u'_{N-1})\) where each \( u'_i = \max(0, u_i - v_i) \).

5 Single-Server PIR in the Shuffle Model: Definitions and Preliminary Results

We now formally define single-server PIR in the shuffle model, which considers many query-making clients. Importantly, no coordination is assumed among clients.

Definition 4 (PIR in the shuffle model). Let \( \Sigma \) be a finite alphabet. A (single-server) PIR protocol (over \( \Sigma \)) in the shuffle model is a tuple \( \text{ShPIR} = (\text{Setup}, \text{Query}, \text{Answer}, \text{Recon}) \) with a syntax similar to that of a \( k \)-server PIR (Definition 2) except for a few changes given below:

- \( \text{Setup}(x) \rightarrow P_x \): a deterministic algorithm executed by the server that takes in an \( n \)-entry database \( x \in \Sigma^n \) and outputs its encoding \( P_x \).
- \( \text{Query}(i; n) \rightarrow (q_1, \ldots, q_k) \): a randomized algorithm (parameterized by \( n \)) executed by the client that takes in an index \( i \in [n] \) and outputs sub-queries \( q_1, \ldots, q_k \). Unlike in Definition 2, \( k \) may be a function of \( n \); this is possible since the shuffle model does not require \( k \) physical servers. Further, all sub-queries will be sent to the same server. For simplicity, here we omit the state in Definition 2.
Answer($P_x, q_e$) $\rightarrow$ $a_e$: a deterministic algorithm executed by the server that takes in the encoding $P_x$ and a sub-query $q_e$ and outputs an answer $a_e$. Unlike in Definition 2, there is a single Answer algorithm.

Recon$(a_1, \ldots, a_k)$ $\rightarrow$ $x_i$: a deterministic algorithm executed by the client that takes in answers $a_1, \ldots, a_k$, where for all $\ell \in [k]$, $a_\ell$ is the answer to the client’s sub-query $q_\ell$; and outputs $x_i \in \Sigma$.

ShPIR needs to satisfy the following correctness property:

Correctness. For all $n \in \mathbb{N}$, database $x = (x_1, \ldots, x_n) \in \Sigma^n$, and $i \in [n]$,

\[
\Pr \left[ \text{Recon}(a_1, \ldots, a_k) = x_i : \begin{array}{l}
  P_x \leftarrow \text{Setup}(x) \\
  (q_1, \ldots, q_k) \leftarrow \text{Query}(i; n) \\
  (a_1, \ldots, a_k) \leftarrow (\text{Answer}(P_x, q_e))_{e=1}^k
\end{array} \right] = 1.
\]

ShPIR also needs to satisfy the following security property in the model where client queries are shuffled before being sent to the server.

Security. We will parameterize security by a shuffler $\Pi$ and a minimum number of honest client queries $C$. Formally, let $\Pi = \{\Pi_e\}_{e \in \mathbb{N}}$ be an ensemble such that $\Pi_e$ is a distribution over the symmetric group $\mathcal{S}_e$. When $\Pi$ is unspecified, we assume that each $\Pi_e$ is a uniform distribution over $\mathcal{S}_e$; we refer to this as the uniform or perfect shuffler. We discuss imperfect shufflers in the full version.

For a given $n$, $\Pi$, and $C$, and given a tuple $I = (i_1, \ldots, i_C) \in [n]^C$ of client query indices, define the distribution

\[
\tilde{\mathcal{D}}_{n, \Pi, C}(I) = \left\{ \pi(q) : \begin{array}{l}
  (q^{(1)}_1, \ldots, q^{(k)}_k) \leftarrow \text{Query}(i_1; n) \\
  \ldots \\
  (q^{(1)}_1, \ldots, q^{(k)}_k) \leftarrow \text{Query}(i_C; n) \\
  q \leftarrow (q^{(1)}_1, \ldots, q^{(1)}_k, \ldots, q^{(C)}_1, \ldots, q^{(C)}_k) \\
  \pi \leftarrow \Pi_{kC}
\end{array} \right\}.
\]

Then, we say that ShPIR is $(\Pi, C, \epsilon)$-secure if for every $n \in \mathbb{N}$ and all $C^* \geq C(n)$, and $I, I' \in [n]^{C^*}$, it holds that:

\[
SD(\tilde{\mathcal{D}}_{n, \Pi, C^*}(I), \tilde{\mathcal{D}}_{n, \Pi, C^*}(I')) \leq \epsilon(n).
\]

Efficiency metrics. We measure the efficiency of PIR constructions in the shuffle model using a few metrics below. Since we consider many clients querying the server, we will characterize the cost per query.

- **Per-query server computation**: for answering each query, the number of bits that the server reads from the database and the preprocessing bits.
- **Per-query communication**: the sizes of the client query and the server response.
- **Server storage**: the total number of bits, including the preprocessing bits, that are stored by the server.
- **Message complexity**: for each query, the number of anonymous messages required to send. This is separately considered from the communication cost, since we need to take into account the anonymity cost. In particular, this will help us delineate between, e.g., sending one anonymous message of size $s$ and sending $s$ anonymous messages each of size 1 (since the latter may have more network overhead).
While our main focus is the server and the anonymity cost, we may also consider per-query client computation, which is the computational complexity for issuing each query and reconstructing the answer. One may also consider client storage which is omitted in this work as the clients in our constructions are stateless.

**Warm-up impossibility result.** When considering PIR with multiple clients, it is useful to study the minimum number of clients required for security. We show that for any linear PIR (i.e., its encoding function is linear), which includes the constructions mentioned in Section 4.1 and others [9, 15], the number of clients required is at least the database size. We also show that no linear PIR protocol in the shuffle model has statistical security better than $\frac{n-C}{n-1}$ for $C < n$. See details in the full version.

### 6 General Constructions for Single-Server Shuffle PIR

We now present generic ways to build asymptotically efficient PIR protocols in the shuffle model from standard multi-server PIR constructions. The high-level idea is to compose together a protocol OPIR at the outer layer with a protocol IPIR at the inner layer, for randomizing the query indices. We call this the inner-outer paradigm for ShPIR.

**Motivating the inner-outer paradigm.** Recall that following the split-and-mix technique, the analysis of [8, 23] directly implies a shuffle PIR protocol with 4 additive shares and $O(n^{3/4})$ communication. We find that using 2 additive shares (which would give $O(n^{1/2})$ communication) are not sufficient for two reasons: (1) client queries are not individually random; and (2) client queries may be arbitrarily correlated with each other. For example, it is easy to distinguish between sets of client indices that are far apart (e.g. all querying for index $i$ vs index $i'$; see the full version for details), even if extra noise queries are added by the clients to reduce the statistical distance. Furthermore, if the queries are uniformly random (even if not independent), three additive shares are enough [8] although two shares are still not sufficient here. This motivates our two-layer approach below.

**The insight of having OPIR.** The key insight we use to navigate around this is to first randomize the query indices by using a separate outer PIR, which we denote as OPIR. The goal of this OPIR protocol is two fold: first, it reduces the distance between the two multi-sets $I$ and $I'$; and second, it transforms the queries in a way that makes them pairwise-independent which turns out to be sufficient for us to prove security. Concretely, the OPIR protocol takes two multi-sets $I$ and $I'$, who may differ by as much as $\delta = C$, and constructs two new (larger) query multi-sets $J$ and $J'$, whose difference is now proportional to $\sqrt{\delta}$, and whose elements are now pairwise-independent. Then $J$ and $J'$ will be used as query indices of an inner PIR with additive (or CNF) shares. In this way, the server sees the IPIR sub-queries as if they were generated from random (and pairwise independent) query indices.

**ShPIR compilation.** To compile the overall ShPIR protocol, the server will need encode the database $x$ twice: once using OPIR and once using IPIR. More precisely, the server first sets up a database consisting of the answers to every possible OPIR sub-queries based on $x$: it defines a new database $x' = (x'_1, \ldots, x'_n)$ of size $n' = |Q_{OPIR}|$ where each entry $x'_i$ is set to be OPIR.Answer($P, L_i$) where $L_i$ denotes the $i$-th element in the sorting of $Q_{OPIR}$. If OPIR.Answer is different for different servers, then a size $kn'$ (where $k$ is the number of OPIR servers) database can be used, which concatenates all the $n'$-sized databases where the $\ell$-th
database is defined using $\text{OPIR.\text{Answer}}^t(P_z, L_i)$; see Construction B.1 for details. Now $x'$, from the perspective of IPIR, is the database to be taken into the setup algorithm, i.e., the server runs $\text{IPIR.\text{Setup}}(x')$, and the setup for $\text{ShPIR}$ is done.

To query an index $i \in [n]$, a client will first use $\text{OPIR}$ to generate queries $q_1, \ldots, q_k$ which are each uniformly random in the space $Q_{\text{OPIR}}$. Each of these $q_k$ can now be treated as an index $i_k'$ of the database $x'$, following which the client will use $\text{IPIR.\text{Query}}$ to fetch the $i_k'$-th entry in $x'$ that corresponds to $q_k$. As a result, the final sub-queries to be sent to the server (along with additional noise) are generated by the client running $\text{IPIR.\text{Query}}$ on the indices $i_k'$ for $k \in [k]$. The full details of the composition are given as Construction B.1 (Appendix B).

### 6.1 Composition with an Additive Two-Server IPIR

We start with our generic composition which uses an IPIR with two additive shares. We provide an overview of the core proof here; the full details are given in the full version.

**Theorem 5 (ShPIR Composition Theorem for additive IPIR).** Let $\Phi$ be any $k$-server $t$-private information-theoretic PIR scheme where $k > t > 2$; denote its sub-query space size by $Q$ and its answer size by $A$. Let $\Psi$ be 2-additive PIR defined in Construction A.1. Then, for any database size $n \in \mathbb{N}$, given any $\epsilon > 0$, there exists a constant $c_0$ such that for $C \geq (c_0Q^2)/(k\epsilon^8)$, the construction $\text{ShPIR}(\Phi, \Psi)$ is a $(\Pi, C, \epsilon)$-secure PIR in the shuffle model where $\Pi$ is uniform. Here, $Q, k, \epsilon, C$ may all be functions of $n$. Furthermore, when $Q = \tilde{O}(n)$ and assuming one-time preprocessing, the construction has:

- per-query server computation $O(A \cdot k^{\frac{2}{3}} \cdot Q^{\frac{1}{3}})$,
- per-query client computation $O(A \cdot k^{\frac{2}{3}} \cdot Q^{\frac{1}{3}})$,
- per-query communication $O(A \cdot k^{\frac{2}{3}} \cdot Q^{\frac{1}{3}})$,
- server storage $\tilde{O}(A \cdot k^{\frac{2}{3}} \cdot Q^{\frac{1}{3}})$.

**Remark 6 (Reduced cost for homogeneous servers).** If $\text{OPIR}$ has different $\text{Answer}$ algorithms for the servers, the $\text{ShPIR}$ server needs to store $k$ sub-databases, where for $\ell$-th sub-database the server treats $q \in Q_{\text{OPIR}}$ as the $\ell$-th share and stores the corresponding answers. If $\text{OPIR.\text{Answer}}$ is the same for all $k$ servers, then $\text{ShPIR}$ server only needs to store one such sub-database; as a result, both the per-query server computation and communication will be $O(A \cdot k \cdot Q^{\frac{2}{3}})$, and the server storage will be $O(A \cdot Q^{\frac{2}{3}})$. The client computation will be $O(A \cdot k \cdot Q^{\frac{2}{3}})$. See details in the full version.

#### 6.1.1 Proof Outline of Theorem 5

**Basic background.** Consider a client query index $i \in [n]$. Recall that our $k$-server $\text{OPIR}$ will first encode $i$ into the space $E_{\text{OPIR}}$ and then split it into $k$ sub-queries in the space $Q_{\text{OPIR}}$. When composing with the $\text{IPIR}$, these $k$ sub-queries will now be interpreted as IPIR query indices within the IPIR database of size $|Q_{\text{OPIR}}|$. Each of the $k$ indices will now be encoded within the IPIR encoding space $E_{\text{IPIR}}$, and then split into 2 shares in the space $Q_{\text{IPIR}}$. Note that the space $Q_{\text{OPIR}}$ and $E_{\text{IPIR}}$ have the same size, which is the size of the IPIR database, and that $E_{\text{IPIR}} \subset Q_{\text{IPIR}}$. Going forward, for clarity, we keep using “sub-queries” for $\text{OPIR}$ but use “shares” to mean the sub-queries for $\text{IPIR}$.

Given $C$ clients, we will have $kC$ total IPIR query indices encoded into $E_{\text{IPIR}}$; denote this by $y = (y_1, \ldots, y_{kC})$ and let $\tilde{y}$ (of length $2kC$) denote its shares in $Q_{\text{IPIR}}$. Our main goal is to analyze the properties of $\tilde{y}$ since this will be the view of the server. In particular, given two lists of original query indices $I = (i_1, \ldots, i_C)$ and $I' = (i'_1, \ldots, i'_C)$, and their resulting shares $\tilde{y}$ and $\tilde{y}'$, we want to understand whether an adversary can find e.g., which of $I$ or $I'$ corresponds to $\tilde{y}$. 
Balls-and-bins-formulation. We now describe how to formulate our core analysis as a balls-and-bins problem. A key starting observation here is that a uniformly random shuffler $\Pi$ will eliminate any ordering within $\tilde{\gamma}$ (and similarly for $\gamma$). In turn, this allows us to essentially do our analysis using a balls-and-bins formulation, where each share in $\tilde{\gamma}$ corresponds to a ball in one of $|Q_{\text{PIR}}|$ bins. More precisely, the distribution of the shuffled shares in $\tilde{\gamma}$ is exactly a $|Q_{\text{PIR}}|$-dimensional distribution where the each component represents the distribution of the number of balls in that bin. Towards this, we also find it helpful to analyze $\gamma$ using a similar balls-and-bins formulation.

The crux of our analysis now boils down to quantifying the statistical distance between the distribution of balls over bins resultant from any two sets of original query indices $I$ and $I'$. Specifically, define $\tilde{\gamma}(I)$ to be the distribution of the balls-and-bins configuration of $\text{PIR}$ query indices $\gamma$ resultant from the original query indices $I$; define $\tilde{\gamma}(I)$ to be the distribution of its shares (i.e., corresponding to $\tilde{\gamma}$). Roughly, the goal now is to show that for any $I$ and $I'$, we can bound $\text{SD}(\tilde{\gamma}(I), \tilde{\gamma}(I'))$ with some inverse polynomial in the number of clients.

Looking ahead however, we will require some extra balls to be added uniformly at random, essentially to “smooth out” the distribution of $\tilde{\gamma}$; this can also be thought of as uniformly random noise. In the $\text{PIR}$ context, this effectively corresponds to each client sending a random sub-query in $Q_{\text{PIR}}$. We denote the balls-and-bins distribution of the shares with noise added as $\tilde{\gamma}^\ast(I)$.

Remark 7 (Noise and communication complexity). We note that adding noise for each $\text{PIR}$ query index does not increase the asymptotic communication complexity for $\text{PIR}$, i.e., the communication for an $n$-sized database is still $O(\sqrt{n})$. This is because the server will still evaluate each noise share either as the first or second share without changing the database encoding polynomial making the communication still $O(\sqrt{n})$. Note that adding noise is substantially different from splitting to more shares, i.e., if each $\text{PIR}$ index was instead split into more additive shares (corresponding to using an $\text{PIR}$ with more servers), then the number of variables in the encoding polynomial itself will be larger, which would increase the asymptotic communication.

Main proof steps. At a high level, we leverage balls-and-bins style analyses to bound the statistical distance between $\tilde{\gamma}^\ast(I)$ and $\tilde{\gamma}^\ast(I')$. The rough idea will be to first compute the edit distance between the balls-and-bins configurations corresponding to the $\text{PIR}$ shares and then use that to bound the statistical distance after adding the random noise. Our proof proceeds in three major steps which we outline below.

Proof Step 1: (Analyzing the edit distance of $\text{OPIR}$ sub-queries). Consider two lists of client indices $I = (i_1, \ldots, i_C)$ and $I' = (i'_1, \ldots, i'_C)$. Abstractly, the first part of our proof shows that the edit distance between the $\text{OPIR}$ sub-queries generated from $I$ and $I'$ is not too large. Recall that the $t$-out-of-$k \text{OPIR}$ sub-queries generated are individually uniformly random, and are $(t-1)$-wise independent (and therefore also pairwise independent). Therefore, we can formulate our objective as the following balls-and-bins problem given in Lemma 8.

Lemma 8. Suppose that $B$ balls are thrown into $N$ bins. Let $B$ and $B'$ be any two distributions of the final balls-and-bins configuration where each ball is thrown uniformly at random, and any two balls are independently thrown. Then $E_{\mathbf{u},\mathbf{v},\mathbf{v}'|B,B'}[\text{ED}(\mathbf{u}, \mathbf{v})] \leq \sqrt{BN}/2$.

Casting this result to our construction, since each client index generates $k \text{ OPIR}$ sub-queries and there are $C$ clients in total, the expectation of edit distance (or differences) between any two sets of $\text{OPIR}$ sub-queries (and consequently, the $\text{PIR}$ indices) is at most $\sqrt{kC|Q_{\text{OPIR}}|}/2$. The crux of our analysis now boils down to quantifying the statistical distance between $\tilde{\gamma}(I)$ and $\tilde{\gamma}(I')$. We denote the balls-and-bins distribution of the shares with noise added as $\tilde{\gamma}^\ast(I)$.
Proof Step 2: (Analyzing the edit distance of 2-additive sharing in the IPIR). Now that we have a bound on the edit distance between OPIR sub-queries (and consequently IPIR indices), our next step is to analyze the edit distance for \( Q_{\text{IPIR}} \) shares. Recall that each encoded \( \mathcal{E}_{\text{IPIR}} \) index is split into two additive shares. We model this as another balls-and-bins problem:

Consider a \((B, N)\)-valid configuration \( u \) and let \( \text{Share}_u \) denote the distribution of randomly splitting each ball in \( u \) (in a group \( G \)), i.e., for each ball \( b \), throw one ball into a random bin \( u \leftarrow G \), and another into bin \( b - u \). The goal now is to bound the edit distance between \( \text{Share}_u \) and \( \text{Share}_v \) given the edit distance between \( u \) and \( v \).

To begin, we show that in the context of the final statistical distance, it is sufficient to only consider the parts of \( u \) and \( v \) that are different. Let \( \text{Share}_u^\ell \) denote the distribution of the balls-and-bins configuration when further throwing \( \ell \) balls independently and uniformly at random following the sharing \( \text{Share}_u \). In particular, we show that,

\[
\text{SD}(\text{Share}_u^\ell, \text{Share}_v^\ell) \leq \text{SD}(\text{Share}_{u \oplus v}, \text{Share}_{v \oplus u})
\]

where \( \oplus \) denotes the ball-difference operation defined in Section 4.2. Essentially, this will allow us to look at the splitting of only those balls that differ between \( u \) and \( v \); in particular, given \((B, N)\)-valid \( u \) and \( v \) with edit distance \( \delta \), we will only need to concern ourselves with the \((\delta, N)\)-valid \( u' = u \oplus v \) and \( v' = v \oplus u \). We use this to show that \( \mathbb{E}[\text{ED}(\text{Share}_{u'}, \text{Share}_{v'})] \leq 2\delta N \). Combining this with the first part, we get:

\[
\mathbb{E}_{u \sim B, v \sim B'}[\text{ED}(\text{Share}_{u \oplus v}, \text{Share}_{v \oplus u})] \leq \sqrt{2N} \cdot \mathbb{E}_{u \sim B, v \sim B'}[\sqrt{\text{ED}(u, v)}] \\
\leq \sqrt{2N} \left( BN/2 \right)^{1/4} = (2)^{1/4} BN^{1/4} (N)^{3/4}
\]

where the second step is by the concave Jensen’s inequality.

Proof Step 3: (Bounding the final statistical distance). We are now ready to bound the final statistical distance between the final views of the server: \( \hat{Y}^*(I) \) and \( \hat{Y}^*(I') \). For this, we leverage a recent analysis by Boyle et al [11]. A straightforward corollary of their result can be abstractly stated as follows: Consider \( \ell \) balls thrown independently and uniformly at random into \( N \) bins and let \( U_j \) denote the final distribution after another ball is added into bin \( j \). Then for all bins \( j \) and \( j' \), we have \( \text{SD}(U_j, U_{j'}) \leq \sqrt{N \ell} \). Informally, this can also be thought of as a “toy in sand” problem of being able to hide the location (bin \( j \) or bin \( j' \)) of an initial ball (i.e., the toy) after throwing in \( N \) random balls as noise (i.e., the sand). The same analysis can be extended to show that if there are \( \Delta \) initial balls, after which \( \ell \) random balls are thrown, the statistical distance will be bounded by \( \Delta \cdot \sqrt{N / \ell} \). In the context of our PIR analysis, intuitively, \( \Delta \) will represent the edit distance between \( \text{Share}_{u \oplus v} \) and \( \text{Share}_{v \oplus u} \), while the \( \ell \) extra balls will represent the additional “noise” PIR queries made. Note that when using this balls-and-bins analysis, we need to account for the fact that the edit distance is a distribution in our case, rather than a fixed number; it is straightforward to do so by using standard first-moment techniques (since we have a bound on the expectation).

Casting these analyses back to our PIR context, first notice that \( \hat{Y}^*(I) \) is nothing but the distribution \( \text{Share}_{I \sim B(I)} \) where \( B(I) \) is the distribution of OPIR sub-queries resulting from the indices \( I \). Looking ahead, we will use \( \ell = kC \) uniformly random PIR queries (i.e., \( k \) per client) as noise. A crucial point here is that the number of extra balls per client needs to be constant in \( C \) so that the individual communication complexity of each client does not depend on the how many clients are making queries. In fact, this also required our bound on the ED of the 2-additive sharing to be \( o(\delta) \).
Combining the results from the previous parts, we show our main result:

\[ \text{SD}(\tilde{y}^*(I), \tilde{y}^*(I')) < \frac{3 \cdot N^{5/8}}{B^{1/8}} = \frac{3|Q|^{5/8}}{(kC)^{1/8}}, \]

since \( N = |Q| \) bins (query-space) and \( B = kC \) balls (total sub-queries).

A final task is bounding \( |Q| \) by \( Q \) (i.e., the size of OPIR sub-query space). The high-level idea here is that we let each IPIR database entry be \( A \) bits and consequently \( |Q| \) can be made \( O(Q) \). Now, assuming that there are \( C = \Omega(n^{5+\nu}/k) \) client queries for some constant \( \nu > 0 \), the statistical distance can be bounded by some inverse polynomial \( 1/poly(n) \) in \( n \). More specifically, suppose that we wanted to bound the statistical distance by some inverse polynomial \( \epsilon(n) \). Then, assuming at least \( C(n) = \Omega(n^5/(k \cdot \epsilon^8)) \) client queries, the statistical distance is bounded by \( \epsilon \). Consequently, the construction satisfies \( (\Pi, C, \epsilon) \)-security in the shuffle model where \( \Pi \) is the uniform shuffler.

### 6.2 Reducing Communication using CNF Shares

In this section, we describe how to generalize the IPIR to use CNF shares instead of additive shares. The upshot is that it allows us to reduce the communication complexity of the resultant ShPIR protocol to \( O(n^c) \) for any constant \( c > 0 \).

**Construction outline.** In a standard multi-server PIR, using \( s \) additive shares instead of 2 results in an increased communication cost of \( O(n^{(s-1)/s}) \) but this can be reduced to \( O(n^{1/s}) \) at the cost of a stronger non-collision assumption using a CNF sharing where each server is given a different \( s - 1 \) sized subset of the additive shares. We show that the same strategy in fact also works in our inner-outer paradigm by using an IPIR with CNF-shares (the composed protocol is given in Figure A.2). This compilation is particularly interesting since it requires no extra non-collision assumptions to get the gain in efficiency (since the shuffle model already consists only of a single server). Instead, the trade-off will arise in the minimum number of clients required for security.

**Theorem 9 (ShPIR Composition Theorem for CNF IPIR).** Let \( \Phi \) be any \( k \)-server \( t \)-private information-theoretic PIR scheme where \( k > t > 2 \); denote its sub-query space size by \( Q \) and its answer size by \( A \). Let \( \Psi \) be the \( s \)-CNF PIR defined in Construction A.2. Then, for any database size \( n \in \mathbb{N} \), and given any \( \epsilon > 0 \), there exists a constant \( c_0 \) such that for \( C \geq (c_0 Q^{2s+1})/(k \epsilon^8) \), the construction ShPIR(\( \Phi, \Psi \)) is a \((\Pi, C, \epsilon)\)-secure PIR in the shuffle model where \( \Pi \) is uniform. Here, \( Q, k, \epsilon, C \) may all be functions of \( n \). Furthermore, when \( Q = O(n) \) and assuming one-time preprocessing, the construction has:

- per-query server computation \( O(A \cdot k^{1+1/s} \cdot Q^{1/s}) \),
- per-query client computation \( O(A \cdot k^{1+1/s} \cdot Q^{1/s}) \),
- per-query communication \( O(A \cdot k^{1+1/s} \cdot Q^{1/s}) \),
- server storage \( \tilde{O}(A \cdot k^{1+1/s} \cdot Q^{1/s}) \).

Similar to Remark 6, if OPIR.Answer is the same for all \( k \) servers, then both the per-query server computation and communication will be \( O(A \cdot k \cdot Q^{1/s}) \), and the server storage will be \( O(A \cdot Q^{1+1/s}) \). The client computation will be \( O(A \cdot k \cdot Q^{1/s}) \).

**Proof outline.** The overall structure of the proof is very similar to the one for an additive IPIR; the main difference being in the second proof part to analyze the balls-and-bins distribution after the IPIR sharing which now involves CNF shares instead of additive shares.
Let $s$-CNF-Share$_u$ be the distribution of the balls-and-bins configuration upon sharing each ball in $u$ into $s$ CNF shares in $G^{s-1}$. Now, given $(\delta, N)$-valid configurations $u$ and $v$, we want to bound the edit distance between $s$-CNF-Share$_u$ and $s$-CNF-Share$_v$. Through a natural group theoretic formulation, this turns out essentially to understanding the (cyclic rotational) symmetries of the CNF-sharing. Concretely, this allows us to show that:

$$\text{ED}(s$-CNF-Share$_u, s$-CNF-Share$_v) \leq sN^{(s-1)/2} \sqrt{\delta}.$$  

Notice how this bound asymptotically generalizes the one from the 2-additive IPIR construction. Once we have this bound, the rest of the security proof proceeds in exactly the same way as the one for Add-ShPIR. The complete proof is given in the full version.

### 6.3 Concrete Constructions based on Reed-Muller Code

We can now concretely instantiate OPIR with the Reed-Muller PIR and IPIR with the CNF PIR to achieve our main result below.

- **Theorem 10.** For every constant $0 < \gamma < 1$, there exists a Reed-Muller PIR $\Phi$ and a $([2/\gamma])$-CNF PIR $\Psi$, such that on any database size $n \in \mathbb{N}$, given any $\epsilon > 0$, for all $C \geq c_0 n^{1+4/\gamma}/\epsilon^8$ where $c_0$ is some constant, the construction ShPIR($\Phi, \Psi$) is a $\Pi, C, \epsilon$-secure PIR where $\Pi$ is uniform. Furthermore, assuming one-time preprocessing, we get:

  - per-query server computation $O(n^{\gamma})$,
  - per-query client computation $O(n^{\gamma})$,
  - per-query communication $O(n^{\gamma})$,
  - per-query message complexity $O(n^{\gamma})$,
  - server storage is $O(n1+\gamma/2)$.

We defer the full proof of Theorem 10 to the full version. One thing to note here is that the reduced communication per client with CNF shares comes at a price – to achieve the same level of security, we need a larger number of clients.

- **Remark 11 (Sub-polynomial communication assuming super-polynomial number of clients).** An interesting consequence of the CNF-based IPIR is that it also enables more efficient protocols in the shuffle model. Using a $(\log n)$-server CNF-based protocol as our IPIR, we can achieve communication of $O(\text{polylog}(n))$ with the assumption that there are at least some super-polynomial $n^{O(\log n)}$ number of clients. This results in better asymptotic complexity than the best existing protocols $[20]$ in the standard-model PIR which use a constant numbers of servers. Note that the shuffle model compilation means that still only one server is required for our protocol and therefore we do not require the non-collusion assumptions of the standard-model CNF-based PIR.

- **Remark 12 (Negligible security with slightly sublinear communication).** Our main result only achieves inverse-polynomial rather than negligible security error. We note that if one settles for slightly sublinear communication, there is a simple solution that achieves negligible security error and proceeds as follows. The server writes the $n$-bit database as an $m \times m$ matrix over $\mathbb{Z}_2$ where $m = \sqrt{n}$. Each client writes the column it is interested in as a unit vector $q \in \mathbb{Z}_2^m$. Assuming $C$ clients query at the same time, where $C$ is super-linear in $n$, each client splits the vector $q$ into $k = O((m + \sigma)/\log C)$ additive shares, for security parameter $\sigma = \log^2 n$. For each query $q' \in \mathbb{Z}_2^m$, the server responds with $X \cdot q' \in \mathbb{Z}_2^m$. By the tight security analysis of the additive split-and-mix protocol $[8, 23, 32]$, the security error is negligible in $n$, i.e., $\Theta(1/n^{\log n})$, and both the query and the answer are of size $k \cdot m = O(n/\log n)$.
6.4 Combining with Standard-Model PIR

Our shuffle PIR can be used as a blackbox to reduce server cost for standard single-server PIR by any constant factor (even $10 \times$ is a concretely substantial improvement).

Take any standard single-server PIR scheme $stdPIR$ and denote the shuffle PIR construction as $ShPIR$. The server organizes the size-$n$ database as an $\ell \times (n/\ell)$ matrix where $\ell$ is a constant. The key idea here is to use $stdPIR$ to retrieve a column and $ShPIR$ to retrieve a row. The server treats each column as a database in $ShPIR$ and runs $ShPIR.Setup$ on it. The server stores the preprocessed results as lookup tables (hence $n/\ell$ tables in total).

Suppose a client wants to retrieve the entry at $r$-th row and $c$-th column. The client runs the query algorithm of $ShPIR$ on index $r \in [\ell]$ and generates $k$ sub-queries. Then the client sends $k$ messages anonymously, where the $j$-th message consists of the $j$-th sub-query of $ShPIR$ and a $stdPIR$ query for index $c \in [n/\ell]$. On receiving each message, the server first processes the sub-query of $ShPIR$ (essentially $n/\ell$ table lookup operations), which results in $n/\ell$ elements; then the server processes the $stdPIR$ query on these $n/\ell$ elements.

Compared to running $stdPIR$ on a size-$n$ database, this technique reduces server computation by a factor of $\ell$. And the $ShPIR$ database size is $\ell$, which neither requires too many clients nor incurs high anonymity cost. The tradeoff is that a client sends $k$ messages in the $stdPIR-ShPIR$ combination instead of one message when using $stdPIR$ only.

6.5 Lower Bound on Security

We show that for shuffle PIR protocols constructed in the inner-outer paradigm, $1/poly(n)$ statistical security is tight in the sense that negligible security cannot be achieved with polynomially many clients using the additive inner PIR. The proof is deferred to the full version. This result does not rule out the information-theoretic constructions with negligible error, in particular, an interesting open problem to consider is instantiating the inner PIR with the Reed-Muller construction.

▶ **Theorem 13** (Lower bound on security for $ShPIR$). Let $\Phi$ be any multi-server PIR scheme. Denote the number of possible vectors of sub-queries as $K_\Phi$. Let $\Psi$ be a constant-server additive PIR (Construction A.1). On any database size $n \in \mathbb{N}$, for all $(\Pi, C, \epsilon)$-secure $ShPIR(\Phi, \Psi)$ constructions where $C, K_\Phi$ and $K_\Psi$ are all bounded by polynomial $p_1(n)$, there exists a polynomial $p_2$ such that $\epsilon \geq 1/p_2(n)$.

7 Conclusion and Open Questions

We demonstrate that PIR in the shuffle model can circumvent several limitations of standard-model PIR. This includes information-theoretic security with a single server, which opens a direction of constructing concretely efficient single-server schemes in the future.

The main technical question we leave open in this work is the possibility of obtaining similar results with negligible security error (recall that we can achieve this with slightly sublinear communication, see Remark 12). We conjecture that polylogarithmic communication per client with negligible security can be achieved by instantiating both $OPIR$ and $IPIR$ with the Reed-Muller PIR construction with a polylogarithmic security threshold and a polylogarithmic communication complexity.

Finally, an interesting direction for future research is obtaining concretely efficient PIR schemes in the shuffle model, possibly by settling for computational security.
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A Background on Multi-Server PIR Constructions

A.1 Two-Server PIR with Additive Shares

The first construction we describe is a PIR scheme from Beimel et al. [9] which uses two non-colluding servers. Figure A.1 contains the full description.

Setup. Consider a field $\mathbb{F}$ within which $\Sigma$ can be encoded. The Setup algorithm encodes a database $x \in \Sigma^n$ into an $m$-variate polynomial $P_x \in \mathbb{F}[Z_1, \ldots, Z_m]$ as follows. First, choose $m$ and $d < m$ such that $\binom{m}{d} \geq n$, and let $M = (M_1, \ldots, M_n)$ denote a list of $n$ monomials in the variables $Z_1, \ldots, Z_m$ with total degree exactly $d$ and the degree of each variable at most
Let $x$ be a database with size $n$ and $\mathbb{F}$ be a field, where each entry $x_i$ is in $\Sigma = \mathbb{F}$.

**PIR.Setup**$(x) \to P$:
1. Choose $m, d$ such that $\binom{m}{d} \geq n$.
2. Let $M = (M_1, \ldots, M_n)$ be a list of $n$ monomials in $\mathbb{F}[Z_1, \ldots, Z_m]$ with total degree $d$ and intermediate degree at most 1. Sort all monomials that have $m$ variables with degree $d$ by a lexicographic order of the variables indices.
3. Compute $P_x = \sum_{i=1}^{n} x_i M_i \in \mathbb{F}[Z_1, \ldots, Z_m]$.
4. Compute a $2m$-variate degree-$d$ polynomial $P$ from $P_x$ such that $P(Z_{1,1}, Z_{1,2}, \ldots, Z_{m,1}, Z_{m,2}) = P_x(Z_{1,1} + Z_{1,2}, \ldots, Z_{m,1} + Z_{m,2})$.
5. Output $P$.

**PIR.Query**$(i; n) \to ((q_1, q_2), \mathbf{st})$, where $i \in [n]$:
1. Let $\mathbf{z} = (z_1, \ldots, z_m)$ be the $i$-th binary vector such that $z_j = 1$ if and only if the monomial $M_i$ contains the variable $Z_j$.
2. Let $\mathbf{z}_1 \leftarrow \mathbf{z}^{\oplus m}$, $\mathbf{z}_2 \leftarrow \mathbf{z} - \mathbf{z}_1$; and let $q_\ell \leftarrow z_\ell$ for $\ell = 1, 2$. Set $\mathbf{st} = (\mathbf{z}_1, \mathbf{z}_2)$.
3. Output $((q_1, q_2), \mathbf{st})$.

**PIR.Answer**$(P, q_\ell) \to a_\ell$ (for $\ell = 1, 2$):
1. Let $\{M'_j\}_{j \in [2^m n]}$ be all monomials where the number $Z_{\ldots, \ell}$ is at least half of the variables.
2. Output $a_\ell \leftarrow \bigoplus_{j \in [2^m n]} M'_j(q_\ell)$.

**PIR.Recon**$(a_1, a_2, \mathbf{st}) \to x_i$:
1. Parse $\mathbf{st}$ as $(\mathbf{z}_1, \mathbf{z}_2)$.
2. Compute $x_i \leftarrow a_1(\mathbf{z}_2) + a_2(\mathbf{z}_1)$ (note that $a_1$ and $a_2$ are polynomials).
3. Output $x_i$.

**Construction A.1** A two-server information-theoretic PIR [9].

1. For simplicity, we pick the first $n$ such monomials in lexicographic order of the variable indices. The encoding $P_x$ is now simply the linear combination $P_x = \sum_{i=1}^{n} x_i M_i$.

**Query.** The Query algorithm starts by encoding the query index $i \in [n]$ into a binary vector $\mathbf{z}^{(i)} = (z_1^{(i)}, \ldots, z_m^{(i)}) \in \{0, 1\}^m$ defined such that each $z_j^{(i)} = 1$ if and only if the monomial $M_i$ contains the variable $Z_j$. Observe here that the Hamming weight of $\mathbf{z}^{(i)}$ is $d$ since the monomials are also of degree $d$. Such encoding ensures that $P_x(\mathbf{z}_i) = x_i$. Then the sub-queries are generated by splitting $\mathbf{z}^{(i)}$ into two additive shares $\mathbf{z}_1^{(i)} = (z_1^{(i)}, \ldots, z_{m,1}^{(i)})$ and $\mathbf{z}_2^{(i)} = (z_{1,2}^{(i)}, \ldots, z_{m,2}^{(i)})$, i.e., $\mathbf{z}^{(i)} = \mathbf{z}_1^{(i)} + \mathbf{z}_2^{(i)}$. Here, $\mathbf{z}_1^{(i)}$ is sent to the $\ell$-th server for $\ell = 1, 2$.

**Answer.** The Answer algorithm run by the servers first views the database encoding $P_x$ as a $2m$-variate polynomial $P'_x$ defined as:

$$P'_x(Z_{1,1}, Z_{1,2}, \ldots, Z_{m,1}, Z_{m,2}) = P_x(Z_{1,1} + Z_{1,2}, \ldots, Z_{m,1} + Z_{m,2}).$$

Now, the $\ell$-th server selects all the monomial terms in $P'_x$ such that the number of $Z_{\ldots, \ell}$ (i.e., the variables where the second subscript is $\ell$) is at least half of the variables in that term (in the exactly half case, the monomials are split between the two servers in a pre-determined way). Note that the total number of monomials in $P'_x$ is $2^d \cdot n$, so there should be $2^{d-1} \cdot n$ monomials for each server. The $\ell$-th server then evaluates its selected monomials at the

---

$^3$ One can choose a more complicated encoding in [9] (E1 encoding scheme) that allows better parameters, namely $\sum_{\ell=0}^{d} \binom{m}{\ell} \geq n$. 

---
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Information-Theoretic Single-Server PIR in the Shuffle Model

Let $x$ be a database with size $n$, each entry $x_i$ is in $\Sigma = \mathbb{F}$. There are $s$ non-colluding servers.

**PIR.Setup**($x$) $\rightarrow P$:
1. Choose $m, d$ such that $\binom{m}{d} \geq n$.
2. Let $M = (M_1, \ldots, M_n)$ be a list of $n$ monomials in $\mathbb{F}[Z_1, \ldots, Z_m]$ with total degree exactly $d$ and intermediate degree at most 1. Sort all monomials that have $m$ variables with degree $d$ by a lexicographic order of the variables indices.
3. Compute $P_x = \sum_{i=1}^{n} x_i M_i \in \mathbb{F}[Z_1, \ldots, Z_m]$.
4. Compute a $sm$-variate degree-$d$ polynomial $P$ from $P_x$ such that $P(Z_1, \ldots, Z_{s1}, \ldots, Z_{m1}, \ldots Z_{ms}, s) = P_x(Z_{11} + \ldots + Z_{s1}, \ldots, Z_{m1} + \ldots + Z_{ms}, s)$.
5. Output $P$.

**PIR.Query**($i; n$) $\rightarrow ((q_1, \ldots, q_s), st)$, where $i \in [n]$:
1. Let $z = (z_1, \ldots, z_m)$ be the $i$-th binary vector such that $z_j = 1$ if and only if the monomial $M_i$ contains the variable $Z_j$.
2. Let $z_1, \ldots, z_2^{-1} \leftarrow \mathbb{F}_2^m$ and $z_2 \leftarrow z - \sum_{j=1}^{s-1} z_j$.
3. Let $q_\ell \leftarrow (z_{\ell+1}, \ldots, z_s, z_1, \ldots, z_{\ell-1})$ for $\ell \in [s]$ // cyclic shift
4. Set $st = (z_1, \ldots, z_s)$.
5. Output $((q_1, \ldots, q_s), st)$.

**PIR.Answer**($P, q_\ell$) $\rightarrow a$, for $\ell \in [s]$:
1. Let $\{M'_\ell\}_{\ell \in [s]}$ be all monomials pre-determined such that the number of $Z_\ell$'s is at most $1/s$ fraction.
2. Output $a \leftarrow \sum_{\ell \in [s]} M'_\ell(q_\ell)$.

**PIR.Recon**($a_1, \ldots, a_s$) $\rightarrow x_i$:
1. Parse $st$ as $(z_1, \ldots, z_s)$.
2. Compute $x_i \leftarrow \sum_{\ell \in [s]} a_\ell (z_1, \ldots, z_\ell - 1, z_{\ell+1}, z_s)$.
3. Output $x_i$.

**Construction A.2** An $s$-server PIR with CNF shares [9]. Note that when $s = 2$, this is simply the 2-server additive PIR.

**$k$-server PIR with additive shares.** The above protocol can also be generalized to $k$ servers where the encoding $z$ is now split into $k$ additive shares. In this case, the servers express the $m$-variate degree-$d$ polynomial $P_x$ as $km$-variate degree-$d$ polynomial $P'_x$. Let $Z_\ell$ be the set of monomials such that for each monomial, there are more $Z_\ell$'s than $Z_{\ell'}$'s for any $\ell' \neq \ell$. The set $Z_\ell$ is assigned to the $\ell$-th server. Moreover, the monomials in $P'_x$ but not in any of $Z_\ell$'s will be divided to $k$ servers in a pre-determined way. To issue a query for index $i$, the client encodes it as before to a binary string $z \in \mathbb{F}_2^m$, and then splits it to $k$ additive shares over $\mathbb{F}_2^m$, denoted as $z_1, \ldots, z_k$. The client sends to the $\ell$-th server the share $z_\ell$, and the
server evaluates the assigned monomials using $z_\ell$. The evaluation result is a polynomial of degree $(k-1)d/k$; this implies the answer size (which dominates the communication cost) is $O(n^{(k-1)/k})$.

Observe that using more additive shares gives worse efficiency but better privacy (since collusion between any $k-1$ servers can be tolerated). Efficiency can be significantly improved to $O(n^{1/k})$ using CNF shares [33] (instead of additive shares) where each server is now given a different $(k-1)$-sized subset of the additive shares. This is because the evaluation of $P_x$ at $k-1$ shares results in an answer polynomial of degree at most $O(n^{1/k})$. The efficiency gain, however, comes at the cost of much stronger non-collusion assumption for PIR, namely that no two database servers can collude. Looking ahead, an interesting consequence of using the shuffle model is that our CNF-sharing based construction (Section 6.2) can significantly reduce communication without making any non-collusion assumptions on database servers (since there is only one database).

For simplicity, going forward, we will refer to the $k$-server PIR with additive shares as $k$-additive PIR and its CNF-variant as $k$-CNF PIR.

### A.2 $k$-Server PIR with Shamir Shares

In this section, we describe the $k$-server $t$-private PIR that uses Shamir secret sharing from [9]. Full description is provided in Figure A.3. We also call this the Reed-Muller PIR as it is closely related to Reed-Muller code.

---

Let $x = (x_1, \ldots, x_n) \in \mathbb{F}^n$ be a database.

**PIR.Setup($x$) → $P_x$:**

1. Choose parameters $m, d, k, t$ such that $\binom{m+d}{d} \geq n$ and $|\mathbb{F}| > k > td$.
2. Compute $P_x = \sum_{i=1}^m x_i P^{(i)}(z_1, \ldots, z_m)$, where $P^{(i)}(\text{Enc}(i)) = 1$ and $P^{(i)}(\text{Enc}(j)) = 0$ for all $i, j \in [n]$ and $i \neq j$.
3. Output $P_x$.

**PIR.Query($i, x$) → $((q_1, \ldots, q_k), \text{st})$, where $i \in [n]$:**

1. Run $\text{PIR.Enc}(i)$ and gets $z \in \mathbb{F}^m$.
2. Choose a set of degree-$d$ random polynomials $R = (R_1, \ldots, R_m)$ such that $R(\mathbf{0}) = z$.
3. For $\ell \in [k]$:
   - Randomly choose $r_\ell$ from $\mathbb{F}$.
   - Set $q_\ell \leftarrow Q(r_\ell)$. Note that each $q_\ell \in \mathbb{F}^m$.
4. Set $\text{st} = (r_1, \ldots, r_k)$.
5. Output $((q_1, \ldots, q_k), \text{st})$.

**PIR.Answer($P_x, q$) → $a$:**

1. Compute $a \leftarrow P_x(a)$.
2. Output $a$.

**PIR.Recon($((a_1, \ldots, a_k), \text{st})$ → $x$:**

1. Parse $\text{st} = (r_1, \ldots, r_k)$.
2. Interpolate a degree-$td$ univariate polynomial $R \circ P_x$ from $\{(r_\ell, a_\ell)\}_{\ell=1}^k$.
3. Output $x = (R \circ P_x)(0)$.

**Construction A.3** A $k$-server $t$-private PIR based on Reed-Muller code [9].
Setup. Consider a field $F$ within which $\Sigma$ can be encoded. The Setup algorithm encodes a database $x \in \Sigma^n$ into a polynomial $P_x \in F[Z_1, \ldots, Z_m]$ as follows: First, choose $m$ and $d$ such that $\binom{m+d}{d} \geq n$ and $|F| > k > td$ (typically $m, d, t$ are chosen first and then $k$ and the field size $|F|$ are determined accordingly). Let $\alpha_0, \ldots, \alpha_d$ be distinct elements in $F$ (note that $d < |F|$). The index $i$ is encoded to the $i$-th vector $z(i)$ of the form $(\alpha_{\lambda_1}, \ldots, \alpha_{\lambda_m}) \in F^m$ where $\sum_{j=1}^m \lambda_j \leq d$. There exists a set of polynomials $P(i)(z_1, \ldots, z_m)$ of degree at most $d$ such that $P(i)(z(i)) = 1$ and $P(i)(z(j)) = 0$ for all $i, j \in [n]$ and $i \neq j$. The full details of this encoding and the construction of $P(i)$'s are provided in [9, Appendix B].

Query. To generate the sub-queries, after encoding the index $i$ to $z(i)$, the client first chooses $m$ univariate polynomials $(R_1, \ldots, R_m) = R$ each of degree $t$ such that $R(0) = (R_1(0), \ldots, R_m(0)) = z(i)$. It then randomly picks $r_1, \ldots, r_k \in F$ and computes the sub-query to be sent to the $\ell$-th server as $q_\ell = R(r_\ell) \in F^m$.

Answer. The Answer algorithm evaluates $P_x$ at $q_\ell$ and sends back $a_\ell = P_x(q_\ell)$. Note that the answer algorithm for this protocol is the same for all $k$ servers.

Reconstruction. Finally, the Recon algorithm uses Lagrange interpolation on the points $(r_1, a_1), \ldots, (r_k, a_k)$ to compute a degree $td$ polynomial $S = P_x \circ R$; the evaluation $S(0)$ will give the desired database entry $x_i$. This interpolation is possible when $k > td$ and $|F| > k$.

Other notation. For a PIR protocol $\Phi$, we use $E_\Phi$ to denote the encoding space of all indices. We use $Q_\Phi$ to denote the space of all possible sub-queries (note that $Q_\Phi$ may not equal $E_\Phi$). For example, in the two-server construction above, $E_\Phi$ contains all binary strings with Hamming weight $d$, and the space $Q_\Phi$ is $F^m_2$, i.e, in this case $E_\Phi \subset Q_\Phi$.

B Composed PIR Construction

The complete composed PIR construction in the inner-outer paradigm is given in Construction B.1.
Composition. A shuffle model PIR protocol ShPIR(OPIR,IPIR) built using the inner-outer paradigm from a $k$-server OPIR, and an $s$-server IPIR is defined as follows:

- **ShPIR.Setup**($x$) → $P$:
  1. Let $P_x$ ← OPIR.Setup($x$).
  2. Define a database $x'$ of size $n'$ as follows:
     - Let $n^* = |Q_{OPIR}|$ and let $L = (L_1, \ldots, L_{n^*})$ denote the sorting of the sub-query space $Q_{OPIR}$.
     - If the Answer algorithm is the same for all OPIR servers:
       - For all $i \in [n^*]$, let $x'_i$ ← OPIR.Answer($P_x, L_i$).
       - As a result, $x'$ is of size $n' = n^*$.
     - If the Answer algorithm is different for the $k$ OPIR servers:
       - For $i \in [n^*], \ell \in [k]$; let $x'_{\ell,i+k^* (\ell-1)}$ ← OPIR.Answer($P_x, L_i$).
       - As a result, $x'$ is of size $n' = kn^*$.
  3. Run IPIR.Setup($x'$) and output its result as $P$.

- **ShPIR.Query**($i; n$) → ($q_1, \ldots, q_h$), where $i \in [n]$ and $h = k(s + 1)$:
  1. Initialize $(u_{\ell,1})_{\ell \in [k], i \in [s]}$.
  2. Let ($q'_1, \ldots, q'_h$) ← IPIR-query($i; n$).
  3. For $\ell \in [k]$:
     - If the Answer algorithm is the same for all OPIR servers:
       - Map $q'_\ell$ to the corresponding index $i'_\ell \in [n']$, i.e., $x'_\ell = OPIR.Answer(P_x, q'_\ell)$.
     - If the Answer algorithm is different for the $k$ OPIR servers:
       - Map $q'_\ell$ to the corresponding index $i'_\ell \in [kn']$, i.e., $x'_\ell = OPIR.Answer(P_x, q'_\ell)$.
       - Let ($\hat{q}_1, \ldots, \hat{q}_s$) ← IPIR-query($i'_{\ell}; n'$).
       - Set $(u_{\ell,1}, \ldots, u_{\ell,s}) \leftarrow (\hat{q}_1, \ldots, \hat{q}_s)$.
  4. Let ($r_1, \ldots, r_h$) ← $Q_{OPIR}$ // dummies
  5. Output $(u_{1,1}, \ldots, u_{s,k}, r_1, \ldots, r_h)$.

- **ShPIR.Answer**($P, q$) → $a$:
  1. If IPIR has the same Answer algorithms for server, return $a = IPIR.Answer(P, q)$; otherwise return
     \[ a = \{ (IPIR.Answer^e(P, q), \text{label } \ell) \}_{\ell \in [s]} \].

- **ShPIR.Recon**($a_1, \ldots, a_h$) → $x_i$:
  1. Initialize $(v_{\ell,j})_{\ell \in [k], j \in [s]}$ and $(a'_\ell)_{\ell \in [k]}$.
  2. For $\ell \in [k], j \in [s]$:
     - Let $a_{(\ell-1), k+j}$ be the answer to sub-query $q_{(\ell-1), k+j}$, namely $u_{\ell,j}$.
     - If IPIR has different Answer algorithms for the servers, parse $a_{(\ell-1), k+j}$ as
       \[ \{(\tilde{a}_1, \text{label 1}), \ldots, (\tilde{a}_s, \text{label s})\}, \] let $v_{\ell,j} := \tilde{a}_j$ (whose associated label is $j$).
  3. For $\ell \in [k]$:
     - $a'_\ell$ ← IPIR.Recon($v_{1,1}, \ldots, v_{s,s}$).
  4. Output $x_i := OPIR.Recon(a'_{1}, \ldots, a'_{h})$.

**Construction B.1** Composed ShPIR built using the inner-outer paradigm.
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Abstract

A Homomorphic Secret Sharing (HSS) scheme is a secret-sharing scheme that shares a secret $x$ among $s$ servers, and additionally allows an output client to reconstruct some function $f(x)$ using information that can be locally computed by each server. A key parameter in HSS schemes is download rate, which quantifies how much information the output client needs to download from the servers. Often, download rate is improved by amortizing over $\ell$ instances of the problem, making $\ell$ also a key parameter of interest.

Recent work [23] established a limit on the download rate of linear HSS schemes for computing low-degree polynomials and constructed schemes that achieve this optimal download rate; their schemes required amortization over $\ell = \Omega(s \log(s))$ instances of the problem. Subsequent work [6] completely characterized linear HSS schemes that achieve optimal download rate in terms of a coding-theoretic notion termed optimal labelweight codes. A consequence of this characterization was that $\ell = \Omega(s \log(s))$ is in fact necessary to achieve optimal download rate.

In this paper, we characterize all linear HSS schemes, showing that schemes of any download rate are equivalent to a generalization of optimal labelweight codes. This equivalence is constructive and provides a way to obtain an explicit linear HSS scheme from any linear code. Using this characterization, we present explicit linear HSS schemes with slightly sub-optimal rate but with much improved amortization $\ell = O(s)$. Our constructions are based on algebraic geometry codes (specifically Hermitian codes and Goppa codes).
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1 Introduction

A Homomorphic Secret Sharing (HSS) scheme is a secret sharing scheme that supports computation on top of the shares [4, 12, 13]. Homomorphic Secret Sharing has been a useful primitive in cryptography, with applications ranging from private information retrieval to secure multiparty computation (see, e.g., [9, 13]).
Trade-Offs Between Linear HSS Amortization, Bandwidth

In this work, we focus on information-theoretically secure HSS schemes for the class of degree $d$, $m$-variate polynomials. Suppose $m$ secrets, $x_1, \ldots, x_m$, are shared independently with a $t$-private secret sharing scheme $\text{Share}$ and that server $j$ receives the $m$ shares $y_{k,j}$ for $k \in [m]$. Denote by $\text{POLY}_{d,m}(\mathbb{F}) \subseteq \mathbb{F}[X_1, \ldots, X_m]$ an arbitrary set of degree $d$, $m$-variate polynomials. Given a polynomial $f \in \text{POLY}_{d,m}(\mathbb{F})$, each server $j$ does some local computation on its shares $y_{k,j}$ for $k \in [m]$ to obtain an output share $z_j = \text{Eval}(f, (y_{1,j}, \ldots, y_{m,j}))$. An output client receives the output shares $z_1, \ldots, z_s$ and runs a recovery algorithm $\text{Rec}$ to obtain $f(x_1, \ldots, x_m) = \text{Rec}(z_1, \ldots, z_s)$. The HSS scheme $\pi$ is given by the tuple of functions ($\text{Share}$, $\text{Eval}$, $\text{Rec}$); see Definition 7 for a formal definition.

Parameters of interest

A key parameter of interest in an HSS scheme is the download rate (Definition 12), which is the ratio of the number of bits in $f(x)$ to the number of bits in all of the output shares $z_j$. Ideally this rate would be as close to 1 as possible, because that would mean that the output client does not have to download too much more information than it wishes to compute.

Another parameter of interest is the amortization that the scheme uses. As in previous work [23, 6], we consider HSS schemes for low-degree polynomials that amortize over $\ell$ instances of the problem. This means that we have $\ell$ batches of $m$ secrets, $x_k^{(i)}$ for $i \in [\ell]$ and $k \in [m]$, and $\ell$ polynomials $f_1, \ldots, f_\ell$. Each of these $m\ell$ secrets is shared independently, as before, but the output shares $z_j$ are allowed to depend on all $\ell$ batches. Then the output client is responsible for computing $f_i(x_1^{(i)}, \ldots, x_m^{(i)})$ for all $i \in [\ell]$.

Trade-offs between download rate and amortization

[23, 6] previously studied the optimal download rate possible for linear HSS schemes\footnote{A $t$-private secret sharing scheme shares a secret $x$ among $s$ servers by computing $s$ shares, $\text{Share}(x) = \{y_1, \ldots, y_s\}$. The $t$-privacy guarantee means that no $t$ of the servers should be able to learn anything about $x$ given their shares.}, and also studied what amount of amortization is necessary to obtain this optimal rate. In this work, we show that by backing off from the optimal rate by a small amount, one can get asymptotic improvements in the amortization parameter.

In more detail, [23] showed that for $t$-private, $s$-server linear HSS schemes for $m$-variate degree-$d$ polynomials, the best download rate possible is $1 - dt/s$. They achieved this download rate with schemes that had amortization $\ell = \Omega(s \log(s))$. In follow-up work, [6] showed that in fact amortization $\ell = \Omega(s \log(s))$ was necessary to achieve the optimal download rate of $1 - dt/s$. Their result followed from a characterization optimal-rate linear HSS schemes in terms of a coding theoretic notion they introduce, termed optimal labelweight codes.

In our work, informally, we show that by backing off from the optimal rate by a small amount, we are able to get asymptotic improvements in the amortization required; in some cases we need only $\ell = O(s)$. We obtain this by generalizing the characterization from [6] to all HSS schemes, not just optimal ones. We discuss our main results below in more detail.

\footnote{A linear HSS scheme is a scheme where both $\text{Share}$ and $\text{Rec}$ are linear over some field $\mathbb{F}$. Note that $\text{Eval}$ need not be linear.}
1.1 Main Results

For all of our results, we consider CNF sharing [27] (see Definition 16). It is known that CNF sharing is universal for linear secret sharing schemes, in that \( t \)-CNF shares can be locally converted to shares of any linear \( t \)-private secret sharing scheme [18].

Main Contributions

1. A complete characterization of the \( \text{Rec} \) functions for all linear HSS schemes for \( \text{POLY}_{d,m}(\mathbb{F}) \). As mentioned above, [6] gives a characterization of optimal-download-rate linear HSS schemes in terms of codes with good labelweight. In our work, we extend that characterization to all linear HSS schemes.

   Our characterization is constructive, and in particular it gives an efficient algorithm to convert any code with good labelweight into a linear HSS scheme, and vice-versa.

2. Improved amortization without much loss in rate. The work [6] showed that to achieve optimal rate, it was necessary to have amortization \( \ell = \Omega(s \log s) \). Leveraging our characterization from Item 1, we give efficient constructions of linear HSS schemes that achieve near-optimal download rate while requiring amortization parameter only \( \ell = O(s) \). We compute the parameters of our constructions in practical parameter regimes and show that our schemes achieve a near order-of-magnitude savings in amortization parameter, even for reasonable values of \( s, d, m \).

We describe our results in greater detail below.

(1) Characterization of arbitrary-rate linear HSS schemes

Theorem 2 below is a characterization of all linear HSS schemes for \( \text{POLY}_{d,m}(\mathbb{F}) \). In particular, our characterization extends that of [6], which only characterized optimal-rate linear HSS schemes. We show that the \( \text{Rec} \) algorithms for such schemes (with CNF sharing) are equivalent to a class of linear codes with sufficiently good labelweight, a generalization of Hamming distance that was introduced by [6].

▶ Definition 1 (Labelweight). Let \( C \subseteq \mathbb{F}^n \) be a linear code of dimension \( \ell \). Let \( \mathcal{L} : [n] \rightarrow [s] \) be any surjective function, which we refer to as a labeling function. The labelweight of \( c \in C \) is the number of distinct labels that the support of \( c \) touches:

\[
\Delta_{\mathcal{L}}(c) = |\{ \mathcal{L}(i) : i \in [n], c_i \neq 0 \}|.
\]

The labelweight of \( C \) is the minimum labelweight of any nonzero codeword:

\[
\Delta_{\mathcal{L}}(C) = \min_{c \in C \setminus \{0\}} \Delta_{\mathcal{L}}(c).
\]

In particular, if \( s = n \) and \( \mathcal{L}(j) = j \) for all \( j \in [n] \), then \( \Delta_{\mathcal{L}}(C) \) is just the minimum Hamming distance of \( C \). Thus, the labelweight of a code generalizes the standard notion of distance.

Our main characterization theorem is the following.

▶ Theorem 2 (Linear HSS schemes are equivalent to labelweight codes. (Informal, see Theorem 18)). Let \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) be a \( t \)-private, \( s \)-server linear HSS for \( \text{POLY}_{d,m}(\mathbb{F}) \) with download rate \( R \) and amortization parameter \( \ell \). Let \( G \in \mathbb{F}^{\ell \times (\ell/R)} \) be the matrix that represents \( \text{Rec} \) (see Observation 10). Then there is some labeling function \( \mathcal{L} \) so that \( G \) is the generator matrix for a code \( C \) of dimension \( \ell \), with rate \( R \) and with \( \Delta_{\mathcal{L}}(C) \geq dt + 1 \).
Conversely, suppose that there is a labeling function \( \mathcal{L} : [n] \rightarrow [s] \) and a linear code \( \mathcal{C} \subseteq \mathbb{F}^n \) of dimension \( \ell \) with rate \( R \) and \( \Delta_L(\mathcal{C}) \geq dt + 1 \). Then any generator matrix \( G \) of \( \mathcal{C} \) describes a linear reconstruction algorithm \( \text{Rec} \) for an \( s \)-server \( t \)-private linear HSS for \( \text{POLY}_{d,m}(\mathbb{F}) \) that has download rate \( R \) and amortization parameter \( \ell \).

We remark that the converse direction is constructive: given the description of such a code \( \mathcal{C} \), the proof (see Theorem 20) gives an efficient construction of the \( \text{Eval} \) function as well as the \( \text{Rec} \) function.

## (2) Achieving practical trade-off between download rate and amortization parameter

Using the complete characterization of all linear HSS schemes, we construct linear HSS schemes that achieve near-optimal download rate at amortization parameters that are strictly linear in the number of servers \( s \). Through the lens of Theorem 2, this is equivalent to constructing high-labelweight, high-rate linear codes.

While the construction of [6] use Reed-Solomon codes as a starting point to constructing optimal rate linear HSS schemes, we use two well-studied families of algebraic geometry (AG) codes – Hermitian codes and Goppa codes. For any code \( \mathcal{C} \), observe that the minimum labelweight \( \Delta_L(\mathcal{C}) \) is sharply upper-bounded by the code’s minimum distance. Therefore, so as to maximize labelweight, we use the trivial labeling scheme where \( n = s \) and \( \mathcal{L} : [n] \rightarrow [s], x \mapsto x \) is the identity function. Such labelweight codes, though straightforward, yield linear HSS schemes with attractive parameters for realistic server counts. Furthermore, their intuitive construction underscores the fundamental relationship between classical codes and linear HSS. We loosely summarize these results in Table 1; see Theorems 22, 27 for additional details and formal statements.

<table>
<thead>
<tr>
<th></th>
<th>[23], [6]</th>
<th>Hermitian-based HSS</th>
<th>Goppa-based HSS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Download Rate</strong></td>
<td>( 1 - dt/s )</td>
<td>( 1 - dt/s - O(s^{-1/3}) )</td>
<td>( 1 - \frac{dt}{s} \cdot O(\log(dt)) )</td>
</tr>
<tr>
<td><strong>Amortization</strong></td>
<td>( (s - dt) \log(s) )</td>
<td>( s - dt - O(s^{2/3}) )</td>
<td>( s - dt \cdot O(\log(dt)) )</td>
</tr>
</tbody>
</table>

Furthermore, for completeness we show in Appendix A that, perhaps surprisingly, a random coding approach does not lead to amortization savings over [23], [6], even backing off from the optimal rate. More precisely, linear HSS schemes instantiated from random labelweight codes result in HSS schemes with amortization parameter at least \( \Omega(s \log(s)) \). This motivates additional study of linear codes with algebraic structure as a basis for linear HSS with attractive parameters.

### 1.2 Technical Overview

In this section, we give a high-level overview of the techniques underpinning Theorem 2, which states that any \( t \)-private, \( s \)-server linear HSS scheme for \( \text{POLY}_{d,m}(\mathbb{F}) \) is equivalent to a labelweight code with minimum labelweight \( \geq dt + 1 \).

To give some intuition for the connection, we recount the simplest non-trivial case of the forward direction, which was proven by [6]. We consider \( \text{HSS} \) for concatenation [23]: \( \ell \) secrets \( \mathbf{x} = (x^{(1)}, \ldots, x^{(\ell)}) \in \mathbb{F}^\ell \) are shared independently among \( s \) servers who in turn communicate them to an output client. The objective is for the output client to download as little information as possible - in particular, significantly less than the naive solution of simply downloading \( t + 1 \) shares of each secret.
Let \( z \in \mathbb{F}^n \) be the \( n \)-tuple of \( \mathbb{F} \)-symbols downloaded by the output client; since the output client instantiates a linear reconstruction algorithm \( \text{Rec} \), there exists \( G \in \mathbb{F}^{\ell \times n} \) such that \( Gz = x \). Define a labeling function \( L : [n] \rightarrow [s] \) satisfying the property that for all \( i \in [n] \), \( L(i) = r \in [s] \) if and only if \( z_i \) was downloaded from server \( r \).

\[ \triangleright \text{Claim 3. The rows of } G \text{ generate a linear code } C \text{ satisfying } \Delta_L(C) \geq t + 1. \]

Proof. Suppose towards a contradiction that for some non-zero \( m \in \mathbb{F}^\ell \), \( \Delta_L(mG) \leq t \). Then \( mGx = cx \) (for some non-zero \( c \in \mathbb{F}^n \)) is a linear combination of secrets recoverable by a set of \( t \) servers, contradicting the \( t \)-privacy they were originally secret shared with. \( \triangleright \)

In this example, the function evaluated on the secret shares is identity; the generalization of this example requires consideration of more general functions, but the fundamental principle is similar.

The converse requires showing that any labelweight code \( C \) implies a linear HSS scheme. In the setting of optimal download rate, [6] leveraged the specific properties of optimal labelweight codes in order to prove this; their work relied on the fact that optimal labelweight codes are highly structured. In particular, [6] showed that, in the optimal download rate setting:

(i) the output client must download an equal number of symbols from each server; and
(ii) up to elementary row operations, the matrix parameterizing the output client’s linear \( \text{Rec} \) algorithm is a rectangular array of invertible matrices, with the property that any square sub-array is itself invertible.

These strong symmetry properties are key to the equivalence result of [6]. However, in our setting, where we do not assume that the optimal download rate is attained, neither of the aforementioned properties hold. Our result thus requires proving additional properties of labelweight codes.

### 1.3 Related Work

Though linear HSS schemes are implicit in classical protocols for secure multi-party computation and private information retrieval [4, 3, 15, 19, 1, 2, 16], the systematic study of HSS was introduced by [13]. Most HSS schemes reply on cryptographic hardness assumptions [10, 21, 11, 12, 22, 13, 14, 8, 17, 28, 29, 20].

In contrast, the HSS schemes presented in this work are information-theoretically secure. The information-theoretic setting was explored in [13] and was further studied in [23] and [6]; these latter two works are the closest to our work, and we discuss them more below.

The work of [23] focused on the download rate of information-theoretically secure HSS schemes (both linear and non-linear) and proved a tight impossibility result regarding the highest download rate achievable by linear HSS schemes. They paired this with an explicit construction that showed a large amortization parameter is a sufficient condition for a linear HSS scheme to achieve optimal download rate.

\[ \uparrow \text{Theorem 4 ([23]). Let } s, d, t \in \mathbb{Z}^+ \text{ such that } s > dt. \text{ Let } \pi \text{ be a } t\text{-private, } s\text{-server linear HSS scheme for } \text{POLY}_{d,m}(\mathbb{F}). \text{ Then } \text{DownloadRate}(\pi) \leq 1 - dt/s. \]

Furthermore, for all integers \( j \geq \log_{\text{poly}}(s) \), there exists a \( t\)-private, \( s\)-server linear HSS \( \pi \) satisfying \( \text{DownloadRate}(\pi) = 1 - dt/s \) with amortization parameter \( \ell = j(s - dt) \).

The work [6] focused on linear schemes with optimal download rate, meeting the bound showed in [23]. They proved that in fact a large amortization parameter is necessary for a linear HSS scheme to achieve optimal download rate.
Theorem 5 ([6]). There exists a $t$-private, $s$-server linear HSS scheme for $POLY_{d,m}(F)$ with download rate $(s - dt)/s$ and amortization parameter $\ell$ only if $\ell = j(s - dt)$ for some $j \in \mathbb{Z}^+$ satisfying

$$j \geq \lceil \max \{\log_q(s - dt + 1), \log_q(dt + 1)\} \rceil.$$ 

The key technique in their proof was showing that optimal-rate linear HSS is in fact equivalent to optimal labelweight linear codes; more precisely, they showed the following theorem.

Theorem 6 ([6]). There exists a $t$-private, $s$-server linear HSS scheme for $POLY_{d,m}(F)$ with download rate $(s - dt)/s$ and amortization parameter $\ell$ if and only if there exists a linear code $C \subseteq \mathbb{F}^n$ with information rate $(s - dt)/s$ and dimension $\ell$; and surjection $L : [n] \to [s]$ such that $\Delta_L(C) \geq dt + 1$.

Our work extends the characterization of [6] to all linear HSS schemes with arbitrary download rate; in particular, we show that arbitrary-rate linear HSS schemes are equivalent to a broader class of labelweight codes than those considered by [6]. Though our proof syntactically resembles that of Theorem 6 from [6], as discussed in Section 1.2, we need to overcome additional technical difficulties introduced by the lack of strong symmetries in the more general arbitrary-rate setting. Furthermore, we present explicit constructions that approach the optimal download rate from Theorem 15, while asymptotically improving the amortization parameter $\ell$.

1.4 Organization

In Section 2, we set notation and record a few formal definitions that we will need. In Section 3, we show that linear HSS schemes (with arbitrary download rate) are equivalent to codes with sufficient labelweight: Lemma 19 establishes that HSS schemes imply codes with sufficient labelweight, and Theorem 20 constructively establishes the converse.

In Section 4, we derive labelweight codes from Hermitian codes and construct the corresponding linear HSS scheme by Theorem 20. We formally state its parameters in Theorem 22 and compare its performance against constructions from [23] and [6]. In Section 5, we do the same but use Goppa codes as the basis for a family of labelweight codes.

2 Preliminaries

We begin by setting notation and the basic definitions that we will need throughout the paper. (We note that these definitions and notation closely follow that of [23] and [6]).

Notation. For $n \in \mathbb{Z}^+$, we denote by $[n]$ the set $\{1, 2, \ldots, n\}$. We use bold symbols (e.g., $x$) to denote vectors. For an object $w$ in some domain $\mathcal{W}$, we use $||w|| = \log_2(|\mathcal{W}|)$ to denote the number of bits used to represent $w$.

2.1 Homomorphic Secret Sharing

We consider homomorphic secret sharing (HSS) schemes with $m$ inputs and $s$ servers; each input is shared independently. We denote by $\mathcal{F} = \{f : \mathcal{X}^m \to \mathcal{O}\}$ the class of functions we wish to compute, where $\mathcal{X}$ and $\mathcal{O}$ are input and output domains, respectively.
Definition 7 (HSS). Given a collection of servers and a function class \( \mathcal{F} = \{ f : \mathcal{X}^m \rightarrow \mathcal{O} \} \), consider a tuple \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \), where \( \text{Share} : \mathcal{X} \times \mathcal{R} \rightarrow \mathcal{Y}^s \), \( \text{Eval} : \mathcal{F} \times [s] \times \mathcal{Y} \rightarrow \mathcal{Z}^* \), and \( \text{Rec} : \mathcal{Z}^* \rightarrow \mathcal{O} \) are as follows:\(^3\)

- Share\((x_i, r_i)\): For \( i \in [m] \), Share takes as input a secret \( x_i \in \mathcal{X} \) and randomness \( r_i \in \mathcal{R} \); it outputs \( s \) shares \( y_{i,j} : j \in [s] \) \( \in \mathcal{Y}^s \). We refer to the \( y_{i,j} \) as input shares; server \( j \) holds shares \( y_{i,j} : i \in [m] \).

- Eval\((f, j, (y_{1,j}, y_{2,j}, \ldots, y_{m,j}))\): Given \( f \in \mathcal{F} \), server index \( j \in [s] \), and server \( j \)'s input shares \( (y_{1,j}, y_{2,j}, \ldots, y_{m,j}) \), Eval outputs \( z_j \in \mathcal{Z}^n \), for some \( n \in \mathbb{Z} \). We refer to the \( z_j \) as output shares.

- Rec\((z_1, \ldots, z_s)\): Given output shares \( z_1, \ldots, z_s \), Rec computes \( f(x_1, \ldots, x_m) \in \mathcal{O} \).

We say that \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) is a s-server HSS scheme for \( \mathcal{F} \) if the following requirements hold:

- Correctness: For any \( m \) inputs \( x_1, \ldots, x_m \in \mathcal{X} \) and \( f \in \mathcal{F} \),

\[
\Pr_{r \in \mathbb{R}^m} \left[ \text{Rec}(z_1, \ldots, z_s) = f(x_1, \ldots, x_m) \mid \forall i \in [m], (y_{i,1}, \ldots, y_{i,s}) \leftarrow \text{Share}(x_i, r_i) \right] = 1
\]

Note that the random seeds \( r_1, \ldots, r_m \) are independent.

- Security: Fix \( i \in [m] \); we say that \( \pi \) is \( t \)-private if for every \( T \subseteq [s] \) with \( |T| \leq t \) and \( x_i, x'_i \in \mathcal{X} \), \( \text{Share}(x_i)_{|T} \) has the same distribution as \( \text{Share}(x'_i)_{|T} \), over the randomness \( r \in \mathbb{R}^m \) used in Share.

Remark 8. We remark that in the definition of HSS, the reconstruction algorithm Rec does not need to identify the function \( f \) being computed, while the Eval function does. In some contexts it makes sense to consider an HSS scheme for \( \mathcal{F} = \{ f \} \), in which case \( f \) is fixed and known to all. Our results in this work apply for general collections \( \mathcal{F} \) of low-degree, multivariate polynomials, and in particular cover both situations.

We focus on linear HSS schemes, where both Share and Rec are \( \mathbb{F} \)-linear over some finite field \( \mathbb{F} \); note that Eval need not be linear.

Definition 9 (Linear HSS). Let \( \mathbb{F} \) be a finite field.

- We say that an s-server HSS \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) has linear reconstruction if:
  - \( \mathcal{Z} = \mathbb{F} \), so each output share \( z_i \in \mathbb{F}^n \) is a vector over \( \mathbb{F} \);
  - \( \mathcal{O} = \mathbb{F}^n \) is a vector space over \( \mathbb{F} \); and
  - \( \text{Rec} : \mathbb{F}^m \rightarrow \mathbb{F}^n \) is \( \mathbb{F} \)-linear.

- We say that \( \pi \) has linear sharing if \( \mathcal{X}, \mathcal{R}, \) and \( \mathcal{Y} \) are all \( \mathbb{F} \)-vector spaces, and Share is \( \mathbb{F} \)-linear.

- We say that \( \pi \) is linear if it has both linear reconstruction and linear sharing. Note there is no requirement for Eval to be \( \mathbb{F} \)-linear.

The assumption of linearity implies that the function Rec can be represented by a matrix, as per the following observation that was also used by [6].

Observation 10 ([6]). Let \( \ell, t, s, d, m, n \) be integers. Let \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) be a t-private, s-server HSS for some function class \( \mathcal{F} \subseteq \text{POLY}_{d,m}(\mathbb{F})^\ell \) with linear reconstruction \( \text{Rec} : \mathbb{F}^n \rightarrow \mathbb{F}^\ell \).

\(^3\) By \( \mathbb{Z}^* \), we mean a vector of some number of symbols from \( \mathbb{Z} \).
Then there exists a matrix $G_\pi \in \mathbb{F}^{t \times n}$ so that, for all $f \in \mathcal{F}$ and for all secrets $x \in (\mathbb{F}^m)^t$, there exists some $z \in \mathbb{F}^n$ such that

$$\text{Rec}(z) = G_\pi z = f(x) = \left[ f_1(x^{(1)}), f_2(x^{(2)}), \ldots, f_\ell(x^{(\ell)}) \right]^T.$$ 

For a linear HSS $\pi$, we call $G_\pi$ as in the observation above the reconstruction matrix corresponding to $\text{Rec}$. It was shown in [6] that any such reconstruction matrix must be full rank.

**Lemma 11 ([6]).** Let $t, s, d, m, \ell$ be positive integers so that $m \geq d$ and $n \geq \ell$, and let $\pi$ be a $t$-private $s$-server linear HSS for some $\mathcal{F} \subseteq \text{POLY}_{d,m}(\mathbb{F})$, so that $\mathcal{F}$ contains an element $(f_1, \ldots, f_\ell)$ where for each $i \in [\ell]$, $f_i$ is non-constant. Then $G_\pi \in \mathbb{F}^{t \times n}$ has rank $\ell$.

Finally, we formally define the download rate of an HSS scheme.

**Definition 12 (Download cost, download rate).** Let $s, t$ be integers and let $\mathcal{F}$ be a class of functions with input space $X^m$ and output space $\mathcal{O}$. Let $\pi$ be an $s$-server $t$-private HSS for $\mathcal{F}$. Let $z_i \in \mathbb{Z}^n$ for $i \in [s]$ denote the output shares.

- The download cost of $\pi$ is given by
  $$\text{DownloadCost}(\pi) := \sum_{i \in [s]} \|z_i\|,$$
  where we recall that $\|z_i\| = n_i \log_2 |\mathcal{Z}|$ denotes the number of bits used to represent $z_i$.
- The download rate of $\pi$ is given by
  $$\text{DownloadRate}(\pi) := \frac{\log_2 |\mathcal{O}|}{\text{DownloadCost}(\pi)}.$$ 

Thus, the download rate is a number between 0 and 1, and we would like it to be as close to 1 as possible.

### 2.2 Polynomial Function Classes

Throughout, we will be interested in classes of functions $\mathcal{F}$ comprised of low-degree polynomials.

**Definition 13.** Let $m > 0$ be an integer and $\mathbb{F}$ be a finite field. We define

$$\text{POLY}_{d,m}(\mathbb{F}) := \{ f \in \mathbb{F}[X_1, \ldots, X_m] : \deg(f) \leq d \}$$

to be the class of all $m$-variate polynomials of degree at most $d$, with coefficients in $\mathbb{F}$.

We are primarily interested in amortizing HSS computation over $\ell$ instances of $\text{POLY}_{d,m}(\mathbb{F})$, as discussed in the Introduction. We can capture this as part of Definition 7 by taking the function class $\mathcal{F}$ to be (a subset of) $\text{POLY}_{d,m}(\mathbb{F})^\ell$ for some $\ell \in \mathbb{Z}^+$. Note that this corresponds to the amortized setting discussed in the Introduction.

**Definition 14.** Let $\mathcal{F} \subseteq \text{POLY}_{d,m}(\mathbb{F})^\ell$. We say that $\mathcal{F}$ is non-trivial if there exists some $f = (f_1, \ldots, f_\ell) \in \mathcal{F}$ so that for all $i \in [\ell]$, $f_i$ contains a monomial with at least $d$ distinct variables.

The work [23] showed that any linear HSS scheme for $\text{POLY}_{d,m}(\mathbb{F})^\ell$ (for any $\ell$) can have download rate at most $(s - dt)/s$: We recall the following theorem from [23].

**Theorem 15 ([23]).** Let $t, s, d, m, \ell$ be positive integers so that $m \geq d$. Let $\mathbb{F}$ be any finite field and $\pi$ be a $t$-private $s$-server linear HSS scheme for $\text{POLY}_{d,m}(\mathbb{F})^\ell$. Then $dt < s$, and $\text{DownloadRate}(\pi) \leq (s - dt)/s$. 

2.3 CNF Sharing

The main \textit{Share} function that we consider in this work is \textit{CNF sharing} [27].

\textbf{Definition 16} (t-private CNF sharing). Let \( \mathbb{F} \) be a finite field. The \textit{t-private}, \textit{s}-server CNF secret-sharing scheme over \( \mathbb{F} \) is a function \( \text{Share} : \mathbb{F} \times \mathbb{F}^{[s]} \rightarrow \left( \mathbb{F}^{(s-1)} \right)^{s} \) that shares a secret \( x \in \mathbb{F} \) as \( s \) shares \( y_j \in \mathbb{F}^{(s-1)} \), using \( \binom{s}{t} - 1 \) random field elements, as follows.

Let \( x \in \mathbb{F} \), and let \( r \in \mathbb{F}^{[s]} \) be a uniformly random vector. Using \( r \), choose \( y_T \in \mathbb{F} \) for each set \( T \subseteq [s] \) of size \( t \), as follows: The \( y_T \) are uniformly random subject to the equation

\[
    x = \sum_{T \subseteq [s] : |T| = t} y_T.
\]

Then for all \( j \in [s] \), define \( \text{Share}(x, r)_j = (y_T : j \not\in T) \in \mathbb{F}^{(s-1)} \).

We observe that CNF-sharing is indeed \( t \)-private. Any \( t + 1 \) servers between them hold all of the shares \( y_T \), and thus can reconstruct \( x = \sum_T y_T \). In contrast, any \( t \) of the servers (say given by some set \( S \subseteq [s] \)) are missing the share \( y_S \), and thus cannot learn anything about \( x \).

The main reason we focus on CNF sharing is that it is universal for linear secret sharing schemes:

\textbf{Theorem 17} ([18]). Suppose that \( x \in \mathbb{F} \) is \( t \)-CNF-shared among \( s \) servers, so that server \( j \) holds \( y_j \in \mathbb{F}^{(s-1)} \), and let \( \text{Share}' \) be any other linear secret-sharing scheme for \( s \) servers that is (at least) \( t \)-private. Then the shares \( y_j \) are locally convertible into shares of \( \text{Share}' \).

That is, there are functions \( \phi_1, \ldots, \phi_s \) so that \( (\phi_1(y_1), \ldots, \phi_s(y_s)) \) has the same distribution as \( \text{Share}'(x, r) \) for a uniformly random vector \( r \).

2.4 Linear Codes

Throughout, we will be working with \textit{linear codes} \( \mathcal{C} \subseteq \mathbb{F}^n \), which are just subspaces of \( \mathbb{F}^n \). For a linear code \( \mathcal{C} \subseteq \mathbb{F}^n \) of dimension \( \ell \), a matrix \( G \in \mathbb{F}^{\ell \times n} \) is a \textit{generator matrix} for \( \mathcal{C} \) if \( \mathcal{C} = \text{rowSpan}(G) \). Note that generator matrices are not unique. The \textit{rate} of a linear code \( \mathcal{C} \subseteq \mathbb{F}^n \) of dimension \( \ell \) is defined as \( \text{Rate}(\mathcal{C}) := \frac{\ell}{n} \).

3 Equivalence of Linear HSS and Labelweight Codes

In this section we show that linear HSS schemes for low-degree multivariate polynomials are equivalent to linear codes with sufficient labelweight. Concretely, we have the following theorem, which formalizes the statement of Theorem 2.

\textbf{Theorem 18}. Let \( \ell, t, s, d, m, n \) be integers, with \( m \geq d, \ell \leq n \). There exists a \( t \)-private, \( s \)-server \( \mathbb{F} \)-linear HSS \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) for any non-trivial \( \mathcal{F} \subseteq \text{POLY}_{d,m}(\mathbb{F})^{\ell} \), with download rate \( \text{DownloadRate}(\pi) = \ell/n \), if and only if there exists a linear code \( \mathcal{C} \subseteq \mathbb{F}^n \) with rate \( \text{DownloadRate}(\pi) \) and a labeling \( \mathcal{L} : [n] \rightarrow [s] \) so that \( \Delta_{\mathcal{L}}(\mathcal{C}) \geq dt + 1 \).

The work of [6] proved this equivalence for only the optimal-rate setting and left the equivalence in an arbitrary-rate setting as an open question. Theorem 18 settles this question and shows that linear HSS and linear codes of sufficient labelweight are indeed equivalent in all parameter regimes. The proof of Theorem 18 follows from Lemma 19 (for the forward direction) and Theorem 20 (for the converse) below.

We begin with the forward direction.
Lemma 19 (Follows from the analysis of [6]). Let \( \ell, t, s, d, m, n \) be integers, with \( m \geq d, \ell \leq n \). Suppose there exists a \( t \)-private, \( s \)-server \( \mathbb{F} \)-linear HSS \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) for any non-trivial (see Definition 14) \( \mathbb{F} \subset \text{POLY}_{d,m}(\mathbb{F})^\ell \), with download rate \( \text{DownloadRate}(\pi) = \ell/n \). Then there exists a linear code \( C \subseteq \mathbb{F}^n \) with rate \( \text{DownloadRate}(\pi) \) and a labeling \( \mathcal{L} : [n] \to [s] \) so that \( \Delta_{\mathcal{L}}(C) \geq dt + 1 \).

Though the statement of Lemma 19 is more general than its optimal-rate counterpart in [6], the proof is analogous; a careful reading of Lemma 12 in [6] shows that this forward direction does not leverage any of the strong symmetries of optimal rate linear HSS. Thus, we refer the reader to [6] for a proof.

Thus, in the rest of this section we focus on the converse, which does deviate from the analysis of [6], as we cannot leverage the same strong symmetries that they did, as discussed in Section 1.2. We first formally state the converse.

Theorem 20. Let \( \ell, t, s, d, m, n \) be integers, with \( m \geq d \). Suppose that there exists a linear code \( C \subseteq \mathbb{F}^n \) with dimension \( \ell \) and rate \( \ell/n \). Suppose there exists a labeling \( \mathcal{L} : [n] \to [s] \) so that \( \Delta_{\mathcal{L}}(C) \geq dt + 1 \). Then there exists a \( t \)-private, \( s \)-server linear HSS \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) for \( \text{POLY}_{d,m}(\mathbb{F})^\ell \) with download rate \( \ell/n \) and amortization parameter \( \ell \).

The main ingredient in proving this direction without the strong symmetries of optimal rate linear HSS is the following lemma, which neatly generalizes the results of Lemma 13 and Corollaries 14, 15 of [6].

Lemma 21. Let \( C \) be a length \( n \), dimension \( \ell \) linear code over \( \mathbb{F}_q \) with generator matrix \( G \in \mathbb{F}_q^{\ell \times n} \). Let \( \mathcal{L} : [n] \to [s] \) be a surjective labeling such that \( \Delta_{\mathcal{L}}(C) \geq dt + 1 \).

For \( \Lambda \subseteq [s] \), let \( G(\Lambda) \) denote the restriction of \( G \) to the columns \( r \in [n] \) so that \( \mathcal{L}(r) \in \Lambda \).

Then for any \( |\Lambda| \geq s - dt \), \( G(\Lambda) \) has full row rank.

Proof. Let \( \Lambda = \Lambda' \cup \Lambda'' \) where \( \Lambda' \cap \Lambda'' = \emptyset \) and \( |\Lambda'| = s - dt \). If \( G(\Lambda') \) achieves full row rank, then so does \( G(\Lambda) \), since adding columns to a matrix does not induce linear independence among its rows. Hence, it suffices to consider only \( |\Lambda| = s - dt \).

Up to a permutation of columns, \( G \) can be written as \( G = [G(\Lambda) \ | \ G([s] \setminus \Lambda)] \). Let \( w \) denote the number of columns in \( G(\Lambda) \).

Assume towards a contradiction that there exists some \( v \in \mathbb{F}_q^\ell \) such that \( vG(\Lambda) = 0^w \). Then \( v = [vG(\Lambda) \ | \ vG([s] \setminus \Lambda)] = [0^w \ | \ vG([s] \setminus \Lambda)] \).

Since \( |[s] \setminus \Lambda| = dt \), it follows that \( \Delta_{\mathcal{L}}(vG) = \Delta_{\mathcal{L}}(vG([s] \setminus \Lambda)) \leq dt \) which contradicts \( \Delta_{\mathcal{L}}(C) \geq dt + 1 \).

Let \( G_{x} \) be a reconstruction matrix. At a high level, Lemma 21 says that any sufficiently large submatrix of \( G_{x} \), obtained by only considering columns labeled with a sufficiently large subset \( \Lambda \subseteq [s] \), must be full-rank. [6] proved that such a property held for \( G_{x} \) in the optimal-rate regime that relied heavily on the fact that, in optimal-rate linear HSS, the output client downloads an equal number of output symbols from each server. This is equivalent to requiring that the sets \( \mathcal{L}^{-1}(y) := \{ x \in [n] : \mathcal{L}(x) = y \} \) be the same size for all \( y \in [s] \). The proof of Lemma 21 shows that, perhaps surprisingly, sufficiently large submatrices of \( G_{x} \) still achieve full-rank even when the output client is allowed to download arbitrary numbers of output symbols from each server.

The remainder of the proof of Theorem 20 proceeds in a familiar syntax to that of [6]; we omit its presentation here and refer the interested reader to the full manuscript [7].
4 Linear HSS from Hermitian Codes

Linear HSS schemes presented by [23], [6] both achieve optimal download rate $1 - dt/s$ but require large amortization parameters to do so. [23] showed it was sufficient to take amortization parameter $\ell = (s - dt) \log(s) = O(s \log(s))$, and [6] proved that such an amortization parameter is in fact necessary in many parameter regimes, and is off by at most 1 otherwise.

It is a natural to ask whether linear HSS schemes that achieve a better trade-off between download rate and amortization parameter exist. Specifically, can we make minor concessions to download rate and save substantially on the amortization needed?

Through the lens of Theorem 20, this is equivalent to asking whether there exists a labelweight code with minimum labelweight $\geq dt + 1$ that achieves good rate at low dimension. A natural first attempt at an existential result would be via random coding; specifically, building a linear HSS scheme by starting with a random linear code and following the construction of Theorem 20. Unfortunately (and perhaps surprisingly!), we show in Appendix A that this results in strictly worse parameters than [23], [6].

In the following sections we take a different approach. We derive our labelweight codes straightforwardly from well-studied algebraic geometric codes: we set the number of servers $s$ equal to the block length $n$ of the codes and label each coordinate by the identity function $L : [n] \rightarrow [s], x \mapsto x$. In this setting, labelweight is equivalent to Hamming weight. Note that the trivial labeling maximizes labelweight; the reverse direction of Theorem 18 showed that maximizing labelweight given a fixed download rate implies a linear HSS scheme where the greatest values of $d, t$ can be considered.

This section constructs a family of linear HSS schemes from Hermitian codes; notably, such schemes achieve asymptotically optimal download rate while requiring an amortization parameter that is only linear in $s$.

\textbf{Theorem 22.} Let $\ell, t, s, d, m$ be positive integers and $q$ a prime power satisfying $m \geq d$, $s - dt > 0$, and $s = q^3$. Then there exists an explicit $t$-private, $s$-server HSS $\pi = (\text{Share}, \text{Eval}, \text{Rec})$ for any non-trivial $F \subseteq \text{POLY}_{d,m}(\mathbb{F}_q^2)$ with

\[
\text{DownloadRate}(\pi) = 1 - \frac{dt}{s} - \frac{s^{1/3} + 1}{2s^{2/3}}
\]

and amortization parameter

\[
\ell = s - dt - \frac{s^{2/3} - s^{1/3}}{2}.
\]

We note that the above download rate is off of the optimal $1 - dt/s$ by only a $O(s^{-1/3})$ term; it converges asymptotically to the optimal rate $1 - dt/s$. Furthermore, it achieves this near-optimal download rate while requiring amortization only linear in $s$. We place these parameters in the context of [23], [6] in Figure 2.

\textbf{Table 2} Comparison of Theorem 22 to [23], [6]. When $q = O(1)$ and $s = \omega(1)$, the download rate in Theorem 22 approaches the optimal rate; while the amortization is asymptotically better.

<table>
<thead>
<tr>
<th></th>
<th>[23],[6]</th>
<th>Theorem 22</th>
</tr>
</thead>
<tbody>
<tr>
<td>Download Rate</td>
<td>$1 - dt/s$</td>
<td>$1 - dt/s - O(s^{-1/3})$</td>
</tr>
<tr>
<td>Amortization</td>
<td>$(s - dt) \log_{p^2}(s)$</td>
<td>$s - dt - O(s^{2/3})$</td>
</tr>
</tbody>
</table>
We can compare these download rates (and the amortization parameters required to achieve them) for up to 1,000 servers \( s \in (dt, 1000] \) in Table 3; we visualize this data in Figure 2.

The key takeaway from these numerical illustrations of Theorem 22 is that even in non-asymptotic parameter regimes, small concessions in rate result in notable savings in amortization.

Table 3 Comparison of download rates, amortization parameters from [23], [6] and Theorem 22 when \( d = t = 2 \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.92 69</td>
<td>0.75 42</td>
<td>-18% -39%</td>
</tr>
<tr>
<td>100</td>
<td>0.96 145</td>
<td>0.83 88</td>
<td>-13% -39%</td>
</tr>
<tr>
<td>200</td>
<td>0.98 294</td>
<td>0.88 182</td>
<td>-10% -38%</td>
</tr>
<tr>
<td>300</td>
<td>0.98 444</td>
<td>0.90 277</td>
<td>-8% -38%</td>
</tr>
<tr>
<td>400</td>
<td>0.99 594</td>
<td>0.91 373</td>
<td>-7% -37%</td>
</tr>
<tr>
<td>500</td>
<td>0.99 744</td>
<td>0.92 469</td>
<td>-7% -37%</td>
</tr>
<tr>
<td>1000</td>
<td>0.99 1494</td>
<td>0.94 951</td>
<td>-5% -36%</td>
</tr>
</tbody>
</table>

Figure 1 The left (right) plot compares the download rates (amortization parameters) of [23], [6] with that achieved by Theorem 22 when \( d = t = 2 \). The \( x \)-axis denotes the number of servers and ranges from 1 to 1,000,000 to illustrate the asymptotic convergence of Theorem 22 to the optimal rate of [23], [6] at a constant factor less amortization.

### 4.1 Hermitian Code Definition, Parameters

The construction proceeds by building an optimal labelweight code from Hermitian codes before applying the construction of Theorem 20 to derive the specification of a linear HSS scheme. We begin by recalling the definition and key properties of Hermitian codes. We defer a full treatment of this well-studied family of algebraic geometry codes to [30], [26].

Definition 23 (Hermitian Curve [30]). The (affine) Hermitian Curve is given by the planar curve

\[
g(x, y) = y^d + y - x^{q+1}.
\]
Definition 24 (Hermitian Code [26]). Let \( k \in \mathbb{Z}^+ \) and let \( M \subseteq \mathbb{F}_{q^2}[x, y] \) denote the set of all bi-variate polynomials \( f(x, y) \) with total degree \( \deg(f) < k \). Denote by
\[
\mathcal{Z} := \{(x, y) \in \mathbb{F}_{q^2}^2 : g(x, y) = 0\}
\]
the affine rational points of \( g \), and fix any arbitrary ordering of its elements. Then the \( k \)-dimensional Hermitian code \( \mathcal{H} \) is given by the set of codewords
\[
\mathcal{H} := \{ \text{ev}_\mathcal{Z}(f) : f \in M \}
\]
where \( \text{ev}_\mathcal{Z}(f) = (f(x, y) : (x, y) \in \mathcal{Z}) \) denotes the standard evaluation map.

Theorem 25 (Hermitian Code Parameters [26]). The \( k \)-dimensional Hermitian code \( \mathcal{H} \) is a linear code of length \( n = q^3 \) and rate \( k/n \) with minimum distance
\[
q^3 - k - \frac{q(q - 1)}{2} + 1.
\]

4.2 Proof of Theorem 22

We first show the following lemma.

Lemma 26. Let \( s = q^3, d, t \in \mathbb{Z}^+ \) for some prime power \( q \) such that \( s - dt > 0 \). There exists a linear code \( \mathcal{C} \subseteq \mathbb{F}_{q^2}^s \) and labeling function \( L : [n] \to [s] \) satisfying \( \Delta_L(\mathcal{C}) \geq dt + 1 \) with rate
\[
R = 1 - \frac{dt}{s} - \frac{s^{1/3} + 1}{2s^{2/3}}
\]
and dimension
\[
k = s - dt - \frac{s^{2/3} - s^{1/3}}{2}.
\]

Proof. Let \( \mathcal{H} \) be the \( k \)-dimensional Hermitian code defined over alphabet \( \mathbb{F}_{q^2} \). By Theorem 25, such a code has length \( n = s = q^3 \).

Allowing dimension \( k \) to be as specified in Equation 2, it follows from Equation 1 that \( \Delta(\mathcal{H}) \) is given by
\[
s - \left( s - dt - \frac{s^{2/3} - s^{1/3}}{2} \right) - \frac{s^{1/3}(s^{1/3} - 1)}{2} + 1 = dt + 1.
\]
The rate of \( \mathcal{H} \) is given by
\[
R_{\mathcal{H}} = \frac{1}{s} \left( s - dt - \frac{s^{2/3} - s^{1/3}}{2} \right) = 1 - \frac{dt}{s} - \frac{s^{1/3} + 1}{2s^{2/3}}.
\]
Set \( \mathcal{H} = \mathcal{C} \) and \( L : [s] \to [s], x \mapsto x \); it immediately follows that \( R_{\mathcal{H}} = R_{\mathcal{C}} \) and \( \Delta(\mathcal{H}) = \Delta_L(\mathcal{C}) = dt + 1 \), as desired.

We are now prepared to prove Theorem 22 by applying Theorem 20.

Proof of Theorem 22. By Lemma 26, there exists a linear code \( \mathcal{C} \subseteq \mathbb{F}_{q^2}^s \) and a labeling \( L : [s] \to [s], x \mapsto x \) such that \( \Delta_L(\mathcal{C}) \geq dt + 1 \); furthermore \( \mathcal{C} \) has dimension
\[
\ell = s - dt - \frac{s^{2/3} - s^{1/3}}{2}.
\]
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and rate

\[ R = 1 - \frac{dt}{s} - \frac{s^{1/3} + 1}{2s^{2/3}}. \]

By Theorem 20, the existence of such a labelweight code is equivalent to the existence of a linear HSS scheme with corresponding parameters; in particular, there exists a \( t \)-private, \( s \)-server, \( \mathbb{F}_q \)-linear HSS scheme \( \pi = \pi(\text{Share}, \text{Eval}, \text{Rec}) \) that achieves download rate \( \text{DownloadRate}(\pi) = R \) and amortization parameter \( \ell \). ▶

5 Linear HSS from Goppa Codes

In this section we construct a family of linear HSS schemes from Goppa codes; unlike Theorem 22, these schemes do not achieve asymptotically optimal rate. However, this family of schemes stands apart from those of Theorem 22 by allowing us to compute over the binary field regardless of the number of servers employed. Furthermore, such schemes achieve a super-constant factor of amortization savings at practical server counts. We first state the result before considering its performance in realistic parameter regimes.

▷ Theorem 27. Let \( t, t, s, d, m, u \) be positive integers satisfying \( m \geq d \), \( s - dt > 0 \), and \( s = 2^u \), where

\[ u > \log_2 \left( \frac{2(dt)^2 - 4dt + 2(dt + 1) \sqrt{(dt)^2 - 2dt + 2} + 3}{d} \right). \]

Then there exists an explicit \( t \)-private, \( s \)-server HSS \( \pi = (\text{Share}, \text{Eval}, \text{Rec}) \) for some non-trivial \( F \subseteq \text{POLY}_{d,m}(\mathbb{F}_2) \) with

\[ \text{DownloadRate}(\pi) = 1 - \frac{udt}{s} \]

and amortization parameter \( \ell = s - udt \).

Noting that \( u \geq 3 \) for all \( d, t \in \mathbb{Z}^+ \), we see that the download rate does not converge asymptotically to \( 1 - dt/s \) as the construction of Theorem 22 does; however, we show in Table 4 that for small parameter values, Theorem 27 vastly outperforms Theorem 22 in terms of preserving rate and saving on amortization. In particular, compared to Theorem 27, the construction of Theorem 27 concedes less rate while delivering an order-of-magnitude savings in amortization in practical parameter regimes. We illustrate these results graphically in Figure 2.

Table 4 Comparison of Download Rates and Amortization Values with Percentage Differences between FIKW and Goppa.

<table>
<thead>
<tr>
<th># Servers</th>
<th>DL Rate</th>
<th>Amortize</th>
<th>Theorem 27</th>
<th>DL Rate</th>
<th>Amortize</th>
<th>% Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>DL Rate</td>
<td>Amortize</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.93</td>
<td>360</td>
<td>0.65</td>
<td>42</td>
<td>-31%</td>
<td>-88%</td>
</tr>
<tr>
<td>128</td>
<td>0.96</td>
<td>868</td>
<td>0.82</td>
<td>106</td>
<td>-15%</td>
<td>-88%</td>
</tr>
<tr>
<td>256</td>
<td>0.98</td>
<td>2016</td>
<td>0.91</td>
<td>234</td>
<td>-7%</td>
<td>-88%</td>
</tr>
<tr>
<td>512</td>
<td>0.99</td>
<td>4572</td>
<td>0.96</td>
<td>490</td>
<td>-3%</td>
<td>-89%</td>
</tr>
<tr>
<td>1024</td>
<td>0.99</td>
<td>10200</td>
<td>0.98</td>
<td>1002</td>
<td>-1.8%</td>
<td>-90%</td>
</tr>
<tr>
<td>2048</td>
<td>0.99</td>
<td>22484</td>
<td>0.99</td>
<td>2026</td>
<td>-0.9%</td>
<td>-91%</td>
</tr>
</tbody>
</table>
Figure 2 The left (right) plot compares the download rates (amortization parameters) of [23], [6] with that achieved by Theorem 27 when \( d = t = 2 \). The x-axis represents the number of servers and ranges from 1 to 512. This emphasizes the super-constant amortization savings of Theorem 27 at practical parameter regimes relative to [23], [6], with small concessions to rate.

5.1 Goppa Code Definition, Parameters

The proof of Theorem 27 is constructive; it proceeds by building an optimal labelweight code from Goppa codes before applying the construction of Theorem 20 to arrive at a linear HSS scheme with the desired properties. We begin by recalling the definition and key properties of binary Goppa codes, deferring a fuller treatment to [5], [24].

Definition 28 (Goppa Polynomial [5]). For some \( n \in \mathbb{Z}^+ \), fix \( V = \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{F}_{2^u} \), \( u \in \mathbb{Z}^+ \). A Goppa polynomial is a polynomial

\[
g(x) = g_V(x) = g_0 + g_1 x + \cdots + g_r x^r \in \mathbb{F}_{2^u}[x]
\]
satisfying \( \deg(g) = r \) and \( g(\alpha_i) \neq 0 \) for all \( \alpha_i \in V \).

Given the definition of the Goppa polynomial above, we can define a binary Goppa code.

Definition 29 (Goppa Codes [5]). Let \( n, u, r \in \mathbb{Z}^+ \). Fix \( V = \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{F}_{2^u} \), \( u \in \mathbb{Z}^+ \) and let \( g_V \in \mathbb{F}_{2^u}[x] \) be a Goppa polynomial of degree \( r \). Then the Goppa code is the set of codewords given by

\[
\Gamma_{n,u,r} = \Gamma_{n,u,r}(g, V) := \left\{ c = (c_1, \ldots, c_n) \in \mathbb{F}_{2^n} : \sum_{i=1}^n \frac{c_i}{x - \alpha_i} \equiv 0 \mod g(x) \right\}
\]

The parameters of Goppa codes are given by the following theorem.

Theorem 30 (Goppa Code Parameters [5]). For \( n, u, r \in \mathbb{Z}^+ \) let \( \Gamma = \Gamma_{n,u,r} \) be a binary Goppa code as in Definition 29. Then \( \Gamma \) is a linear code of length \( n \), dimension \( k \geq n - ur \), and minimum distance \( d(\Gamma) \geq r + 1 \).

The parameters given by Theorem 30 only allow us to determine rate and minimum distance up to a lower bound, making it difficult to ascertain download rate and amortization when used to construct linear HSS schemes. Fortunately, these lower bounds are known to be sharp under additional assumptions. The following theorem gives one such instance.
Theorem 31 ([31]). Fix \( u, r \in \mathbb{Z}^+ \) satisfying
\[
2r - 2 < \frac{2^n - 1}{2n/2}.
\]
and let \( g \in \mathbb{F}_{2^n}[x] \) be a Goppa polynomial of degree \( r \) with no repeated roots. Set \( V = \mathbb{F}_{2^n} \) and let \( \Gamma = \Gamma_{n, u, r}(g, V) \) be a Goppa code as in Definition 29. Then \( \Gamma \) is a binary linear code with dimension precisely \( k = n - ur \).

We observe that, performing the appropriate manipulations, Equation 3 is satisfied for all \( u \geq \max \left\{ \left\lceil \log_2 \left( 2\left( dt \right)^2 - 4dt + 2\left( dt + 1 \right) \sqrt{(dt)^2 - 2dt + 2 + 3} \right) \right\rceil, \right. \)
\[
\left. \log_2 \left( 2\left( dt \right)^2 - 4dt + 2\left( dt + 1 \right) \sqrt{(dt)^2 - 2dt + 2 + 3} \right) + 1 \right\}.
\]

5.2 Proof of Theorem 27

In this section we prove Theorem 27. We first show the following lemma.

Lemma 32. Let \( s, d, t, u \in \mathbb{Z}^+ \) satisfy \( s - dt > 0 \) and \( s = 2^u \), where
\[
u = \max \left\{ \left\lceil \log_2 \left( 2\left( dt \right)^2 - 4dt + 2\left( dt + 1 \right) \sqrt{(dt)^2 - 2dt + 2 + 3} \right) \right\rceil, \right. \)
\[
\left. \log_2 \left( 2\left( dt \right)^2 - 4dt + 2\left( dt + 1 \right) \sqrt{(dt)^2 - 2dt + 2 + 3} \right) + 1 \right\}.
\]

There exists a linear code \( C \subseteq \mathbb{F}_2^s \) and labeling function \( L : [n] \to [s] \) satisfying \( \Delta_L(C) \geq dt + 1 \) with rate \( R = 1 - ud/s \) and dimension \( \ell = s - udt \).

Proof. Fix \( V = \mathbb{F}_{2^n} \) and let \( g \in \mathbb{F}_{2^n}[x] \) be an irreducible polynomial of degree \( r = dt \); set \( n = 2^u \). Let \( \Gamma = \Gamma_{n, u, r}(g, V) \) be the binary Goppa code given by Definition 29. It follows from Equation 5 and the observation of Equation 4 that \( \Gamma \) has dimension \( k = n - ur = s - udt \).

It follows from Theorem 30 that \( \Gamma \) has minimum distance \( d(\Gamma) \geq r + 1 = dt + 1 \). Set \( C = \Gamma \) and define \( L : [n] \to [s], x \mapsto x \) to be the identity labeling. It immediately follows that \( C \) has the desired rate and dimension.

It is now straightforward to prove Theorem 27 by leveraging Theorem 20.

Proof of Theorem 27. By Lemma 32, there exists a linear code \( C \subseteq \mathbb{F}_2^s \) and a labeling \( L : [s] \to [s] \) such that \( \Delta_L(C) \geq dt + 1 \); furthermore \( C \) has dimension \( \ell = s - udt \) and rate \( R = 1 - udt/s \). By Theorem 20, the existence of such a labelweight code is equivalent to the existence of a linear HSS scheme with corresponding parameters.
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A Linear HSS from Random Codes

In this section we show that the natural random coding approach does not appear to yield linear HSS schemes that meaningfully outperform the $\ell = O(s \log(s))$ amortization parameter required by [23], [6]. Indeed, the standard argument established that random linear codes correspond to linear HSS schemes that can attain good download rates, but – like [6, 23] – only with large amortization parameters.

A.1 Notation

To justify the notion that “random labelweight codes don’t outperform Reed-Solomon codes in linear HSS amortization”, we proceed by generalizing the well-known Gilbert-Varshamov Bound to the labelweight setting. One standard proof of this result (see, e.g., [25]) analyzes the distance of a random linear code, and we follow the same path here. We first introduce some notation.

Definition 33 (Labelweight Ball). Let $L : [n] \rightarrow [s]$ be a surjective labeling. We define the labelweight ball $B_L(r)$ of radius $0 \leq r \leq n$ to be the set

$$B_L(r) := \{ c \in \mathbb{F}_q^n : \Delta_L(c) \leq r \}$$

and define the volume of the labelweight ball to be $\text{Vol}_L(r) = |B_L(r)|$.

For the purposes of our analysis, we consider only a fixed labeling function.

Assumption 1. Let $n, s, w \in \mathbb{Z}^+$ such that $n = sw$. In this section we will only consider the labeling

$$L : [n] \rightarrow [s], x \mapsto \left\lfloor \frac{x}{s} \right\rfloor.$$
When paired with a code of length $n$, this balanced labeling simply labels the first $w$ coordinates with 1, the second $w$ coordinates with 2, and continues analogously until the last $w$ coordinates are labeled with $s$. Intuitively, for fixed $n,s \in \mathbb{Z}^+$, such a balanced labeling pattern maximizes labelweight in expectation over random linear codes.

Under this fixed, balanced labeling function of Assumption 1, we have the following algebraic formulation of labelweight ball volume.

**Observation 34.** Let $n,s,w,r \in \mathbb{Z}^+$ such that $n = sw$ and $0 \leq r \leq n$. Then

$$\text{Vol}_{L}(r) = |B_{L}(r)| = \sum_{i=0}^{r} \binom{s}{i} (q^w - 1)^i.$$ 

Finally, we will need to define relative labelweight for labelweight codes, which is the natural analogue of relative minimum distance for linear codes.

**Definition 35 (Relative Labelweight).** Let $C \subseteq \mathbb{F}_q^m$ be a linear code and $L : [n] \rightarrow [s]$ a surjective labeling such that $\Delta_{L}(C) = d$. We define the relative labelweight of $C$ to be $\delta = d/s$.

### A.2 Generalization of $q$-ary Entropy

In the standard proof of the Gilbert-Varshamov bound, the volume of a Hamming ball is estimated by the $q$-ary entropy function. To generalize the proof to labelweight, we introduce the following generalization of the $q$-ary entropy function, which captures the volume of labelweight balls.

**Definition 36 (Generalized $q$-ary Entropy).** Let $q \geq 2$, $w \geq 1$. For $x \in (0,1)$, we denote by $H_{q,w}(x)$ the generalized $q$-ary entropy function:

$$H_{q,w}(x) = x \log_q(q^w - 1) - x \log_q(x) - (1-x) \log_q(1-x),$$

where $H_{q,w}(0), H_{q,w}(1)$ are defined as the limit of $H_{q,w}$ as $x \rightarrow 0,1$, respectively.

Note that the case where $w = 1$ is the standard $q$-ary entropy function. We notice that, when properly normalized, the generalized entropy function can be approximated linearly.

**Observation 37.** For all $x \in [0,1-1/q^w]$, $x \leq w^{-1}H_{q,w}(x) \leq x + \log_q(2^{1/w})$.

**Proof.** Observe that

$$g(x) := w^{-1}H_{q,w}(x) - x = w^{-1} \left( x \log_q(q^w - 1) - x \log_q(x) - (1-x) \log_q(1-x) \right) - x \leq w^{-1} \left( -x \log_q(x) - (1-x) \log_q(1-x) \right).$$

Since $-x \log_q(x) - (1-x) \log_q(1-x)$ is a concave function which attains its maximal value when $x = 1/2$, it follows that $w^{-1}H_{q,w}(x) - x \leq w^{-1} \log_q(2)$ as desired. The lower bound follows from observing that $g$ is itself a concave function, since

$$g''(x) = -\frac{1}{w \cdot x \cdot (1-x) \cdot \ln(q)} \leq 0 \forall x \in [0,1-1/q^w]$$

and that its values at the endpoints of the domain $[0,1-1/q^w]$ are non-negative; i.e., $g(0), g(1-1/q^w) \geq 0$.

Equipped with this definition, our goal becomes to express the volume of a given labelweight ball in terms of the generalized entropy function. To do so, we note two helpful relations; we omit the proofs, which are elementary algebraic manipulations.
Observation 38. Let \( s, p \in \mathbb{R} \) such that \( s \geq 0 \). Then
\[
q^{-sH_{q,w}(p)} = (1 - p)^{(1 - p)s} \left( \frac{p}{q^w - 1} \right)^{ps}
\]

Observation 39. Let \( w \in \mathbb{Z}^+ \) and \( p \in [0, 1) \) satisfy \( 0 \leq p \leq 1 - 1/q^w \). Then
\[
\frac{p}{(1 - p)(q^w - 1)} \leq 1.
\]

We now give the volume of a labelweight ball in terms of the generalized entropy function.

Lemma 40. Let \( s, w \in \mathbb{Z}^+ \) and \( p \in [0, 1) \) satisfy \( 0 \leq p \leq 1 - 1/q^w \) and \( ps \in \mathbb{Z}^+ \). Then
\[
\text{Vol}_L(ps) \leq q^{-sH_{q,w}(p)}.
\]

Proof. Observe that
\[
1 = (p + (1 - p))^s = \sum_{i=0}^{s} \binom{s}{i} p^i (1 - p)^{s-i} \geq \sum_{i=0}^{ps} \binom{s}{i} p^i (1 - p)^{s-i}.
\]

Multiplying through by \( 1 = (q^w - 1)^i/(q^w - 1)^i \) and applying Observation 39 yields
\[
1 \geq \sum_{i=0}^{ps} \binom{s}{i} (q^w - 1)^i (1 - p)^s \left( \frac{p}{(1 - p)(q^w - 1)} \right)^{ps}.
\]

Finally, applying Observation 38 yields
\[
1 \geq \sum_{i=0}^{ps} \binom{s}{i} (q^w - 1)^i q^{-sH_{q,w}(p)} \]
\[
= \text{Vol}_L(ps)q^{-sH_{q,w}(p)}.
\]

A.3 Gilbert-Varshamov Bound for Random Labelweight Codes

We are finally equipped to prove a generalization of the Gilbert-Varshamov bound for labelweight codes. This generalization will quantify the rate, and labelweight trade-off we can guarantee through random linear codes; viewed through the lens of Theorem 20, this tells us the download rate and amortization parameters that can be guaranteed by linear HSS scheme constructed from random linear codes.

Theorem 41. For \( q \geq 2 \), let \( n, s, w \in \mathbb{Z}^+ \) satisfy \( n = sw \). Let \( \delta \in [0, 1 - 1/q^w] \) satisfy \( \delta s \in \mathbb{Z}^+ \). For \( \varepsilon \in [0, 1 - H_{q,w}(\delta)] \), let
\[
k = n - sH_{q,w}(\delta) - n\varepsilon
\]
and let \( G \in \mathbb{F}_q^{k \times n} \) be chosen uniformly at random.

Then with probability \( > 1 - q^{-\varepsilon n} \), \( G \) is the generator matrix of a length \( n \), dimension \( k \), and relative labelweight \( \geq \delta \) linear code with rate
\[
R = 1 - \frac{sH_{q,w}(\delta)}{n} - \varepsilon.
\]

Note that when \( n = s \) and \( w = 1 \), Theorem 41 becomes the standard Gilbert-Varshamov Bound. Before we show the proof of Theorem 41, we interpret its statement in terms of linear HSS parameters.
Example 42. Let $s, d, t \in \mathbb{Z}^+$ satisfying $s - dt > 0$ parameterize a linear HSS scheme as in Definition 7. Let $s$ be as stated in Theorem 41 and set $\delta = (dt + 1)/s$.

For the sake of illustration, suppose $w = \log_q(s)$ and $\varepsilon > 0$ a negligible constant. Let $\mathcal{C}$ denote the linear code with properties guaranteed by Theorem 41 and let $\pi$ denote the $t$-private, $s$-server linear HSS constructed from $\mathcal{C}$ as in Theorem 20. Applying Observation 37 to Theorem 20, $\pi$ has download rate at most

$$\text{DownloadRate}(\pi) \leq 1 - \frac{dt + 1}{s} - \varepsilon = 1 - \frac{dt}{s} - O(s^{-1})$$

with amortization parameter at least

$$\ell \geq (1 - \varepsilon)s \log_q(s) - s \log_q(2) - (dt + 1) \log_q(s) = \Omega(s \log(s))$$

for sufficiently small $\varepsilon$. In particular, we note that such a construction has an amortization parameter (at least) on the same $\Omega(s \log(s))$ order as that of [23], [6], while achieving a rate comparable to that of our Hermitian code-based construction of Theorem 22. We summarize this situation in Table 5.

Table 5 Comparison of Theorem 22 to Example 42.

<table>
<thead>
<tr>
<th>Thm. 22 (Hermitian code-based)</th>
<th>Ex. 42 (Random code-based)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Download Rate</td>
<td>$1 - dt/s - O(s^{-1/3})$</td>
</tr>
<tr>
<td>Amortization</td>
<td>$s - dt - O(s^{2/3})$</td>
</tr>
<tr>
<td></td>
<td>$\Omega(s \log(s))$</td>
</tr>
</tbody>
</table>

We conclude this section by proving Theorem 41.

Proof of Theorem 41. Let $\mathcal{C} = \{mG : m \in \mathbb{F}_q^k\}$ be the linear code generated by $G$. It suffices to show that $\Delta_L(mG) \geq d$ for all non-zero $m$.

Accordingly, let $m \in \mathbb{F}_q^k$ be a uniformly random non-zero vector; then $mG$ is uniformly distributed over $\mathbb{F}_q^n$. It follows from Lemma 40 that

$$\Pr[\delta_L(mG) < d] = \frac{\text{Vol}_L(d - 1)}{q^n} \leq \frac{q^{KH_{2,\omega}(5)}}{q^n} = q^{-k}q^{-n\varepsilon}.$$ 

Taking the Union Bound over all $m \in \mathbb{F}_q^k$ yields the observation that with probability $1 - q^{-n\varepsilon}$, $\Delta_L(\mathcal{C}) \geq d$ as desired. ◀
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1 Introduction

1.1 Motivation and Main Results

Background. Use of the RSA function \( f_{N,e}(x) = x^e \mod N \) where \( N = pq \) is ubiquitous in practice, and attacks against it have been the subject of intensive study, see e.g. [4]. A key question about its security is its relationship to factoring \( N \). While it is trivial to see that factoring \( N \) allows one to invert RSA, the converse is a major open problem. To make progress on this question, researchers have studied it in restricted (aka. idealized) models of computation. To our knowledge, this approach was initiated by Boneh and Venkatesan [5], who showed that a reduction from factoring to low-exponent RSA that is a straight-line program (SLP) gives rise to an efficient factoring algorithm. An SLP is simply an arithmetic program (performing only ring operations) that does not branch. A complementary approach, which we pursue in this work, is to consider RSA adversaries that are restricted. The best known result of this nature is due to Aggarwal and Maurer (which we abbreviate as AM) [1], who showed that breaking RSA and factoring are equivalent wrt. so-called “generic-ring algorithms” (GRAs), namely ones that treat the ring \( \mathbb{Z}_N \) like a black-box, only performing ring operations and equality checks that allow branching. Put another way, GRAs work in any efficient ring isomorphic to \( \mathbb{Z}_N \). Note that SLPs are a special case of GRAs.

In the context of any cryptographic problem or protocol it is valuable to consider preprocessing attacks, because an adversary may be willing to perform highly intensive computation to break many instances of the problem, if that computation only has to be performed once. To model this, one considers an unbounded algorithm that produces a short “advice” string that can be used to efficiently solve a problem instance once it becomes known (much more efficiently than without the advice string). Note that above-mentioned attacks on RSA from [4] do not take advantage of preprocessing. However, in the preprocessing setting, Bernstein and Lange [3] describe a Number Field Sieve (NFS) with preprocessing, based on work by Coppersmith [7], which significantly reduces the exponent in the running-time compared to the standard NFS factoring algorithm, and they use this to get an improved attack on RSA. Thus, a natural question is:

Does the relationship between RSA and factoring fundamentally change in the preprocessing setting?

The Need for a New Model. To answer this question, we need to formalize a model of computation for this setting. The generic ring model (GRM) of AM considers an algorithm (called a generic ring algorithm or GRA) models generic computation on \( \mathbb{Z}_N \) via a directed acyclic graph where nodes are labelled with constants (or the input indeterminate) in \( \mathbb{Z}_N \) and operations (+, ×, ÷); execution corresponds to a walk in the graph according to suitable rules. Now, it is instructive to see why this model, extended to the preprocessing setting in the obvious way, is not suitable. In such an extension, at the end of the preprocessing stage, the adversary outputs a GRA to run in the online stage. But then observe that the best the adversary against RSA with preprocessing is the one that simply outputs, in the preprocessing stage, a GRA of size at most some \( T \) that obtains optimal advantage, where the advantage is computed with respect to the random choice of \( N \) with bitlength at most security parameter \( \kappa \) and random choice of \( y = x^e \mod N \). The description of this optimal GRA would then be passed to the online stage. This model, however, does not capture our intuition for the best-possible preprocessing attack against RSA in the GRM. For example, the following simple adversary is better but not captured: During preprocessing,
it picks many instance-solution pairs $((N_1, e_1, x_1^{e_1} \mod N_1), x_1), \ldots, ((N_i, e_i, x_i^{e_i} \mod N_i), x_i)$ and inserts them into a hash table, then outputs this hash table as well as the aforementioned optimal GRA. Then, in the online stage, it performs a hash table lookup on the input RSA instance $(N^*, e^*, y^*)$ to obtain a list of possible preimages $x_1^*, \ldots, x_j^*$ (these all being stored in the same location in the hash table). It returns $x_k^*$ such that $(x_k^*)^{e^*} \mod N^* = y^*$ if it exists, and runs the optimal GRA otherwise. This attack is not captured because the hash table lookup uses the bit-representation of the RSA instance, while a GRA is agnostic of the particular representation of the ring. However, the attack is still “generic” because it works for any bit-representation of the ring (not just the canonical encoding of $\mathbb{Z}_N$). While this is a simple example, it captures techniques originating from Hellman tables [19], a common strategy for preprocessing algorithms in practice. In other words, such strategies crucially use the bit-representation of the problem instance.

Our New “GRM-with-Preprocessing” Model. To capture these types of representation-specific strategies, we will associate integers $y$ of bitlength at most $\kappa$ with random labels. We note that Damgård and Koprowski [12] and later Dodis et al. [15] previously considered random labels to model the multiplicative group $\mathbb{Z}_N^*$ (with $N$ known to the adversary); it has not been done for the full ring $\mathbb{Z}_N$. (See below for a detailed comparison with these works.) That is, in our model, we consider an injective mapping $\pi$ that encodes every element in $\{0, 1\}^\kappa$ as a unique random string in $\{0, 1\}^m$, where $m > \kappa$. We let the unbounded preprocessing algorithm read the entire description $\pi$ and perform arbitrary computation. It produces a short advice string state that is passed to the online phase. The online algorithm is split into two parts, an intermediate algorithm, and a GRA. The intermediate algorithm is non-generic and gets the RSA instance $(N^*, e^*, \pi((x^*)^{e^*} \mod N^*))$, where $N^* = pq$ has bit-length $\kappa$, but does not get access to $\pi$. This intermediate algorithm is what allows computation that depends on the bit-representation of the RSA instance, so that the next online stage can leverage the result in addition to the advice from the preprocessing stage. The intermediate algorithm outputs an oracle-aided GRA that computes relative to $\pi$, which we then run on the RSA instance. By “relative to $\pi$,” we mean an addition step of the oracle-aided GRA takes as input two strings $y_1, y_2 \in \{0, 1\}^m$ and outputs $\pi(\pi^{-1}(y_1) + \pi^{-1}(y_2) \mod N))$. (Multiplication and division proceed analogously.) We call $S = \text{state}$ the space of the adversary and its running-time is specified by the pair $(T_1, T_2)$, where $T_1$ is the runtime of the intermediate algorithm, and $T_2$ is the run-time of the GRA output by the intermediate algorithm. (Note that we require that $T_2 \leq T_1$.) We refer to this model as the “GRM-with-preprocessing” for simplicity. It is instructive to see that the simple adversary related to Hellman tables above is captured by this. It is because the intermediate algorithm can perform a hash table lookup on the input RSA instance $(N^*, e^*, y^* = \pi((x^*)^{e^*} \mod N^*))$ to get a list $\pi(x_1^*), \ldots, \pi(x_j^*)$ of possible preimages, returning the GRA that on input $y^*$ returns $\pi(x_k^*)$ such that $y^* = \pi(x_k^*)^{e^*} \mod N^*$ if it exists (note finding this value uses access to $\pi$, i.e., the ring operations) and runs the aforementioned optimal GRA otherwise. We view the GRM-with-preprocessing model as a main conceptual contribution of our work and contend that it faithfully captures our intuition for preprocessing attacks in the GRM.

We note that the study of upper and lower bounds on preprocessing in idealized models was pioneered by Corrigan-Gibbs and Kogan (CK) [10], who treated discrete-log-related problems in the case of groups. (See a more detailed comparison below.) Our modeling above follows their approach, but a key difference is that in their setting the group is fixed throughout the offline and online phase, whereas in our setting the group is fixed together with the RSA instance only in the online phase. Moreover, while the proofs of
our results (described in Section 2) like those of CK use compression, the details differ substantially. For example, we do not use the random self-reducibility of RSA, whereas CK rely on self-reducibility of discrete log. This makes our results potentially applicable to broader settings.

A Result in the Random Injective Function Model. We present two main results below, which both emanate from a more basic result in random injective function model (RIM). In the RIM, the adversary has access to a random injective function with suitable parameters. We show that in the GRM-with-preprocessing model, any RSA algorithm with preprocessing implies the existence of a factoring algorithm with preprocessing in the RIM, with polynomially related parameters. This gets us a long way in answering our question for RSA algorithms in the GRM-with-preprocessing model and shows that the relationship of RSA and factoring does not fundamentally change in this setting, as long as we permit the factoring algorithm to operate in the RIM.

▶ Theorem 1 (Informal). Suppose there is an RSA adversary in the GRM-with-preprocessing model with space $S_r$ and running-time $(T_1, r, T_2, r)$ that succeeds with probability $\epsilon_r$. Then there is a factoring adversary in the random injective function model (RIM) with space $S_f = S_r + O(1)$ and running-time $T_f = \text{poly}(\kappa, T_1, r, T_2, r, 1/\epsilon_r)$ that succeeds with probability $\epsilon_f = \text{poly}(\epsilon_r)$.

See Theorem 7 for the formal statement. We will explain the bounds (which are identical) in the context of our random oracle model result below. Since our model allows an inefficient preprocessing phase, the RI function cannot easily be removed from our final factoring algorithm while maintaining the desired polynomially related space complexity and runtime from Theorem 1. The reason is that in the preprocessing phase of the factoring algorithm, the entire RI function could be queried and global information about it could be stored in the preprocessing advice. In this case, it is no longer possible for the online part of the factoring algorithm to simulate the RI “on the fly” since the responses generated by the simulator need to be consistent with the global information learned in the preprocessing phase. One approach to removing the RI would be to show that the global information about the random injective function (which has length $S_f$) can be simulated by fixing the input/output of some set of some $q$ queries to the random injective function, and showing that any remaining queries not in this set can still be chosen “on the fly.” This “bit-fixing” technique has been studied in a number of works, e.g. [9, 14]. However, this line of work proved a lower bound that $q$ must be larger than $S_f T_f / (\epsilon_f)^2$ for simulation by the plain-model adversary to be $\epsilon_f$-indistinguishable to an RIM adversary making $T_f$ queries (note that we require $\approx \epsilon_f$-indistinguishability to guarantee that the factoring algorithm in the plain model still succeeds with probability $\text{poly}(\epsilon_f) = \text{poly}(\epsilon_r)$). For us, this would lead to trivial parameter settings. We show how to remove the RI function using an alternative argument below.

In particular, we extend the RIM result in two ways.

A result in the random oracle model. We first note that the RIM is much less natural to study factoring-with-preprocessing in than its counterpart the random oracle model (ROM) [2], hence we would like a result in the latter. The classical result of Luby and Rackoff shows that a 4-round Feistel network with random oracles in place of round functions is indistinguishable from a random permutation with forwards and backwards access. However, the distinguishing probability of an (unbounded) adversary is $\Omega(\kappa^2 q^2)$, where $\kappa/2$ is the input/output length of the random oracle, and $q$ is the number of queries made by the adversary, and this bound is known to be tight. In the preprocessing setting, the adversary
can query the entire random oracle $q = 2^{\kappa/2}$, and so the distinguishing probability becomes vacuous. We present a technique to lift the Luby-Rackoff result to the case of unbounded preprocessing by using a slight modification of a 4-round Feistel network to implement a random injective function, instead of a random permutation. This 4-round Feistel will use round functions with input/output length $m/2$ to implement an injective function with domain size of $2^\kappa \ll 2^{m/2}$ and will thus circumvent the issue discussed above. We thus obtain the following result (see Theorem 11 for the formal statement), with the same concrete bounds as the RIM result.

▶ Theorem 2 (Informal). Suppose there is an RSA adversary in the GRM with preprocessing model with space $S_r$ and running-time $(T_{1,r},T_{2,r})$ that succeeds with probability $\epsilon_r$. Then there is a factoring adversary in the random oracle model (ROM) with space $S_f = S_r + O(1)$ and running-time $T_f = \text{poly}(\kappa,T_{1,r},T_{2,r},1/\epsilon_r)$ that succeeds with probability $\epsilon_f = \text{poly}(\epsilon_r)$.

Note that the space complexity of our factoring algorithm is essentially the same as that of the RSA algorithm, namely $S + O(1)$. In terms of time complexity and success probability, our bounds are similar to those achieved by AM, which is to be expected. We differ from AM in that the success probability of our factoring algorithm $\epsilon_f$ depends only on $\epsilon_r$, and not on $T_{1,r},T_{2,r}$. We discuss additional differences between the time complexity and success probability of our ROM factoring algorithm and that of AM in Section 4. We believe using the ROM for the above result is reasonable since prior work on space/time tradeoffs (such as the seminal results of Hellman [19] and Fiat-Naor [17]) either required a random oracle or achieved simplified algorithms/improved parameters in the random oracle model. Nevertheless, it begs the question of whether the situation could change in the plain model.

A result in the plain model. Above we explained why it is difficult to remove the RI function while maintaining the desired parameters. Nevertheless, by developing new techniques for our setting we are finally able to show the following theorem statement, which is in the plain model.

▶ Theorem 3 (Informal). Suppose there is an RSA adversary in the GRM with preprocessing model with space $S_r$ and running-time $(T_{1,r},T_{2,r})$ that succeeds with probability $\epsilon_r$. Then there is a factoring adversary in the plain model with space $S_f = O(S_r)$ and running-time $T_f = \text{poly}(\kappa,T_{1,r},T_{2,r},1/\epsilon_r)$ that succeeds with probability $\epsilon_f = \text{poly}(\epsilon_r)$.

The parameters are thus worse than what we obtain in the ROM, which is why we include the ROM result above. The main insight used for the plain-model result is to note that the online stage of the RI factoring algorithm we obtain has a particular form in which only a single uniformly random query is made to the forward direction of $\pi$, and a set of non-adaptive queries is made to the backward direction of $\pi^{-1}$. Combining a compression argument with a new argument based on a lemma of Drucker [16] (which to the best of our knowledge has not been previously used in a generic model setting) we are able to show that the online portion of the RIM factoring algorithm can be efficiently simulated in the plain model. Note, however, that we still include the ROM result above as it is obtained en route to our plain model result, illustrating many of our main techniques, and it enjoys a tighter reduction.

On Interpretation of our Results. To understand the significance of our results, it is helpful to recall the motivation for the GRM in the first place. AM explain that the GRM is an important computational model to consider for problems like RSA, where the adversary must output a function of its input that results in a ring element. As also mentioned below,
there exist decisional problems (e.g., Jacobi symbol computation) that are hard in the GRM but easy in $Z_N$. Nevertheless, this does not seem to affect the question of the hardness of RSA. Indeed, an interesting question for future work would be to extend our results to hold relative to a Jacobi symbol oracle. Now, moving onto our GRM-with-preprocessing model, we stress that the intermediate stage, being non-generic, can run standard factoring algorithms on $N$ such as NFS. Of course, if it simply factors $N$ to break RSA, there is nothing to show. However, our results demonstrate that such non-generic computation cannot be fruitfully combined with generic computation on the RSA instance to obtain a significantly faster-than-factoring attack on RSA. In other words, essentially the entire computation by an RSA adversary needs to be non-generic for such a speed-up to be possible.

Finally, both our model and main theorem are very general in the sense that they show existence of a factoring algorithm with polynomially related parameters for any setting of RSA parameters $T_{1,r}, T_{2,r}, S_r, \epsilon_r$ and for a general class of algorithms. That is, our result does not restrict the relationship between $(T_{1,r}, T_{2,r}, S_r)$ (other than the requirement that $T_{1,r} \geq T_{2,r}$, which is implied by the model) and we show that generic RSA with preprocessing implies factoring with preprocessing, even for unconventional parameter settings (such as setting $S_r$ to be larger than the time complexity of the best online factoring algorithm). We believe it is important to cover all parameter regimes, as this ensures that our result actually suggests a mathematical connection between the factoring and RSA problems themselves, rather than just showing that for the typical parameter settings used in practice the best factoring and RSA algorithms happen to have the same complexity.

**On Using Bit-Fixing Instead of Compression.** Another question is whether it is possible to rely on bit-fixing as alternative to our use of the compression technique (cf. [8]). That is, one would first show that an RSA algorithm of the form $(A_0, A_1, A_2)$ with advice of size $S_r$, making at most $T_r$ number of queries, and achieving success probability $\epsilon_r$, implies the existence of an RSA algorithm of the form $(A'_1, A'_2)$ making at most $T'_r$ number of queries, and achieving success probability $\epsilon'_r$ in the bit fixing model, which fixes the labelling function $\pi$ in $q$ locations. It is possible that the AM reduction could then be applied more directly to $(A'_1, A'_2)$ to obtain a factoring algorithm without going through a compression argument.

Unfortunately, similarly to the discussion above, this approach requires the number of fixed locations $q$ to be at least $S_r T_r / (\epsilon_r)^2$. Since $A'_1$ cannot itself make oracle queries, for it to be able to choose $A'_2$ adaptively in the bit-fixing model, the information about the $q$ fixed locations would need to be given to $A'_1$ as non-uniform advice. This would mean that the space of the RSA algorithm, and hence the resulting factoring algorithm, be at least $S_r T_r / (\epsilon_r)^2$, leading to trivial parameter settings.

**On our use of information-theoretic techniques.** We leverage information-theoretic techniques in three points in our proofs. First, in Section 4, we use a compression argument along with a theorem of De, Trevisan, Tulsiani [13] to show that the output of a successful RSA algorithm in the GRM with preprocessing model will satisfy a certain condition with high probability (see technical overview for more details). The condition being satisfied with high probability will then imply that the Aggarwal-Maurer factoring algorithm can be efficiently instantiated in the ideal cipher or random oracle model.

In Section 4.2, we use a different compression argument along with a theorem of Drucker [16] to show that our factoring algorithm (which invokes the Aggarwal-Maurer algorithm) in the ideal-cipher model can be efficiently simulated in the standard model by augmenting the preprocessing advice with a small table consisting of oracle query/response
pairs. Note that this argument is not straightforward, since the online part of the factoring algorithm must respond to queries consistently with the pre-processing information, and it is not clear that this can be done efficiently (e.g. sampling the responses of the ideal cipher “on-the-fly” can lead to inconsistencies with the pre-processing information which may depend on global properties of the oracle).

Finally, in the full version [11], we use a variant of the Fiat-Naor/Hellman tables [19, 17] to obtain a factoring algorithm with the required space, time complexity for a range of parameters that is not covered by our factoring algorithm (which invokes the Aggarwal-Maurer algorithm) from above.

1.2 Related Work

There is an extensive body of literature on the hardness of the RSA problem and its relationship to factoring. Boneh and Venkatesan [5] gave the first among these results. Their result shows that reducing low-exponent RSA from factoring using a straight-line reduction is as hard as factoring itself. A similar result by Joux et al. [20] shows that when given access to an oracle computing \( e \)th roots modulo \( N \) of integers \( x + c \) (where \( c \) is fixed and \( x \) varies), computing \( e \)th roots modulo \( N \) of arbitrary numbers becomes easier than factoring.

A more closely related line of work initiated by Brown [6] shows that for generic adversaries, computing RSA (or variants thereof), is as hard as factoring the modulus \( N \). Brown’s initial work considered only the case of SLPs without division and was subsequently extended by Leander and Rupp [22] to the case of GRAs without division. The work of Aggarwal and Maurer [1] finally showed that the problems are equivalent even for GRAs with division. A subsequent result of Jager and Schwenk showed that computing Jacobi symbols is equivalent to factoring for GRAs. Their result puts into question the soundness of the generic ring model (GRM), as it shows that there are problems which are hard in the GRM, but easy in the plain model. On the other hand, this result has no immediate implication for other computational problems like the RSA problems, which may still be meaningful to consider in the GRM. A recent work by Rotem and Segev also showed how the GRM can be used to analyze the security of verifiable delay functions [29].

The Generic Group Model (with Preprocessing). Starting with Nechaev [25], a long line of work has studied the complexity of group algorithm in the generic group model (GGM) [30, 24]. Algorithms in this model of Maurer [24] are restricted to accessing the group using handles and cannot compute on group elements directly. This makes it possible to prove information theoretic lower bounds on the running times and success probabilities of generic group algorithms for classic problems in cyclic groups (e.g., DLP, CDH, DDH). To the best of our knowledge, only two works have considered the RSA problem in idealized group models. The first of these work is due to Damgard and Koprowski [12] who ported Shoup’s generic group model [30] to the setting of groups with unknown order and showed the generic hardness of computing \( e \)th roots in this model. The second work is that of Dodis et al. [15] who considered the instantiability of the hash function in FDH-RSA. On the one hand, unlike the GRA model that we use for online adversary, they only model the multiplicative group \( \mathbb{Z}_N^* \) as generic. In other words, they do not allow the adversary to take advantage of the full ring structure of \( \mathbb{Z}_N \). On the other, their model allows the online adversary to perform arbitrary side computations. Recall that we do not allow such computations in our model, as the online adversary is a GRA. We face many additional technical issues due to this point as well as preprocessing. More recently, the work of Corrigan-Gibbs and Kogan [10] initiated the study of preprocessing algorithms in the GGM. They considered generic upper and
lower bounds for the discrete logarithm problem and associated problems. Their modelling approach is very similar to our own, in that the algorithm in the offline phase has access to the labelling oracle \( \pi \) and can pass an advice string of bounded size to the online phase of the algorithm. In addition to modeling differences mentioned above, they also consider adversaries who, in the online phase, may perform arbitrary side computations. Finally, the distinction between Maurer’s and Shoup’s GGM (i.e., whether or not a labeling function is used) was studied in detail by Zhandry [32]; to our knowledge, the analogous issue has not been studied for GRAs.

**The Algebraic Group Model.** More recently, a series of works has explored the algebraic group model [18] as a means to abstract the properties of the groups \( \mathbb{QR}_N \) and the multiplicative group \( \mathbb{Z}_N^* \) more faithfully. The work of Katz et al. [21] introduced a quantitative version of the algebraic group model called the strong algebraic group model to relate the RSW assumption [27] over \( \mathbb{QR}_N \) to the hardness of factoring (given that \( N \) is a product of safe primes \( p, q \)). Their model and ideas were extended to \( \mathbb{Z}_N^* \) by Stevens and van Baarsen [31] who gave a general framework for computational reductions in the (strong) algebraic group model over \( \mathbb{Z}_N^* \). Additionally, Rotem [28] reduces RSA to factoring in the algebraic group model over \( \mathbb{Z}_N^* \).

## 2 Technical Overview

Our main result shows that any generic attack on RSA with preprocessing gives rise to a factoring algorithms with preprocessing in the random oracle model and plain models with polynomially related parameters. We begin by recapping the subclass of RSA algorithms we consider, and then discuss the high level approach of our proof of equivalence.

**The RSA algorithm.** Recall that we consider RSA adversaries that are split into two “fixed” parts \( (A_0^*, A_1) \) and a third part \( G^\pi \) that is adaptively chosen by \( A_1 \) upon seeing the RSA instance. In more detail, \( A_0^* \) gets oracle access to \( \pi : \{0,1\}^* \to \{0,1\}^m \) and is completely unbounded both in terms of computation and number of queries to \( \pi \). \( A_0^* \) finally outputs a state \( s \) of size \( S_r \) (called \( A \)’s space). \( A_1 \) takes as input \( s \) and the RSA instance \( (N, e, \pi(y) = \pi(x^e)) \), runs in time \( T_{1,r} \), and outputs a GRA \( G^\pi \) of size \( T_{2,r} \). The GRA \( G^\pi \) is an oracle-aided program that computes relative to \( \pi \). In other words, each multiplication (resp. division, addition) step of \( G^\pi \) with inputs \( y_1, y_2 \) outputs \( \pi(\pi^{-1}(y_1) \cdot \pi^{-1}(y_2) \pmod{N}) \) (resp. \( \pi(\pi^{-1}(y_1) \cdot (\pi^{-1}(y_2) - 1) \pmod{N}) \)), \( \pi(\pi^{-1}(y_1) + \pi^{-1}(y_2) \pmod{N})) \). \( A_1 \) is computationally bounded but may run for superpolynomial time. However, it may not make any queries to the oracle \( \pi \). Finally, \( G^\pi \) takes as input \( \pi(y) \) and evaluates \( G^\pi(\pi(y)) \). In the following, we fix \( \pi \), a state \( s \) of some bounded size \( S_r \) output by \( A_0^* \), as well as a modulus \( N \) and value \( e \) with \( \gcd(e, \phi(N)) = 1 \). We consider the success probability \( \epsilon_r \) on input \( \pi(y) \) of \( A_1 \) relative to these fixed values in outputting \( G^\pi \) such that \( G^\pi(\pi(y)) = \pi(x) \) and \( x^e = y \pmod{N} \). Here, the success probability is taken over random choice of \( y \leftarrow \mathbb{Z}_N \) and coins of \( A_1 \). Fixing \( \pi \), state \( s \), \( N, e \) simplifies our discussion and can easily be justified by an averaging argument. Our final analysis, however, considers these values drawn from an appropriate distribution. Our goal is to construct a factoring algorithm with preprocessing and with parameters \( S_f, T_f, \epsilon_f \) (space, time, and success probability) that are polynomially related to \( S_r, T_{1,r}, T_{2,r}, \epsilon_r \). Specifically, we require that \( S_f = S_r + O(1), T_f = \poly(\kappa, T_{1,r}, T_{2,r}, 1/\epsilon_r) \) and \( \epsilon_f = \poly(\epsilon_r) \), where \( \kappa = \log(N) \) is security parameter. We consider algorithms with unbounded preprocessing. Moreover, the algorithm \( A_1 \) does not
have access to $\pi$, but can perform arbitrary (and superpolynomially many) operations after learning the modulus $N$ and the RSA instance $\pi(x^e)$. Only then does it hand over the remaining computation to the fully generic program $G^\pi$. In order for this to be possible, we must do several case analyses. To simplify this technical overview, we will henceforth conflate the online portion of algorithm’s running times by setting $T_r = T_{r,1} + T_{r,2}$.

In the following, we first restrict our attention to the special case where $A_1$ outputs a straight-line program (SLP) with addition/multiplication only (i.e., without equality checks). This special case already requires most of the key ideas of our proof. We then briefly explain how to extend our result to the case where $A_1$ may output a generic ring algorithm (GRA).

First case analysis: Fiat-Naor argument. In the case that $T_r \cdot S_r \geq \epsilon_r \cdot 2^e / 4$, we will completely ignore the RSA algorithm, and construct a different Factoring algorithm in the RO model “from scratch.” The idea is to use a theorem of Fiat and Naor [17], which extends Hellman’s seminal result on space/time tradeoffs for inversion of a random function [19], to obtain space/time tradeoffs for inversion of any function $f$. Specifically, Fiat and Naor consider an arbitrary function $f : D \rightarrow D$ and show that $f$ can be inverted with probability $1 - 1/|D|$ in the random oracle (RO) model with space $S$ and time $T$, as long as $S^2 \cdot T \geq |D|^3 \cdot q(f)$, where $q(f)$ is the probability that two random elements in $D$ collide under $f$. We apply Fiat-Naor to the factoring problem by viewing $f$ as the function that takes two $\kappa/2$ bit strings and multiplies them to obtain a $\kappa$-bit string, where $\kappa = \log(N)$. By carefully setting parameters and using properties of the second moment of the divisor function, to bound $q(f)$ as $q(f) \in O(\frac{1}{2^\kappa})$, we obtain a factoring algorithm $S_f = S_r$, $T_f = \text{poly}(\kappa) \cdot T_r^{1/2}$, and inversion probability $O(\epsilon_f)$. Note that all parameters are polynomial in the parameters of the RSA algorithm. See [11] for more details.

Factoring from RSA. We now consider the main parameter regime of interest, where $T_r \cdot S_r < \epsilon_r \cdot 2^e / 4$. In this parameter regime, we will show how to use the RSA algorithm to construct a factoring algorithm. However, before we can do that, we need to eliminate a crucial case in which the RSA algorithm is unhelpful for constructing a factoring algorithm. Let us first consider when and why the RSA algorithm is useful for factoring. Then we will show how to eliminate the remaining case.

Note that if $A$ is successful with probability $\epsilon_r$, then with probability $\epsilon_r$ the SLP $S$ output by $A_1$ is such that on a randomly chosen $y = x^e$, $S^\pi(\pi(y)) = \pi(x)$. We begin by defining an “inversion procedure” on SLP’s that, given $S$ with oracle access to $\pi$ and such that $S^\pi(\pi(y)) = \pi(x)$, outputs an SLP $S$ with no oracle access such that $S^\pi(y) = x$. (Crucially, the inversion procedure itself requires oracle access to $\pi$.) This, in turn, means that $y$ is a root of the SLP $S^\pi(Y)^e - Y$, with respect to formal variable $Y$. In AM’s analysis, they were able to conclude that if $A$ is successful, then $S^\pi(Y)^e - Y$ must have many roots. Then, they showed an algorithm that successfully factors, given as input a non-zero SLP $S^\pi(Y)^e - Y$ with a sufficiently large fraction of roots. In our setting, however, we cannot necessarily conclude this. This is because we allow $A_1$ to output a different SLP $S^\pi(\pi(y))$ after seeing input $\pi(y)$ (we use the notation $S^\pi(\pi(y))$ to emphasize that the chosen SLP may depend on $\pi(y)$). This means that the SLP $S^\pi(\pi(y))$ output by $A_1$ can be tailored to succeed on $\pi(y)$ and on only few other inputs. Note that it is possible for $A_1$ to maintain an overall high success probability with this strategy. So while w.h.p. $y$ itself must still be a root of the “inverted SLP” $S^\pi(\pi(y))^e - Y$, we are not guaranteed that $S^\pi(\pi(y))^e - Y$ has many roots overall. In this case, factoring fails.

\footnote{Their final algorithm actually requires only $k$-wise independent hash functions instead of a RO. For this overview, we assume a RO with $O(1)$ evaluation time.}
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The above reasoning leads to the second and third cases considered in our proof: The second case is that w.h.p. \( y \) is a root of \( \tilde{S}_{\pi(y)}(Y)^c - Y \), and \( \tilde{S}_{\pi(y)}(Y)^c - Y \) has at most \( J \) roots. The third case is that w.h.p. the SLP \( \tilde{S}_{\pi(y)}(Y)^c - Y \) has at least \( J \) roots. The second case will lead to contradiction due to a compression argument. We will therefore be left with a (comparatively simple) third case which will imply existence of a factoring algorithm using the arguments of AM.

**Second case analysis: Compression.** For this case, we show how to construct an encoding routine that compresses the function table of a random injection \( \pi \). Our main leverage to achieve this is the following idea. Suppose that \( y \) is a root of \( \tilde{S}_{\pi(y)}(Y)^c - Y \), and \( \tilde{S}_{\pi(y)}(Y)^c - Y \) has at most \( J \) roots. Then there is a space-efficient way for an encoding routine \( E^\pi \) (with oracle access to \( \pi \)) to transmit \( y \) to a decoder \( D \) (without oracle access to \( \pi \)) who knows only \( \tilde{S}_{\pi(y)} \): Simply output the index of \( y \) among the \( J \) roots of \( \tilde{S}_{\pi(y)}(Y)^c - Y \). (This takes \( \log(J) \) bits.) Intuitively, we save space when \( \log(J) \) is small compared to the trivial encoding of \( y \), which specifies the index of \( y \) among all pre-images that are not yet mapped to an image in the encoding which is being constructed by \( E^\pi \). Making this intuition rigorous, however, is quite challenging.

First, we must show how the encoder can efficiently transmit the description of \( \tilde{S}_{\pi(y)} \) to the decoder. We may assume that \( A_1 \) and state will be known to the decoder (we can include state in the encoding). However, to obtain the correct SLP \( \tilde{S}_{\pi(y)} \), the decoder must run \( A_1 \) on the correct random coins \( \rho \) and on the correct input \( \pi(y) \). Furthermore, \( A_1 \) is only guaranteed to output an SLP \( S^\pi_{\pi(y)} \) that is successful on \( \pi(y) \) w.h.p., when \( \pi(y) = \pi(x^\epsilon) \) and \( \rho \) are chosen uniformly at random. But we cannot afford to transmit the value of a random \( \pi(y) \), nor the value of random coins \( \rho \) of \( A_1 \), while still achieving compression. To solve both of these problems, we rely, as prior work of Corrigan-Gibbs and Kogan [10] did, on a lemma of De, Trevisan, and Tulsiani [13]. This lemma proves incompressibility of an element \( x \) from a sufficiently large set \( \mathcal{X} \) in a setting that allows the encoder and decoder to pre-share a random string of arbitrary length. For our purposes, this random string will allow us to both (1) select a random \( \pi(y) \) from the set of images whose preimages are not yet known and (2) select the random tape \( \rho \) for \( A_1 \) to use together with input \( \pi(y) \). Thus, the successful randomness can simply be encoded by its index within the shared random string, thus saving space. We mention that Corrigan-Gibbs and Kogan avoided encoding successful \( \pi(y) \) values by using the random self-reducibility property of the discrete log problem to obtain an adversary that succeeds w.h.p. on every input. Unlike Corrigan-Gibbs and Kogan, our argument does not require random self-reducibility, and rather uses the random tape to select a random image \( \pi(y) \) instead. Thus, while RSA also enjoys random self-reducibility, our proof does not make use of it, potentially making our techniques applicable to broader settings.

The third challenge is that in order to obtain \( \tilde{S}_{\pi(y)} \) from \( S_{\pi(y)} \), the decoder must run the SLP inversion procedure, which requires access to \( \pi \). Therefore, our encoder \( E^\pi \) includes all the responses of queries to \( \pi \) during evaluation of the SLP inversion procedure in the encoding, replacing any query to \( \pi^{-1}(\pi(y)) \) itself with the formal variable \( Y \). The final challenge is the delicate setting of parameters needed for the result to go through. We must set the value \( J \) (the number of roots in the SLP \( \tilde{S}_{\pi(y)}(Y)^c - Y \) such that compression is achieved when the number of roots is at most \( J \) and, looking ahead, such that efficient factoring (with parameters \( S_{\epsilon}, T_{\epsilon}, \epsilon_{\epsilon} \) that are polynomially related to \( S_{\epsilon}, T_{\epsilon}, \epsilon_{\epsilon} \)) is possible when the number of roots is at least \( J \). We note that our techniques for analyzing the encoding length are significantly different from those used by Corrigan-Gibbs and Kogan and may be of independent interest. (See the full version [11] for more details.)
Factoring and Extending to the GRA case. Once we have ensured that the SLP \( S_{\pi(y)}(Y)^e \rightarrow Y \) has at least \( J \) roots w.h.p., we can directly apply a theorem of AM to obtain a factoring algorithm. Our final step will then be to extend the above discussion to a slightly broader setting in which \( A_1 \) outputs a GRA \( G^{\pi} \) rather than an SLP \( S^{\pi} \). Here, we once again build on arguments of AM, although we need to put in some additional effort to make them work in our setting with preprocessing. In particular, the final factoring algorithm (with preprocessing) that we obtain is in the random injection (RI) model, where the algorithm requires access to both \( \pi \) and \( \pi^{-1} \). This is because our factoring algorithm requires access to such a random injection in order to consistently simulate the oracle \( \pi \) to the RSA adversary over the preprocessing phase and the online phase in a space efficient manner. Thus, it remains to show how this oracle can be simulated in order to obtain a factoring algorithm in the plain model. For simplicity, we omit our intermediate result in the Random Oracle Model from this technical overview.

Obtaining our plain model result. In the following, we denote the random injective function by \( H \) and we denote by \( \pi \) the GRM oracle interface expected by the RSA adversary. We note that using backwards and forwards access to \( H \), one can easily simulate queries made to \( \pi \). We show that with some additional work one can dispense with the RI in our result and obtain a result in the plain model. To do so, we first observe that the online portion of our factoring algorithm in the RI model makes only a single query to \( H \) in the forward direction (on a uniformly random input modulo \( N \)), and makes a series of non-adaptive queries to \( H^{-1} \). We will first show that we can simulate all the responses to the queries to \( H^{-1} \) while adding only a small overhead to the non-uniform advice. We will then show that the single query to the forward direction of \( H \) can be simulated as well.

Simulating queries to \( H^{-1} \). Recall that \( A_1 \) receives the non-uniform advice state and the input \((N, e, \pi(x^e \mod N)) \) and outputs a GRA. The factoring algorithm will run the GRA inversion algorithm by evaluating \( \pi^{-1} \) on hardcoded labels in the GRA that are not equal to the input label \( \pi(x^e \mod N) \). Intuitively, since \( \pi \) is expanding, and since \( A_1 \) may not query the oracle, the only way \( A_1 \) can hardcode a valid label into the GRA is if this label is somehow stored in state. To formalize this intuition, for a fixed \( \pi \), we consider the set \( S_{\pi} \) of valid images of \( \pi \) that are hardcoded into a GRA outputted by \( A_1 \) with sufficiently high probability over choice of input \((N, e, \pi(x^e \mod N)) \) and the random coins of \( A_1 \).

We use a compression argument to show that for most choices of \( \pi \), the set \( S_{\pi} \) is sufficiently small such that it can be added to \( A_1 \)’s advice state. By definition, for a fixed \( \pi \), it is unlikely for \( A_1 \) to hardcode images of \( \pi \) into its outputted GRA if these images are not part of \( S_{\pi} \). Thus, queries to \( \pi^{-1} \) can be simulated without making a corresponding query to \( H \) by using state as a lookup table.

Simulating the query to \( H \). There is still a single query to the forward direction of \( H \) that must be taken care of. This is the query made by the factoring algorithm when generating the input to \( A_1 \). Specifically, it is a query with input \( y = x^e \mod N \) and output \( \pi(y) = \tilde{y} \). To simulate this query without accessing \( H \), we construct a simulated plain model factoring algorithm as follows: In the preprocessing phase, the plain model algorithm internally samples a random injective function \( H \), and the output of \( A_0 \) in the preprocessing stage is computed relative to this chosen \( H \). Note that we can view \( A_0 \)’s input in the preprocessing stage as the entire oracle, and in particular, this will include the input/output pair \((y, \tilde{y})\), where \( y = x^e \mod N \) corresponds to the input value that will be given to \( A_1 \) in the online phase. In the online phase, our plain model factoring algorithm will actually resample the output value of \( H \) on input \( y \) and replace it with a uniform random string \( \tilde{y} \). This resampled value
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\( \bar{y} \) will then be given to \( A_1 \) in the online phase as the supposed value of \( \pi(y) \). A lemma of Drucker [16] implies that (on average) the output distribution of a compressing algorithm \( A_0 \), which outputs state, does not change much when a single input in a randomly chosen location (location \( y \)) is switched from a fixed value to a randomly resampled value. This implies that the RI factoring algorithm will behave roughly the same when \( \pi \) is simulated in this manner. See the full version [11] for further details.

3 Preliminaries

3.1 Notation and Conventions

We denote the sampling of a uniformly random element \( x \) from a set \( S \) as \( x \leftarrow S \). Similarly, we denote the output \( y \) of a randomized algorithm \( A \) on input \( x \) as \( y \leftarrow A(x) \). We sometimes also write \( y := A(x; \omega) \) to denote that \( A \) deterministically computes \( y \) on input \( x \) and random coins \( \omega \). To denote that an algorithm \( A \) has access to an oracle \( \mathcal{O} \) during runtime, we write \( A^{\mathcal{O}} \). We denote as \( \mathbb{Z}_N \) the ring of integers modulo \( N \), and as \( [N] \) the set \( \{1, ..., N\} \). We write \( \nu_N(f) := \frac{|\{a \in \mathbb{Z}_N \mid f(a) = 0\}|}{N} \).

Throughout, we denote the security parameter as \( \kappa \). For \( k, m \in \mathbb{N} \) we denote by \( \text{Func}[k,m] \) the set of functions \( F : \{0,1\}^k \rightarrow \{0,1\}^m \). Denote by \( \text{Perm}[m] \) the set of permutations on \( \{0,1\}^m \). We denote by \( \text{Func}_{\|}[k,m] \) the set of injective functions \( I : \{0,1\}^k \rightarrow \{0,1\}^m \).

3.2 Incompressibility Lemmas

We use the following lemma by De et al. [13].

- **Lemma 4** (De, Trevisan, Tulsiani [13]). Let \( E : \mathcal{X} \times \{0,1\}^\rho \rightarrow \{0,1\}^m \) and \( D : \{0,1\}^m \rightarrow \mathcal{X} \times \{0,1\}^\rho \) be randomized encoding and decoding procedures such that, for every \( x \in \mathcal{X} \), \( \Pr_{r \leftarrow\{0,1\}^\rho}[D(E(x,r),r) = x] \geq \gamma \). Then, \( m \geq \log |\mathcal{X}| - \log 1/\gamma \).

- **Remark 5.** As noted by [10], this lemma also holds when the encoding and decoding algorithms have access to a common random oracle.

The following lemma is from Drucker [16].

- **Lemma 6** (Drucker [16]). Let \( N, S, m \geq 1 \) be integers. Given a possibly-randomized mapping \( A_0(\bar{y}_0, \ldots, \bar{y}_{N-1}) : \{0,1\}^{N \times m} \rightarrow \{0,1\}^S \), and a collection \( \mathcal{D}_0, \ldots, \mathcal{D}_{N-1} \) of mutually independent distributions over \( \{0,1\}^m \), for \( y \in \mathbb{Z}_N \), let

\[
\gamma_y := \mathbb{E}_{\bar{y} \sim \mathcal{D}_y}[||A_0(\mathcal{D}_0, \ldots, \mathcal{D}_{y-1}, \bar{y}, \mathcal{D}_{y+1}, \ldots, \mathcal{D}_{N-1}) - A_0(\mathcal{D}_0, \ldots, \mathcal{D}_{N-1})||_{\text{stat}}],
\]

where the notation \( || \cdot - \cdot ||_{\text{stat}} \) denotes the statistical distance between two distributions.

We have that

\[
\frac{1}{N} \sum_{y \in \mathbb{Z}_N} \gamma_y \leq \sqrt{\frac{\ln 2}{2} \cdot \frac{S + 1}{N}}.
\]
4 Main Results

We begin by stating two theorems that will be used to obtain both our plain model and RO model results.

\begin{itemize}
  \item \textbf{Theorem 7.} Let $S_r := S_r(\kappa)$, $T_{1,r} := T_{1,r}(\kappa), T_{2,r} := T_{2,r}(\kappa), \epsilon = \epsilon(\kappa)$ such that for sufficiently large $\kappa$, $S_r \cdot T_{2,r} \leq \epsilon/162^\kappa$. Let $A = (A_0^\kappa, A_1)$ be an $(S_r, T_{1,r}, T_{2,r})$-GP-RSA algorithm relative to $\text{RSAGen}$, and let $\text{Adv}_{\text{RSAGen}}^\kappa(A) = \epsilon$.

  Then there exists a $(S_f, T_f)$-factoring algorithm $B$ in the random injective function model relative to $\text{RSAGen}$ such that

  \[ \text{Adv}_{\text{RSAGen}}^\kappa(B) \in \Omega(\epsilon^3), \]

  such that $T_f := \text{poly}(\kappa) \cdot (T_{1,r} + T_{2,r}^5 + \frac{7/2}{\epsilon \kappa})$, and such that $S_f := S_r$.

  This theorem is proved in the full version \cite{full_version}.

  \item \textbf{Remark 8.} We give a comparison here of the bounds we achieve in Theorem 7 versus those achieved by AM’s factoring algorithm. First, we consider our runtime of $T_f := \text{poly}(\kappa) \cdot (T_{1,r} + T_{2,r}^5 + \frac{7/2}{\epsilon \kappa})$, and focus on the $(T_{1,r} + T_{2,r}^5 + \frac{7/2}{\epsilon \kappa})$ part. The first term’s dependence on $T_{1,r}$ is unavoidable, since the factoring algorithm must run the RSA algorithm at least once. The second term of $T_{2,r}^5$ comes from running the SLPFAC algorithm with $M' := \text{poly}(\kappa) \cdot (T_{2,r})^2$. This corresponds exactly to running AM’s Algorithm 1 $M'$ number of times, whereas they only run it once. The reason for one of the $T_{2,r}$ factors in $M'$ is that the success probability of AM’s Algorithm 1 depended linearly on $1/T_{2,r}$ (the size of the SLP) and we wanted to remove the dependence on $T_{2,r}$ from our factoring algorithm’s success probability. The reason for the second $T_{2,r}$ factor is that the success probability of AM’s Algorithm 1 also depends linearly on the fraction of roots in the SLP. For them, this is essentially equivalent to the RSA algorithm’s success probability. But for us, due to our compression argument, the fraction of roots in the SLP is only guaranteed to be at least $J/N \approx \epsilon/T_{2,r}$. Since we want to remove the dependence on $T_{2,r}$ from the success probability of the factoring algorithm, this accounts for the second factor of $T_{2,r}$ in our runtime. Moving to the third term of $\frac{7/2}{\epsilon \kappa}$, this comes from the runtime of Alg2AM which is essentially the same as Algorithm 2 of AM. We are able to reduce from $\epsilon^{3/2}$ to $\epsilon^{5/2}$ in the denominator, since we assume that $\epsilon > 1/N$ and since we ignore $\text{polylog}(N) = \text{poly}(\kappa)$ factors in our analysis.

  Next we move on to our success probability. We have $\epsilon^3$ compared to linear dependence on $\epsilon$ in AM because we only provide a factoring algorithm when a certain event occurs. The event that we consider is only guaranteed to occur with probability $\epsilon$ with respect to $\epsilon$-fraction of oracles.

  \item \textbf{Remark 9.} Note that achieving the desired factoring algorithm when $T_{r,2} \geq 2^{8/10}$ or $\epsilon' \leq 1/2^{8/6}$ is trivial since there is a trivial factoring algorithm that runs in time $T_f = O \left( \left(2^{8/10}\right)^5 \right) = O \left(2^{8/2}\right)$, with zero pre-processing and success probability 1, as well as a trivial factoring algorithm that achieves success probability $\Omega \left( \left(2^{-\kappa/6}\right)^3 \right) = \Omega \left(2^{-\kappa/2}\right)$ with zero pre-processing and $\text{poly}(\kappa)$ time (which just guesses a random number in $[2^{\kappa/2}]$ as one of the factors of $N$). We therefore assume WLOG that $T_{r,2} < 2^{8/10}$ and $\epsilon' > 2^{-\kappa/6}$.

  The following theorem instantiates the algorithm of Fiat-Naor in the setting of factoring-with-preprocessing.

  \item \textbf{Theorem 10.} Let $\tilde{S} = \tilde{S}(\kappa), \tilde{T} = \tilde{T}(\kappa), \tilde{\epsilon} = \tilde{\epsilon}(\kappa)$ such that for sufficiently large $\kappa$, $\tilde{S} \cdot \tilde{T} \geq \epsilon^2$. Then there exists a plain-model $(S_f, T_f)$-factoring-with-preprocessing algorithm $A$ such that for $\kappa \in \mathbb{N}$, we have

  \[ \text{Adv}_{\text{RSAGen}}^\kappa(A) \in \Omega(\epsilon), \]

  we further have that $S_f = \tilde{S}$, and $T_f = \text{poly}(\kappa) \cdot \tilde{T}^2$.
\end{itemize}
This theorem is proved in the full version [11].

In Section 4.1 and 4.2 we formally state our results for the RO and plain model and explain how Theorems 7 and 10 are used to obtain those results.

4.1 The RO model result

Theorem 11. Let \( A = (A_0, A_1) \) be an \((S_r, T_1, r, T_2, r, T_2, r)-GP-RSA\) algorithm relative to RSAGen, and let \( \epsilon := \text{Adv}_{\text{RSAGen}}(A) \).

Then there exists a \((S_f, T_f)\)-factoring algorithm \( B \) in the random injective function model relative to RSAGen such that

\[
\text{Adv}_{\text{RSAGen}}^{\text{fac}}(B) \in \Omega(\epsilon^2),
\]

such that \( T_f := \text{poly}(\kappa) \cdot (T_1, r + T_2, r + \frac{T^2}{\epsilon_{16}}) \), and such that \( S_f := S_r + O(1) \).

To prove Theorem 11 we first show that the RI-model factoring algorithm from Theorem 7 (which gets backwards and forwards access to the random injective function), can be converted into a factoring algorithm in the Random Oracle model with the same parameters.

Specifically, in Proposition 21 we take \( A \) to be our final factoring algorithm \( \text{FAC}^\pi \) (see [11]) and \( q = 2^\kappa \).

Now set \( L \) such that

\[
2^{2\kappa}/L \in O(N^2/L) \leq 1/(2N).
\]

As \( \epsilon_f \in \Omega(1/N) \) where \( \epsilon_f \) is the advantage \( \text{FAC}^\pi \) relative to a random injection on \([L]\), we have

\[
\epsilon_f' \geq \epsilon_f/2
\]

where \( \epsilon_f' \) is the advantage of the factoring algorithm in RO model that runs \( \text{FAC}^\pi \), answering its queries via Luby-Rackoff. This RO-model factoring algorithm is for the case that for sufficiently large \( \kappa \), \( S_r \cdot T_2, r \leq \epsilon/16^2 \).

Setting \( \tilde{S} = S_r, \tilde{T} = T_2, r, \tilde{\epsilon} = \epsilon/16 \) and applying Theorem 10, we obtain a plain model factoring algorithm with parameters \( S_f = S_r, T_f = \text{poly}(\kappa) \cdot T_2, r, \) and advantage \( \epsilon_f \in \Omega(\epsilon) \). This plain-model factoring algorithm is for the case that for sufficiently large \( \kappa \), \( S_r \cdot T_2, r \geq \epsilon/16^2 \).

Note that it is also possible that neither of the above cases is satisfied and that, rather, for infinitely many \( \kappa \), \( S_r(\kappa) \cdot T_2, r(\kappa) \geq \epsilon(\kappa) \cdot 2^\kappa/16, \) and simultaneously, for infinitely many \( \kappa \), \( S_r(\kappa) \cdot T_2, r(\kappa) < \epsilon(\kappa) \cdot 2^\kappa/16. \) If this occurs, we obtain our factoring algorithm by having the unbounded pre-processing stage of the factoring algorithm do the following: On fixed input \( \kappa \), it will run the GP-RSA algorithm exhaustively on all possible random coins and inputs to determine the exact constants \( S_r(\kappa), T_2, r(\kappa), \epsilon(\kappa). \) It will then check whether \( S_r(\kappa) \cdot T_2, r(\kappa) \geq \epsilon(\kappa) \cdot 2^\kappa/16 \) or \( S_r(\kappa) \cdot T_2, r(\kappa) < \epsilon(\kappa) \cdot 2^\kappa/16. \) If the former is true, it will append a “0” to the preprocessing advice state to tell the online portion of the factoring algorithm to run the factoring algorithm for the first case. If the latter is true, it will append a “1” to the preprocessing advice to tell the online portion of the factoring algorithm to run the factoring algorithm for the second case. Thus, the preprocessing advice increases by a single bit (so it still satisfies \( S_f = S_r + O(1) \)) and the other parameters \( T_f, \text{Adv}_{\text{RSAGen}}^{\text{fac}}(B) \) remain the same and therefore satisfy the required constraints of Theorem 11.
4.2 The plain model result

THEOREM 12. Let $A = (A_0^n, A_1)$ be an $(S_r, T_{1,r}, T_{2,r})$-GP-RSA algorithm relative to $RSAGen$, and let $\epsilon := \text{Adv}_{RSAGen}^\text{fac}(A)$.

Then there exists a $(S_f, T_f)$-factoring algorithm $B$ in the plain model relative to $RSAGen$ such that

$$\text{Adv}_{RSAGen}^\text{fac}(B) \in \Omega(\epsilon^6),$$

such that $T_f := \text{poly}(\kappa) \cdot (T_{1,r} + T_{2,r}^2 + \frac{T_{2,r}^2}{2^\epsilon})$, and such that $S_f := O(S_r)$.

To prove Theorem 12 we start from the RI model factoring algorithm obtained in Theorem 7 and prove the following theorem:

THEOREM 13. Let $S_r := S_r(\kappa), T_{1,r} := T_{1,r}(\kappa), T_{2,r} := T_{2,r}(\kappa), \epsilon = \epsilon(\kappa)$. Let $A = (A_0^n, A_1)$ be an $(S_r, T_{1,r}, T_{2,r})$-GP-RSA algorithm relative to $RSAGen$, and let $\epsilon := \text{Adv}_{RSAGen}^\text{fac}(A)$.

There exists a constant $c$ such that, if for sufficiently large $\kappa$, $S_r \cdot T_{2,r} \leq c \cdot \epsilon^6 2^\kappa$, then there exists a $(S_f, T_f)$-factoring algorithm $B$ in the plain model relative to $RSAGen$ such that

$$\text{Adv}_{RSAGen}^\text{fac}(B) \in \Omega(\epsilon^6),$$

such that $T_f := \text{poly}(\kappa) \cdot (T_{1,r} + T_{2,r}^2 + \frac{T_{2,r}^2}{2^\epsilon})$, and such that $S_f := S_r$.

The proof of Theorem 13 appears in the full version [11]. To obtain an algorithm for the case that for sufficiently large $\kappa$, $S_r \cdot T_{2,r} \geq c \cdot \epsilon^6 2^\kappa$, we set $\tilde{S} = S_r, \tilde{T} = T_{2,r}, \tilde{\epsilon} = c \cdot \epsilon^6$ and apply Theorem 10. This yields a plain model factoring algorithm with parameters $S_f = S_r, T_f = \text{poly}(\kappa) \cdot T_{2,r}^2$, and advantage $\epsilon_f \in \Omega(\epsilon^6)$. Using the same argument as in Section 4.1, we obtain a single factoring algorithm that covers all cases in the plain model with the parameters of Theorem 12.

Two Events. Fix $A$, $N, e, \pi$ and state as in Lemma 5 in [11]. We consider the probability of two events over the randomness of $\text{ComGRA}$ and choice of $y \leftarrow \mathbb{Z}_N$. Set $J := \frac{(1-\epsilon/2e^6)N}{4RS_{1,r}} \times \frac{N}{2^{\epsilon/2}} = N \cdot \tilde{\delta}$, where $\tilde{\delta} := J/N$.

- Event $E[N, e, \text{state}, \pi_1]$ \text{ComGRA}[A]^\pi on input $\pi(y)$ returns a list of polynomials $\{R_1, \ldots, R_{\psi_1+1}\}$ s.t. $y$ is negatively oriented with respect to one of $\{R_1, \ldots, R_{\psi_1}\}$.

- Event $E[N, e, \text{state}, \pi_2]$ \text{ComGRA}[A]^\pi on input $\pi(y)$ returns a list of polynomials $\{R_1, \ldots, R_{\psi_1+1}\}$ s.t. $\psi_N(R_{\psi_1+1}) \in [\delta, 1-\delta)$.

COROLLARY 14 (of Lemma 5 in [11]). Suppose that the conditions of Lemma 5 in [11] hold. Then at least one of the events $E[N, e, \text{state}, \pi_1]$ or $E[N, e, \text{state}, \pi_2]$ occurs with probability at least $\epsilon/4$.

Looking ahead, if $E[N, e, \text{state}, \pi_1]$ occurs, then $A$ will be useless for factoring. Our task, therefore, is to prove that $E[N, e, \text{state}, \pi_1]$ occurs with probability less than $\epsilon' = \epsilon/4$ (which we do in the full version [11] via a compression argument). We therefore conclude that $E[N, e, \text{state}, \pi_2]$ occurs with probability at least $\epsilon' = \epsilon/4$.
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Definition 15 (Factoring with Preprocessing). Let $F = (F_0, F_1)$ be an algorithm and $RSAGen$ be an RSA generator. Consider the factoring-with-preprocessing game $fac^{F}_{RSAGen}$:

- **Offline Phase.** Run $F_0$ on input $1^k$ to obtain an advice string state.

- **Online Phase.** Run $RSAGen$ on input $1^k$ to obtain $(N, e, d, p, q)$. Then run $F_1$ on input $(N, state)$.

- **Output Determination.** When $F_1$ returns $p'$, the experiment returns 1 if $p = p'$ or $q = p'$. It returns 0 otherwise.

Define $F$'s advantage in the above experiment as

$$Adv_{RSAGen}^{fac}(F) = \Pr[fac^{F}_{RSAGen} = 1].$$

We call $F$ an $(S, T)$-factoring algorithm relative to $RSAGen$ if $F_0$ outputs advice strings of size at most $S$ and $F_1$ runs in time at most $T$.

Definition 16 (RSA with Preprocessing). Let $A = (A_0, A_1)$ be an adversary. Consider the RSA-with-preprocessing game $rsa^{A}_{RSAGen}$:

- **Offline Phase.** Run $A_0$ on input $1^k$ to obtain an advice string state.

- **Online Phase.** Run $RSAGen$ on input $1^k$ to obtain $(N, e, d, p, q)$. Sample $x \leftarrow \mathbb{Z}_N$ and run $A_1$ on input $(N, e, state, x \mod N)$.

- **Output Determination.** When $A_1$ returns $x'$, the experiment returns 1 if $x = x'$ (mod $N$). It returns 0 otherwise.

Define $A$'s advantage in the above experiment as

$$Adv_{RSAGen}^{rsa}(A) = \Pr[rsa^{A}_{RSAGen} = 1].$$

We call $A$ an $(S, T)$-RSA algorithm relative to $RSAGen$ if $A_0$ outputs advice strings of size at most $S$ and $A_1$ runs in time at most $T$.

In the following, we consider a domain $D$ of finite size along with a randomized point generator $G$ that outputs points in $D$.

Definition 17 (Function Inversion with Preprocessing). Let $D$ be a finite set and let $f : D \rightarrow D$ be a function. Let $l = (l_0, l_1)$ be an adversary and $Gen$ a point generator. Consider the function-inversion-with-preprocessing game $\delta^{\ell}_{G,Gen}$:

- **Offline Phase.** Run $l_0$ on input $1^k$ to obtain an advice string state.

- **Online Phase.** Run $Gen$ on input $1^k$ to obtain a point $y \in D$. Run $l_1$ on input $(y, state)$.

- **Output Determination.** When $l_1$ returns $x'$, the experiment returns 1 if $f(x') = y$. It returns 0 otherwise.

Define $l$'s advantage in the above experiment as

$$Adv_{\ell,Gen}^{f}(l) = \Pr[\delta^{\ell}_{G,Gen} = 1].$$

We call $l$ an $(S, T)$-function-inversion algorithm relative to $Gen$ if $l_0$ outputs advice strings of size at most $S$ and $l_1$ runs in time at most $T$.

Definition 18 (Collision Probability). Let $D$ be a finite set and let $f : D \rightarrow D$ be a function. For $z \in D$, $I_f(z)$ denotes the number of preimages for $z$ under $f$, i.e.

$$I_f(z) := |\{u \in D : f(u) = z\}|.$$

The collision probability of $f : D \rightarrow D$, denoted by $q(f)$, is defined as follows:

$$q(f) := \frac{\sum_{z \in D} I_f^2(z)}{|D|^2}.$$
**Theorem 19** (Fiat-Naor [17]). For any $D, f, \text{Gen}$ as in Definition 17 and any $S, T$ such that $T \cdot S^2 = |D|^3 \cdot q(f)$, there is an $(S, T)$-function-inversion algorithm $I$ such that $\text{Adv}_{f, \text{Gen}}(I) \geq 1 - 1/|D|$.\(^2\)

### B Computational Models

In this section, we review some idealized models that will be relevant in our analyses and discuss their relationships to each other.

**Random Oracle Model (ROM).** In the random oracle model [2] all algorithms have oracle access to a uniformly random function from $\text{Func}[m_1, m_2]$ for some $m_1, m_2 \in \mathbb{N}$ specified by the model.

**Random Injection Model (RIM).** In the random injection model all algorithms have forwards and backwards oracle access to a uniformly random function from $\text{FuncInj}[n, m]$ for some $n \leq m$ specified by the model.

**Random Permutation Model (RPM).** In the random permutation model all algorithms have forwards and backwards oracle access to a uniformly random function from $\text{Perm}[m]$ for some $m \in \mathbb{N}$ specified by the model.

#### B.1 Switching from RIM to ROM

To switch from the RIM to the ROM, we need to show how to simulate oracle access to a random injection (forward and backward), given oracle access to a random function. We implement the random injection by padding the input and using Luby-Rackoff’s strong pseudorandom permutation construction [23].

**Luby-Rackoff.** We first recall the Luby-Rackoff construction [23], which we view as a construction of a random permutation oracle from a random oracle. Formally, suppose $\rho$ is a RO from $\{0, 1\}^{m/2}$ to $\{0, 1\}^{m/2}$ for $m \in \mathbb{N}$. Define oracle $\text{LubRac}[\rho]$ on $\{0, 1\}^m$ as follows:

- Parse $x$ as $x_1 \parallel x_2$ with $|x_1| = |x_2| = m/2$ and apply a 4-round balanced Feistel network with $h$ as the round function to obtain $y$. Output $y$.

Oracle $\text{LubRack}^{-1}[\rho]$ is defined accordingly. It should be clear that $\text{LubRac}[\rho]$ is a random injection oracle.

**Theorem 20** (Luby-Rackoff [23]). For any (even unbounded) adversary $A$ making at most $q$ queries it holds that

$$
\Pr_{\rho \leftarrow \text{Func}[m/2, m/2]} \left[ A_{\text{LubRac}[\rho]}(\cdot), \text{LubRac}^{-1}[\rho](\cdot) \text{ outputs } 1 \right] - \Pr_{\pi \leftarrow \text{Perm}[m]} \left[ A_{\pi^1}(\cdot), \pi^{-1}(\cdot) \text{ outputs } 1 \right] \in \mathcal{O}(q^2/2^{m/2}).
$$

**Random Injection from Random Permutation.** We next show a construction of a random injection oracle $\pi$ from a random permutation oracle $\psi$. Suppose $\psi$ is a random permutation oracle on $m$ bits and $\psi^{-1}$ is its inverse. For $n \leq m$, define $\pi[\psi]: \{0, 1\}^n \to \{0, 1\}^m$ as $\pi[\psi](x) := \psi(\text{pad}(x))$ where $\text{pad}(x)$ is the function that pads the LSBs of $x$ with $m - n$ zeros. Define $\pi[\psi]^{-1}$ accordingly. It should be clear that $\pi[\psi]$ is a random injection oracle.

\(^2\) This statement is weaker than the one proven in [17] but is sufficient for our purpose.
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Now, composing the above constructions gives a construction of a random injection oracle from a random oracle. Namely, suppose \( \rho : \{0,1\}^{m/2} \to \{0,1\}^{m/2} \) is a RO. Define the random injection oracle \( \pi[\rho] : \{0,1\}^n \to \{0,1\}^m \) as \( \pi[\rho](x) = \text{LubRac}[\rho](\text{pad}(x)) \) and \( \pi[\rho]^{-1} \) accordingly. By a simple hybrid argument we have:

**Proposition 21 (RIM-to-ROM).** For any (even unbounded) adversary \( A \) making at most \( q \) queries it holds that

\[
\begin{align*}
\Pr_{\rho \leftarrow \text{Func}[n/2,m/2]}[\pi[\rho](\cdot) \cdot \pi[\rho]^{-1}(\cdot) \text{ outputs } 1] & - \Pr_{\pi \leftarrow \text{Func}[n,m]}[\pi(\cdot) \cdot \pi^{-1}(\cdot) \text{ outputs } 1] \in O(q^2 / 2^{m/2}).
\end{align*}
\]

B.2 Straight-Line Programs and Generic Ring Algorithms

Let \( N \in \mathbb{N} \) and assume that \( m \geq \kappa \), where \( \kappa \) is the bit length of \( N \). Below, we define two types of programs (aka. algorithms) that use oracles, namely generic-ring algorithms (GRAs) and straight-line programs (SLPs).

**Program Graphs and Their Execution.** The below is based on [1]. We consider deterministic programs that perform arithmetic operations \( \text{mod } N \) on indeterminate \( Y \).

We associate a program on a single input with its *program graph over \( \mathbb{Z}_N \)*, a labelled graph where a label of a node represents a (binary) operation and the program implicitly stores all intermediate results. We only consider programs whose graphs are binary trees. Vertices can be either branching or non-branching.

Execution of a program corresponds to traversing a labelled path in its program graph over \( \mathbb{Z}_N \). Non-branching vertices are used to execute arithmetic operations \( \text{mod } N \) or to load inputs and constants into the program. They are accordingly labelled with elements \( a \in \mathbb{Z}_N \) corresponding to constants in the program, with a (unique) indeterminate \( Y \) corresponding the programs input, or with an arithmetic operation label \( (i,j,o,b) \) which applies the arithmetic ring operation \( o \text{ mod } N \) to operands at indices \( i \) and \( j \) that the program previously stored. (The flag \( b \in \{-1,1\} \) indicates inversion of the second operand.) Branching vertices are used to test two values \( i,j \) previously computed by the program for equality \( \text{mod } N \). A branching vertex has two outgoing edges that are labelled 0 (for left) and 1 (for right).

The program applies the operations indicated by the labels of the vertices and edges it encounters in the order of traversal as follows:

- The first three vertices are a path and are always labelled 0, 1, and \( Y \). That is, they are used to load the constants 0 and 1, and the single input \( y \) of the program. The program stores the intermediate results \( y_0 = 0, y_1 = 1, y_2 = y \) for these vertices, respectively, and continues execution along this path.
- For \( k \geq 4 \):
  - If the \( k \)-th vertex \( v_k \) is labelled with \( a \in \mathbb{Z}_N \), the program stores \( y_k \leftarrow a \) as the intermediate result for this vertex. It continues execution along this path.
  - If the \( k \)-th vertex \( v_k \) is labelled with \( (i,j,o,b) \) then the program does as follows. Here \( o \in \{-,+,\} \), \( b \in \{-1,1\} \), and \( i,j < k \) correspond to the \( i \)-th and \( j \)-th vertices on the path of traversal, which must be non-branching. The program computes \( y_k := y_i \cdot y_j^b \text{ mod } N \) and stores the intermediate result \( y_k \) for vertex \( v \). In case \( o = + \) and \( b = -1 \), then \( y_k = -y_j \text{ mod } N \). In case \( o = - \) and \( b = 1 \), and \( y_j = 0 \text{ mod } N \), \( y_k := \bot \). In case \( y_i = \bot \) or \( y_j = \bot \), \( y_k := \bot \). It continues execution along this path.
If the $k$th vertex $v_k$ is labelled $(i, j)$ where $i, j < k$ correspond to the $i$th and $j$th vertices on the path of traversal, which must be non-branching, the program makes an equality test whether $y_i = y_j \mod N$. If the result is 1, the program continues its execution along the right edge; otherwise, along the left.

Whenever $v_k$ is the last vertex on the path, the program computes $y_k$ and outputs it, terminating execution.

**Oracle-Aided Programs.** Apart from the types of programs we have discussed above, we are also interested in programs that can perform arithmetic operations via oracle access (as opposed to directly).

Hence, we define oracles $\pi$, $\text{eq}$, and $\text{op}_x$ as follows. Oracle $\pi$ initially samples a random function $\pi \in \text{Func}[\kappa, m]$ and on query $x \in \mathbb{Z}_N$ returns $y = \pi(x) \in \{0,1\}^m$. Here we refer to $y \in \{0,1\}^m$ as a label. We slightly abuse notation by referring to the oracle $\pi$ and the internally sampled function indiscriminately. We also make the convention of parsing $x \in \mathbb{Z}_N$ as a $\kappa$-bit binary string. Given $\pi \in \text{Func}[\kappa, m]$, we first consider an oracle $\text{eq}$ for testing equality. On input $y_1, y_2 \in \{0,1\}^m$, $\text{eq}$ returns 1 if $\pi^{-1}(y_1) = \pi^{-1}(y_2) \mod N$, and 0 otherwise. Now, we define the behavior of the ring oracle $\text{op}_x$ on input as $y_1, y_2 \in \{0,1\}^m$ as

$$\text{op}_x(y_1, y_2, o, b) := \pi\left(\pi^{-1}(y_1) \circ (\pi^{-1}(y_2))^b \mod N\right)$$

for all $y_1, y_2 \in \{0,1\}^m$, $o \in \{+, -, \cdot\}$, $b \in \{1, -1\}$, where the inverse is additive in case $o = +$, $b = -1$, $\text{op}_x$ internally queries $\text{eq}(y_2, 0)$. $\text{op}_x$ returns ⊥ in case either of the operands is ⊥ or the call to $\text{eq}$ returns 1, i.e., if $\pi^{-1}(y_2) = 0 \mod N$.

> **Remark 22.** Throughout the paper, when there is no possibility of confusion we abbreviate oracles $\text{op}_x$ and $\text{eq}_x$ by $\pi$. That is, for an oracle-aided program $P$ we abbreviate $P^{\text{op}_x, \text{eq}_x}$ by $P^\pi$.

Oracle-aided program graphs over $\mathbb{Z}_N$ are labelled very similarly to plain program graphs over $\mathbb{Z}_N$. Roughly speaking, all values in $\mathbb{Z}_N$ are now replaced with their labels, according to $\pi$. Thus, a non-branching vertex is now labelled in one of two ways. Either it is labelled with $(i, j, o, b)$ where $i$ and $j$ correspond to the $i$th and $j$th non-branching vertex among the vertices previously encountered on the path and $o \in \{+, -, \cdot\}$, $b \in \{1, -1\}$. Otherwise, it is labelled with some $m$-bit label $\sigma$ in the image of $\pi$.

As before, a branching vertex is labelled with $(i, j)$, where $i$ and $j$ correspond to the $i$th and $j$th non-branching vertex among the vertices previously encountered on the path. It has two outgoing edges labelled 0 (for left edge) and 1 (for right edge). The only difference is that the program now has to invoke $\text{eq}$ on the intermediate values $y_i$ and $y_j$ so as to test their equality (rather simply testing whether they are equal).

Execution of an oracle-aided program corresponds to its program graph by adapting the above correspondence in the straightforward manner:

- The first two nodes on a path are always labelled as $\pi(0), \pi(1)$, respectively; that is, they are used to load the constants 0 and 1. The third node on a path is used to load the (single) input $\pi(y)$ to the program. It is labelled with a special label $\phi$. The program stores the intermediate results $y_0 = 0, y_1 = 1, y_3 = \pi(y)$ for these vertices, respectively, and continues execution along this path.

- When the program encounters a non-branching vertex $v$:
  - If $v$ is labelled with $(i, j, o, b)$, where $i, j$ are indices and $b \in \{0, 1\}$, and this is the $k$th non-branching vertex on the path of traversal for some $k \geq 4$, and, then the program invokes the oracle $\text{op}_x$ on input $(y_i, y_j, o, b)$. It stores the output of $\text{op}_x$ as $y_k$. 

If \( v \) is labelled with \( \sigma \) and this is the \( k \)th non-branching index on the path of traversal for some \( k \geq 4 \), store \( y_k \leftarrow \sigma \) and continue the execution of the program along this path.

If the program encounters a branching vertex \( v \): if \( v \) is labelled \((i, j)\), the program invokes the oracle \( \text{eq} \) on input \((y_i, y_j)\). If the result is 1, the program continues its execution along the right edge; otherwise, along the left.

If \( k \) is the last vertex on the path, the program outputs \( y_k \) and terminates.

Types of Programs. We define two types of programs:

\[ \text{Definition 23.} \quad \text{A } T\text{-step (possibly oracle-aided) straight line program (SLP) } S \text{ over } \mathbb{Z}_N \text{ is a program whose program graph over } \mathbb{Z}_N \text{ is a labelled path } v_0, \ldots, v_{T+3}. \]

A deterministic generic ring algorithm (GRA) is a generalization of SLPs that allows equality tests. As explained above, such queries are represented as branching vertices in our graph representation of a GRA. Thus, an SLP can be seen as special case GRA, where an SLP is a GRA that contains no branching vertices.

\[ \text{Definition 24.} \quad \text{A } T\text{-depth deterministic (possibly oracle-aided) generic ring algorithm (GRA) } G \text{ over } \mathbb{Z}_N \text{ is a program whose program graph over } \mathbb{Z}_N \text{ is a depth-}(T+3) \text{ vertex-labelled and partially edge-labelled binary tree.} \]

To keep the distinction between oracle aided vs. regular programs clear, we will always make the dependency on \( \pi \) explicit by superscripting oracle-aided programs with \( \pi \), i.e., \( G^\pi \).

The following definition applies only to non-oracle aided programs. It inductively defines the polynomial corresponding to an execution of a program on input \( x \in \mathbb{Z}_N \). Essentially, if the program encounters a non-branching vertex \( v \) and \( v \) corresponds to an arithmetic operation, then we associate the resulting tuple \((P_v^{G}(x), Q_v^{G}(x))\) with vertex \( v \). Here, \( P_v^{G}(x) \) and \( Q_v^{G}(x) \) are interpreted as the numerator and denominator of a rational function \( P_v^{G}(x)/Q_v^{G}(x) \) that is the result of applying the arithmetic operation to the rational functions associated with prior vertices \( w, u \).

\[ \text{Definition 25.} \quad \text{For a GRA } G \text{ (or SLP } S \text{) over } \mathbb{Z}_N \text{ of size } T \text{ and non-branching vertex } v \text{ in its execution graph, the pair } (P_v^{G}(x), Q_v^{G}(x)) \text{ of polynomials in } \mathbb{Z}_N[x] \text{ associated with } v \text{ is defined inductively, as follows:} \]

1. The root has associated the pair \((0, 1)\), the child of the root the pair \((1, 1)\), and the child of that child has the pair \((x, 1)\).
2. A vertex \( v \) labelled with \( a \in \mathbb{Z}_N \) is associated with \((a, 1)\).
3. For each non-branching vertex \( v \), labelled with operation \((u, w, +, b)\), we have:
   \[
   (P_v^{G}(x), Q_v^{G}(x)) :=
   \begin{cases}
   (P_w^{G}(x) \cdot Q_w^{G}(x) + P_v^{G}(x) \cdot Q_v^{G}(x), Q_w^{G}(x) \cdot Q_v^{G}(x)) & b = +1 \\
   (P_w^{G}(x) \cdot Q_w^{G}(x) - P_v^{G}(x) \cdot Q_v^{G}(x), Q_w^{G}(x) \cdot Q_v^{G}(x)) & b = -1
   \end{cases}
   \]
4. For each non-branching vertex \( v \), labelled with operation \((u, w, -, b)\), we have:
   \[
   (P_v^{G}(x), Q_v^{G}(x)) :=
   \begin{cases}
   (P_w^{G}(x) \cdot P_v^{G}(x), Q_w^{G}(x) \cdot Q_v^{G}(x)) & b = 1 \\
   (P_w^{G}(x) \cdot Q_w^{G}(x), Q_v^{G}(x) \cdot P_v^{G}(x)) & b = -1, Q_v^{G}(x) \neq 0 \pmod{N} \\
   \perp & b = -1, Q_v^{G}(x) = 0 \pmod{N}
   \end{cases}
   \]

Note that \( P_v^{G}(x) \) and \( Q_v^{G}(x) \) can each be represented as an SLP of size at most \( T \).
Definition 26. For an SLP $S$ over $\mathbb{Z}_N$ of size $T$, we denote by $(P^S(x), Q^S(x))$ the pair of polynomials in $\mathbb{Z}_N[x]$ associated with the final vertex on the evaluation path. If $Q^S(x) \equiv 1$, we denote by $f_S$ the polynomial $P^S(x)$. Note that $P^S(x)$ and $Q^S(x)$ can each be represented as an SLP of size at most $T$.

Definition 27. For each non-branching vertex $v$ in the program graph over $\mathbb{Z}_N$ of an $\ell$-step GRA $G$ with corresponding pair of polynomials $(P^G_v(a), Q^G_v(a))$, we associate the function

$$f^G_v : \mathbb{Z}_N \to \mathbb{Z}_N \cup \{\perp\} : a \mapsto \frac{P^G_v(a)}{Q^G_v(a)}$$

where the function is undefined if $Q^G_v(a) = 0$, which is denoted as $f^G_v(a) = \perp$, and where $P^G_v(a)$ and $Q^G_v(a)$ are evaluated over $\mathbb{Z}_N$. Moreover, for an argument $a \in \mathbb{Z}_N$, the computation path from the root $v_0$ to a leaf $v_{\ell+3}(a)$ is defined by taking, for each equality test of the form $(u, w)$, the edge labeled 0 if $f^G_v(a) = f^G_w(a)$, and the edge labeled 1 if $f^G_v(a) \neq f^G_w(a)$. The partial function $f^G$ computed by $G$ is defined as

$$f^G : \mathbb{Z}_N \to \mathbb{Z}_N \cup \{\perp\} : a \mapsto f^G_{v_{\ell+3}(a)}.$$ 

We define the output of $G$ on input $x \in \mathbb{Z}_N$ as $G(x) := f^G(x)$.

B.3 Model Specific Versions of the RSA Assumption

We introduce a new variant of the RSA game with preprocessing model specifically tailored to the oracle-aided computational models from the previous section. In the following, we fix the security parameter $\kappa$ and an integer $m \in \mathbb{Z}, m \geq \kappa$.

Definition 28 (Generic RSA Problem with Preprocessing). For a tuple of algorithms $A = (A_0^\kappa, A_1)$ and an RSA instance generator $\text{RSAGen}$, define experiment $\text{ag-rsa}^A_{\text{RSAGen}}$ as follows:

- **Offline Phase.** Sample $\pi \leftarrow \text{FuncInj}[\kappa, m]$. Run $A_0^\kappa$ on input $1^\kappa$. Let state denote the return value of $A_0^\kappa$.

- **Online Phase.** Compute $(N, e, d) \leftarrow \text{RSAGen}(1^\kappa)$ and sample $x \leftarrow \mathbb{Z}_N$. Run $A_1$ on input $(N, e, \pi(x^e), \text{state})$ and let $G^\pi$ denote the output. If $G^\pi$ does not correspond to the description of a GRA, abort. Note that $A_1$ does not get access to oracle $\pi$.

- **Output Determination.** Run $G^\pi$ on input $(N, e, \pi(x^e))$. When $G^\pi$ outputs $z \in \{0, 1\}^m$, the experiment evaluates to 1 iff $z = \pi(x)$.

Define $A$’s advantage relative to $\text{RSAGen}$ as

$$\text{Adv}^\text{ag-rsa}_{\text{RSAGen}}(A) = \Pr[\text{ag-rsa}^A_{\text{RSAGen}} = 1].$$

We call $A = (A_0^\kappa, A_1)$ an $(S, T_1, T_2)$-generic-RSA-with-preprocessing algorithm (GP-RSA) relative to $\text{RSAGen}$ if $A_0^\kappa$ outputs advice strings state of size at most $S$, $A_1$ runs in time at most $T_1$, and any program $G^\pi$ in the output of $A_1$ runs in time at most $T_2$. Note that we require that $T_1 \geq T_2$.

We also give an alternative version of this game in which $\pi \in \text{FuncInj}[\kappa, m]$ and $(N, e, d) \in \text{RSAGen}(1^\kappa)$ are fixed.

Definition 29 (Fixed Generic RSA Problem with Preprocessing). Fix integers $(N, e, d) \in \text{RSAGen}(1^\kappa)$, let $\pi \in \text{FuncInj}[\kappa, m]$, and let state be of size at most $S$. Define experiment $\text{frsa}^A_{(N, e, d, \text{state}, \pi)}$ as follows:

- **Online Phase.** Sample $x \leftarrow \mathbb{Z}_N$. Run $A$ on input $(N, e, \pi(x^e), \text{state})$ and let $G^\pi$ denote the output. If $G^\pi$ does not correspond to the description of a GRA, abort. Note that $A$ does not have oracle access to $\pi$. 
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Output Determination. Run $G^\pi$ on input $(N, e, \pi(x^e))$. When $G^\pi$ outputs $z \in \{0, 1\}^m$, the experiment evaluates to 1 iff $z = \pi(x)$.

Define $A$’s advantage relative to $(N, e, d, \text{state}, \pi)$ as

$$\text{Adv}^\text{fcrsa}_{(N, e, d, \text{state}, \pi)}(A) = \Pr[f\text{crsa}^A_{(N, e, d, \text{state}, \pi)}(1^\kappa) = 1].$$

We call $A$ an $(S, T_1, T_2)$-fixed-generic-RSA-with-preprocessing (FGP-RSA) algorithm relative to $(N, e, d, \text{state}, \pi)$ if $A$ runs in time at most $T_1$, and any program $G^\pi$ in the output of $A$ runs in time at most $T_2$.

Note that in the above definition we do not require the advice string $\text{state}$ to be output by a preprocessor $A^\text{\pi}_0$. However, by a standard averaging argument, we obtain the following lemma:

Lemma 30. Let $A = (A^\text{\pi}_0, A_1)$ be an $(S, T_1, T_2)$-GP-RSA algorithm and suppose that $\text{Adv}^\text{ag-rsa}_{\text{RSAgen}}(A) \geq \epsilon$. Then with probability at least $\epsilon/2$ over the coins of $\text{RSAgen}$, the choice of $\pi$, and coins of $A^\text{\pi}_0$, $A^\pi_0$ outputs state and $\text{RSAgen}$ outputs $(N, e, d)$ s.t. $\text{Adv}^\text{fcrsa}_{(N, e, d, \text{state}, \pi)}(A_1) \geq \epsilon/2$. 
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Abstract

We analyze the multi-collision resistance of Merkle-Damgård hash function construction in the auxiliary input random oracle model. Finding multi-collisions or $m$-way collisions, for some parameter $m$, in a hash function consists of $m$ distinct input that have the same output under the hash function. This is a natural generalization of the collision finding problem in hash functions, which is basically finding 2-way collisions. Hardness of finding collisions, or collision resistance, is an important security assumption in cryptography. While the time-space trade-offs for collision resistance of hash functions has received considerable attention, this is the first work that studies time-space trade-offs for the multi-collision resistance property of hash functions based on the popular and widely used Merkle-Damgård (MD) constructions.

In this work, we study how the advantage of finding $m$-way collisions depends on the parameter $m$. We believe understanding whether multi-collision resistance is a strictly easier property than collision resistance is a fundamental problem and our work facilitates this for adversaries with auxiliary information against MD based hash functions. Furthermore, in this work we study how the advantage varies with the bound on length of the $m$ colliding inputs. Prior works [1, 19, 3] have shown that finding “longer” collisions with auxiliary input in MD based hash functions becomes easier. More precisely, the advantage of finding collisions linearly depends on the bound on the length of colliding inputs. In this work, we show similar dependence for $m$-way collision finding, for any $m \geq 2$.

We show a simple attack for finding 1-block $m$-way collisions which achieves an advantage of $\tilde{\Omega}(S/mN)$. For $2 \leq B < \log m$, we give the best known attack for finding $B$-blocks $m$-way collision which achieves an advantage of $\tilde{\Omega}(ST/m^{1/(B-1)}N)$ when $m^{1/(B-1)}$-way collisions exist on every salt. For $B > \log m$, our attack achieves an advantage of $\tilde{\Omega}(SB/N)$ which is optimal when $SB \geq T$ and $ST^2 \leq N$. The main results of this work is showing that our attacks are optimal for $B = 1$ and $B = 2$. This implies that in the auxiliary-input random oracle model, the advantage decreases by a multiplicative factor of $m$ for finding 1-block and 2-block $m$-way collisions (compared to collision finding) in Merkle-Damgård based hash functions.
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1 Introduction

In this work we study multi-collision finding in Merkle-Damgård (MD) hash functions with auxiliary input generated during a pre-computation. Several recent works [11, 12, 1, 19, 3] have rigorously studied collision finding in MD hash functions with pre-computation but currently nothing is known about the upper and lower bounds for $m$-way collision finding with pre-computation, where an $m$-way collision consists of $m$ distinct messages, for some parameter $m$, whose hash values are identical.

Auxiliary-Input Random Oracle Model

We will study the problem in the auxiliary-input (AI) random oracle (RO) model in order to obtain the time-space trade-offs. We note that AI-RO model is strong enough to capture pre-computing as well as non-uniform adversaries. We informally describe the model next.

An adversary $A$ in this model can be thought of as a pair of algorithms $(A_1, A_2)$ each of which corresponds to a stage of $A$:

1. Offline/pre-computation stage: $A_1$ gets computationally unbounded access to the oracle (i.e., there is no bound on the number of oracle queries and computation made by $A_1$) and outputs a fixed-size advice/information about the oracle. Let’s denote this pre-computed information by $\sigma$.
2. $A_2$ takes $\sigma$ outputted by $A_1$ as input along with challenge, makes a bounded number of queries to the oracle.

In this work, we will use $S$ to denote the length of $\sigma$ in bits output by $A_1$ and $T$ to denote the bound on the number of queries made by $A_2$. We will refer to such an adversary $A$ as $(S,T)$-AI adversary.

Specifically for a $m$-way collision finding $(S,T)$-AI adversary, the input challenge to $A_2$ consists of a salt for the hash function and $A_2$ needs to output $m$ colliding messages on the salt to win. There could be an additional restriction that the collisions found are at most $B$ blocks long.

Why Study Multi-collisions

Multi-collision resistance is a natural generalization of a fundamental and widely used security property in cryptography, namely collision resistance. Multi-collision resistance property is seen as a relaxation of the collision resistance and it is a meaningful exercise to understand whether former is strictly an easier property than the standard collision resistance. In a recent work [29], Rothblum and Vasudevan studied this and gave a non-black box and non-constructive transformation from a multi-collision resistant hash function to collision resistant hash function. In this work, we understand how the complexity of the $m$-way collision finding in MD hash functions varies with $m$ for any $(S,T)$-AI adversary. If the complexity grows linearly or exponentially in $m$, then it could be better to reduce the security of protocols to $m$-way collisions for larger $m$’s. Reducing the security to $m$-way collision resistance for larger and larger $m$ could allow applications to reduce the length of the output of the hash function and hence make them more efficient.

For a random hash function (i.e., a hash function modelled as a random oracle) it was proven that any adversary making $T$ queries can achieve the advantage of the order $(T/m)^m/N^{m-1}$ for finding $m$-way collision. Note that the advantage decreases exponentially in the size of $m$. Works dating as early as 1990s had identified that finding $m$-way collisions gets harder as $m$ becomes larger and inspired by this observation, the notion of Multi-collision resistance in hash functions had been used in several existing constructions of applications such as digital signatures, commitment scheme and more.
The multi-collision resistance primitive has been used in signature schemes [8], identification schemes [20], micropayment scheme [28] and commitment scheme [26]. Bitansky et al. in [7], formally introduced multi-collision resistance as a cryptographic primitive, used it to construct secure keyless hash functions and study its applications. Berman et al., too, in [5] used the notion of multi-collision resistance to find secure keyless hash functions.

Liu and Zhandry in [27] analyzed multi-collisions in the quantum setting. As Grover’s algorithm speeds up the classical birthday attack for finding collisions from $O(2^{n/2})$ to $O(2^{n/3})$, Liu and Zhandry study the speedup on multi-collisions in random hash function with quantum query. They conclude that it could be better to base the security of constructions on the multi-collision resistance in the quantum setting as they prove that $\Omega(2^{n/2}(1-1/(2^m-1)))$ queries are required on average to find $m$-way collision for any constant $m$.

While it can be provably shown for random functions that finding $m$-way collisions becomes exponentially unlikely in $m$ (the probability of finding $m$-way collisions is $\theta(T^m/N^{m-1})$), same cannot be said to hold true for iterated hash function constructions such as Merkle-Damgård. In fact Joux in [25], showed an attack that requires just $\log m \cdot \sqrt{N}$ queries in expectation to find $m$-way collision in Merkle-Damgård based hashing algorithms. Note that this means that the number of queries required to find $m$-way collisions in Merkle-Damgård based hashing algorithms increases by just a multiplicative factor of $\log m$ with $m$ (unlike for random functions).

Here we note that Joux’s result does not take into account two things: 1) What if there is a restriction on the length of permitted collisions? 2) What if adversaries allowed to perform pre-computation or learn some auxiliary information about the hash function? To the best of our knowledge, our work is the first to investigate on both of these fronts simultaneously.

From our investigation of the problem with pre-computation, we learn that finding $m$-way collisions in MD based hash functions do not get harder in the Auxiliary input random oracle (AI-RO) model as far as there is no restriction on the length of $m$-way collisions found. But what about when there is a restriction on the length of the $m$-way collisions found with pre-computation? The biggest question this work investigates is about the hardness of finding “short” $m$-way collisions. In fact, for some restricted parameter ranges we manage to show that any pre-computing adversary’s advantage provably takes a linear hit as $m$ grows larger.

It is worth-noting that $m$-way collision finding is somewhat related to the fundamental $m$-distinctness problem. The difference is that our problem studies collisions on the same salt whereas $m$-distinctness applies even when there is an $m$-way collision with different salts. Nevertheless both the problems are looking for $m$-way collisions. In fact, solving $m$-distinctness is a trivial problem in the AI-RO model as long as the advice $\sigma$ is $\Omega(m \log N)$ bits long. This is because $A_1$ can simply find the $m$-way collision on the hash function and store it as advice for $A_2$ to win certainly. Thus, it is important that $A_2$ gets a random salt as challenge and the outputted $m$ messages should collide with this salt under the hash function for $A$ to win.

1.1 Our Contributions

1.1.1 Our Results

First, we summarize our results for $m$-way collision-finding in table 1. As stated before, let $S$ denote the size of pre-computed information in bits, $T$ be the number of the queries made to oracle implementing a random function $h$ in $[N] \times [M] \rightarrow [N]$ and $B$ be the number of blocks accepted in the multi-collisions.
Table 1 Asymptotic security bounds on the security of finding $B$-block $m$-way collisions in Merkle-Damgard Hash Functions constructed from a random function $h : [N] \times [M] \mapsto [N]$ against $(S,T)$-algorithms. The attacks assume $M$ is “sufficiently” larger than $N$ for the required collisions to exist in $h$. For simplicity, logarithmic terms and constant factors are omitted.

<table>
<thead>
<tr>
<th>$B$</th>
<th>Best attacks</th>
<th>Security bounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B = 1$</td>
<td>$\frac{ST}{mN} + \frac{(T/m)^m}{N^{m-1}}$ [Thm 10]</td>
<td>$\frac{ST}{mN} + \frac{(T/m)^m}{N^{m-1}}$ [Thm 10]</td>
</tr>
<tr>
<td>$B = 2$</td>
<td>$\frac{ST}{mN} + \frac{(T/m)^m}{N^{m-1}}$ [Thm 8]</td>
<td>$\frac{ST}{mN} + \frac{(T/m)^m}{N^{m-1}}$ [Thm 11]</td>
</tr>
<tr>
<td>$B &lt; \log m$</td>
<td>$\frac{ST}{m^{1/(B-1)} N} + \frac{(T/m)^m}{N^{m-1}}$ [Thm 8]</td>
<td>$\frac{STB}{N^c} \cdot \max{1, \frac{ST^2}{N^c} + \frac{T^2}{N^c}}$ [3]</td>
</tr>
<tr>
<td>$[\log m, 2\log m)$</td>
<td>$\frac{ST}{N} + \left(\frac{T^2}{N \log m}\right)^{\log m}$ [Thm 8]</td>
<td>$\frac{STB}{N^c} \cdot \max{1, \frac{ST^2}{N^c} + \frac{T^2}{N^c}}$ [3]</td>
</tr>
<tr>
<td>$[2\log m, T]$</td>
<td>$\frac{ST}{N} + \left(\frac{T^2}{N \log m}\right)^{\log m}$ [Thm 8]</td>
<td>$\frac{STB}{N^c} \cdot \max{1, \frac{ST^2}{N^c} + \frac{T^2}{N^c}}$ [3]</td>
</tr>
<tr>
<td>Unbounded</td>
<td>$\frac{ST}{N}$ [Thm 7]</td>
<td>$\frac{ST}{N}$ [11]</td>
</tr>
</tbody>
</table>

We elaborate our results next.

1. For unbounded $B$ (or $B \geq T$), a reduction to the collision-finding problem upper bounds the advantage to $\tilde{O}(ST^2/N)$ using a result from [12]. Our interesting finding is a matching attack based on the attacks of Joux in [25] and Coretti et al. in [12]. Finding an attack that matches this trivial security bound up to poly-log factors is surprising because this attack shows that finding $m$-way collision in the AI model requires about the same effort for any $m \geq 2$. To put this into more perspective, this attack shows that an AI adversary can find an $\sqrt{N}$-way collision in about the same effort as required for finding a 2-way collision.

2. For any other $B$, the best we manage to do is again bound the security via reduction to the collision-finding problem as for unbounded $B$. The bounded-length version of our attack from (1) matches the bound when $B \geq \log m, SB \geq T$ and $ST^2 \leq N$.

For $B < \log m$, the best attack we can find has a gap of a factor of $m^{1/(B-1)}$. To elaborate, we give attack that achieves:

- advantage $\Omega\left(\frac{ST}{m^{1/(B-1)} N}\right)$ for any $B > 1$ when $M > (m^{1/(B-1)} - 1) \cdot N$ and $m = O(N^c)$ for some constant $c$.

We restrict to $M > (m^{1/(B-1)} - 1) \cdot N$, so that an $m^{1/(B-1)}$-way collision is guaranteed to exist on every salt in $[N]$ under $h$ by the pigeonhole principle. However, $M > (m^{1/(B-1)} - 1) \cdot N$ is not a necessary condition for such collisions to exist. It is the case that our attack succeeds with advantage $\tilde{\Omega}\left(\frac{ST}{m^{1/(B-1)} N}\right)$ when $m^{1/(B-1)}$-way collisions exist on every salt in $[N]$.

- advantage $\tilde{\Omega}\left(\frac{STB}{N^c}\right)$ when $B \geq (d + 1) \log m$ and $M^d > N$ for some $d \geq 1$.

Let’s first understand this for $d = 1$. It means we restrict to $M > N$ but again this is not a necessary condition. Having 2-way collisions on every salt is sufficient for our attack to achieve $\tilde{\Omega}\left(\frac{STB}{N^c}\right)$ advantage. To get rid of the $M > N$ requirement, we can set $d$ to be the smallest value such that $M^d > N$ and replace $h$ with $h^d$. (Hence, $B \geq (d + 1) \log m$.) This is so that the offline adversary will be able to find 2-way collisions on every salt under $h^d$ by the pigeonhole principle. Note that the smallest $d$ which satisfies this requirement will be at most $\log N + 1$ for any $M \geq 2$. 
3. For $B = 1$, we show that advantage for any $(S,T)$-AI adversary is bounded by $\tilde{O}(\frac{S}{mN} + \frac{T}{m^2})$. Note that this bound shows a loss of factor of $m$ in advantage when $S/mN$ is the dominating term. The trivial attack stated in section 5 matches this bound. The proof for this result is via generalizing a technique used in [16], namely “global” compression.

4. Our result for $B = 2$ is the most important contribution of this work in terms of techniques used. We show that no $(S,T)$-AI adversary can achieve better advantage than $\tilde{O}(\frac{ST}{mN})$. This bound again shows a loss of factor of $m$ in advantage and matches our attack from (2).

Several prior works have used the relation between the advantage of solving a problem in the AI model and another model, namely the multi-instance model (MI), so that they analyze the MI-security and obtain bounds for the AI-security. However, we reduce the problem to finding $m$-way collision in a variant of the “parallel” multi-instance model (MI). It is the way we relate the security in the two models which is new and we believe could be of independent interest.

Our results suggest that finding $m$-way collisions doesn’t get harder (as $m$ increases) in the AI-RO model if the collisions are allowed to be sufficiently long or $m$ is really “small” (for instance $O(\log N)$ for some constant $c$ because we ignore poly-log factors in our results). From the practice standpoint, this could mean that if the constructors of applications want to gain in complexity by reducing their security to larger collision finding, it is imperative to make sure the relative size of the parameters $N, m$ and $B$ in their application actually makes that plausible.

Discussion

As in several prior works [24, 1, 10, 19, 3], we also use that the security in the auxiliary input RO model is closely related to the security in another model that is easier to analyze, namely the Multi-instance (MI) model. How we relate these two models in this work is different from the prior works. This allows our analysis of the Multi-instance model to be significantly different and easier compared to the prior works.

We informally describe the “Parallel” MI model next and follow up with a high level idea of our technique. We note that there is a “Sequential” variation of the MI model that has been extensively used in several prior works but this work only uses the Parallel variation. So whenever we refer to MI model in this paper, we mean the Parallel MI model.

Informally, an adversary in the MI model gets multiple instances of challenges and gets to make bounded number of queries to the oracle for each challenge instance. The adversary gets no advice and it is required to succeed on every challenge instance in order to succeed. Specifically, our parameters in the MI model will be $S, T$ where $S$ will denote the number of challenge instances given to the adversary (note the parameter $S$ here corresponds to the size the advice from AI model for optimal reduction) and $T$ will denote the number of queries the adversary can make for each instance. Note that the adversary will get to make a total of $ST$ queries.

Our high level approach would be to identify all the types of 2-block $m$-way collisions. For 2-block $m$-way collision finding, there are several types of collisions which an adversary could find in order to win. We depict the types in fig. 4. (Note that an adversary could find a collision that is a mix of these types but there will exist an $(c \cdot m)$-way collision of one type where $c$ is a constant.) For a straight-forward AI to MI security reduction used in prior works, we need to analyze adversaries that could find any one of these five types of $m$-way collisions for each of the $S$ challenge salts in MI model and win. However, analyzing such adversaries seems very hard.
We will relate the AI-security to the MI-security for each of these type of collisions. This allows us to analyze adversary restricted to finding a certain type of collision for all the $S$ challenge instances in the MI model. This is the idea that makes the analysis in the MI model possible. We would like to note here that we are able to do per collision type of relation of AI-security to MI-security because our analysis in the MI model is insensitive to the order in which the blocks of colliding messages are found. For full details refer to section 6.

1.2 Related Works

We would like to first note that time-space lower bounds have been studied for several cryptographic primitives including collision resistance. Some other primitives are function inversion, discrete log, one-way functions, pseudo-random generators. Refer [11, 15, 9, 14, 13, 22, 21] for further details.

Here we will focus on the prior works for collision resistance in the auxiliary input model. As far as we know, all the prior works have focused on time-space trade-offs for 2-way collisions. Ours is the first work that studies the more general primitive, $m$-way collisions in hash functions.

Before discussing the prior works, we recall our notations. The adversary in the AI model works in two stages. The output of the first (offline) stage adversary is bounded length advice $\sigma$. We will denote this length by $S$-bit, i.e., $|\sigma| = S$. The adversary in the second (online) stage makes bounded number of queries to the oracle, denoted by $T$. The adversary could be required to output collisions that have bounded length. We will denote this bound on the length by $B$.  

Dodis et al. in [16] were the first to study 2-way collision-resistance in AI-RO model. Dodis et al. studied it for random functions and proved the security bound of $\tilde{\theta}(S/N + T^2/N)$. They presented an attack and proved the matching security bound via “global” compression. To elaborate further, the authors showed that any pre-computing adversary that finds collisions on “too many” salts can be used to compress the random function. Since random functions cannot be compressed, this can be used to bound the size of the set of winning salts for any adversary. Our proof of security bound for 1-block $m$-way collisions is based on this technique of Dodis et al.  

Coretti et al. in [12] were the first to study (2-way) collision-resistance for Merkle-Damgård based hash function in the AI-RO model. Coretti et al. proved a bound of $O(ST^2/N)$ on finding collisions when there is no restriction on the length of the collisions. Coretti et al. reduced the security of collision finding in the AI-RO model to another model, namely Bit-fixing random oracle (BF-RO) model which was inspired by the work of Unruh [30]. The matching attack presented in [12] was inspired by the Hellman’s attack presented in the seminal work [23] and found collisions that could be order of $T$ blocks long.

The follow-up work of Akshima et al. [1] realized that when accepted collisions were restricted to $B$-blocks in length, the best attack they could find achieved an advantage of $\Omega(STB/N)$ and they conjectured it to be the optimal attack. However, Akshima et al. could prove the optimality of their attack only for a restricted class of pre-computing adversaries and not any pre-computing adversary. For any pre-computing adversary, they could show their attack to be optimal only when $B = 2$. The proof in [1] reduced to Sequential multi-instance game and proved the required bound via compression. In addition, Akshima et al. presented an attack that showed it was impossible to achieve the desired bound (bound that would give optimal bound in AI-RO model) in the parallel multi-instance game, effectively proving a gap between the two versions of the multi-instance game for collision-finding.
The follow-up work of Ghoshal and Komargodski [19] proved the conjecture in [1] for any constant $B$. Ghoshal et al. used similar techniques to those in [1] together with their observation that it is “unlikely” to find $\geq \log N$-way collision in a random function to obtain better results.

Inspired by the idea of [10] to analyze the sequential multi-instance game stage-wise instead of simultaneously analyzing all the $S$ stages, Akshima et al. in [3] proved the conjecture of [1] for any $B \in [2, T)$ when $ST^2 \leq N$. They proved a bound of $STB/N \cdot \max\{1, ST^2/N\}$. Our bounds for “long” $m$-way collisions is based on this result. Our attack for $B \geq \log m$ blocks long $m$-way collision, as in [3], matches the bound (up to poly-log factors) when $ST^2 \leq N$.

Freitag et al. in [17] studied 2-way collision-finding for Sponge based hash functions in the AI random permutation model. They presented an attack for $B = 1$ which uses inverse queries of permutation to beat the trivial attack for some parameter ranges. They also prove loose security bounds for $B = 1$ and $B = 2$ block collision finding. Their bound for $B = 1$ was improved in the follow-up work [2]. In [2], Akshima et al. also showed that relation between AI security and multi-instance security cannot be used to improve the security bounds any further for Sponge based constructions.

A recent work [18] by Freitag et al. uses Merkle trees to get a provably improved hash function construction that gives optimal collision resistance against adversaries with pre-computation.

1.3 Open Problems

1. An obvious open question is proving a tighter security bound on $B$-block $m$-way collision finding for $B < \log m$ or alternatively finding a better attack. We conjecture that the attack we have presented in this work for that parameter range is optimal.

2. We are aware of few works that have studied multi-collisions in sponge constructions without pre-processing. In the famous work [6], Bertoni et al. presented the sponge construction and briefly talked about realizing multi-collisions in sponges. Another work [4] from 2013 by AlAhmad, Alshaikhli and Nandi formally studied Joux’s attack for sponges.

As far as we are aware there is no work on security bounds of multi-collision resistance with pre-processing for Sponge constructions. As Sponge constructions use a permutation instead of a function, our lower bounds do not extend trivially to Sponge (however, our attacks do) and it is an interesting problem to consider for future work.

2 Preliminaries

2.1 Notation

For non-negative integers $N, k$, $[N] := \{1, \ldots, N\}$ and $\binom{[N]}{k}$ denotes the set of all $k$-sized subsets of $[N]$. For non-negative integers $a, b$ such that $a < b$, $(a, b)$ is the set of values between $a$ and $b$ excluding $a$ and $b$ themselves, i.e., $(a, b) := \{a + 1, a + 2, \ldots, b - 1\}$. For a set $X$, $x \leftarrow X$ denotes $x$ is a uniform random variable on $X$. $X^+$ denotes a list of one or more elements from $X$.

$O$, $\Omega$ and $\Theta$ are the standard asymptotic notations. The asymptotic notations with $\tilde{}$, e.g. $\tilde{O}$, ignore the poly-logarithmic terms.
2.2 Merkle Damgård Hash Function

A cryptographic hash function is a function that maps inputs of varied length to a fixed length output. Merkle Damgård (MD) is one of the popular classical construction for hash functions. It uses fixed length compression functions. MD5, SHA1, SHA2 and many more standard hashing algorithms are based on this construction.

In this work, we study an abstraction of the MD construction that takes a salt and an arbitrary length message as input, breaks the message into blocks of fixed length and iteratively applies the compression function, denoted $h$ and modelled as a random oracle.

For the remaining of the paper, unless specified otherwise, we will always think of $h$ as a random function from $\mathbb{N} \times \mathbb{M} \rightarrow \mathbb{N}$.

For any salt $a \in \mathbb{N}$ and message $m \in \mathbb{M}$, we define $\text{MD}_h(a,m) = h(a,m)$. For message $m \in \mathbb{M}$ such that $m$ can be written as $m = m_1 || \ldots || m_\ell$ where $m_1, \ldots, m_\ell \in \mathbb{M}$, we define $\text{MD}_h$ on $a$ and $m$ as follows:

$$\text{MD}_h(a,m) := h(\text{MD}_h(a,m_1 || \ldots || m_{\ell-1}), m_\ell).$$

We refer to $m_1, \ldots, m_\ell$ as blocks.

2.3 Definitions

Next, we formally define the $m$-way multi-collision resistance game for MD hash functions in the auxiliary input (AI) RO model.

▶ Definition 1 ((S, T, m)-AI adversary). A pair of algorithms $A = (A_1, A_2)$ is an $(S,T,m)$-AI adversary against $m$-way collision resistance in $MD_h$ if

- $A_1^h$ gets unbounded access to $h$ (i.e., gets to make unbounded number of oracle queries to $h$) and outputs $S$ bits of advice $\sigma$;
- $A_2^h$ takes $\sigma$ and a salt $a \in \mathbb{N}$ as input, issues $T$ queries to $h$ and outputs $msg_1, \ldots, msg_m$ where $h$ is a function in $\mathbb{N} \times \mathbb{M} \rightarrow \mathbb{N}$.

The $m$-way multi-collision resistance security game, namely $m$-AICR, is defined next.

▶ Definition 2. For a function $h$ in $\mathbb{N} \times \mathbb{M} \rightarrow \mathbb{N}$ and salt $a \in \mathbb{N}$, the game $m$-AICR is defined in fig. 1.

```
Game m-AICR_{h,a}(A)
\sigma \leftarrow A_1^h
msg_1, \ldots, msg_m \leftarrow A_2^h(\sigma, a)
If msg_i \neq msg_j and MD_h(a, msg_i) = MD_h(a, msg_j) \forall i \neq j \in \mathbb{M}
Then Return 1
Else Return 0
```

Figure 1 Security game $m$-AICR_{h,a}(A).

For an $(S,T,m)$-AI adversary $A = (A_1, A_2)$, the advantage of $A$, denoted as $\text{Adv}^m$-AICR($A$), is defined as the probability of $m$-AICR_{h,a}(A) returning 1 when $h$ is a random function in $\mathbb{N} \times \mathbb{M} \rightarrow \mathbb{N}$ and $a$ is a random salt in $\mathbb{N}$ drawn independently. We define the $(S,T,m)$-AI multi-collision resistance, denoted by $\text{Adv}^m$-AICR($S,T,m$), as the maximum advantage taken over all $(S,T,m)$-AI adversaries in the game $m$-AICR.
Game $m$-AICR$^B_{b,a}(A)$
\[
\begin{align*}
\sigma & \leftarrow A^1_b \\
\text{msg}_1, \ldots, \text{msg}_m & \leftarrow A^2_b(\sigma, a) \\
\text{If any of } \text{msg}_1, \ldots, \text{msg}_m \text{ have more than } B \text{ blocks} \quad & \text{Then Return 0} \\
\text{If } \text{msg}_i \neq \text{msg}_j \text{ and } \text{MD}_h(a, \text{msg}_i) = \text{MD}_h(a, \text{msg}_j) \forall i \neq j \in [m] \quad & \text{Then Return 1} \\
\text{Else Return 0}
\end{align*}
\]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{Security game $m$-AICR$^B_{b,a}(A)$.}
\end{figure}

\textbf{Definition 3.} For a function $h$ in $[N] \times [M] \rightarrow [N]$ and salt $a \in [N]$, the game $m$-AICR$^B_{b,a}$ is defined in fig. 2.

For an $(S,T,m)$-AI adversary $A = (A_1, A_2)$, the advantage of $A$ in the game $m$-AICR$^B_{b,a}$, denoted as $\text{Adv}^m_{\text{AICR}}(A)$, is defined as the probability of $m$-AICR$^B_{b,a}(A)$ returning 1 when $h$ is a random function in $[N] \times [M] \rightarrow [N]$ and $a$ is a random salt in $[N]$ drawn independently. We define the $(S,T,m)$-AI $B$-length multi-collision resistance, denoted by $\text{Adv}^m_{\text{AICR}}(S,T,m)$, as the maximum advantage taken over all $(S,T,m)$-AI adversaries in the game $m$-AICR$^B_{b,a}$.

### 2.4 Relevant Results

#### Compression arguments

\textbf{Lemma 4 ([15], restated in [16]).} Say $\text{Enc}$ is an encoding function in $\{0,1\}^\ell_1 \rightarrow \{0,1\}^\ell_2$ and $\text{Dec}$ is a decoding function in $\{0,1\}^\ell_2 \rightarrow \{0,1\}^\ell_1$ such that for any $\ell_1$-bit $x$, $\text{Dec}(\text{Enc}(x)) = x$ with probability at least $\epsilon$, then $\ell_2 \geq \ell_1 - \log(1/\epsilon)$ holds true.

#### 2-way collision results

\textbf{Lemma 5 (from [12]).} For any $S,T,N$

$$\text{Adv}_{2-\text{AICR}}^2(S,T,2) = \tilde{O}\left(\frac{ST^2}{N}\right).$$

\textbf{Lemma 6 (from [3]).} For any $S,T,N$ and $2 < B < T$

$$\text{Adv}_{B-\text{AICR}}^2(S,T,2) = \tilde{O}\left(\frac{STB}{N} \cdot \max\left\{1, \frac{ST^2}{N}\right\}\right).$$

### 3 Unbounded Length Multi-Collisions

\textbf{Theorem 7.} For any $S,T,m,N$ and $M$ such that $m = O(N^c)$ for some constant $c$,

$$\text{Adv}_{m-\text{AICR}}^m(S,T,m) = \tilde{O}\left(\frac{ST^2}{N}\right).$$

\textbf{Proof.} Note that the security bound is unsurprising and follows from lemma 5 via trivial reduction. We present the reduction in the full version of the paper for completeness.
3.1 Matching Attack

Next we present the matching attack achieving the bound in the theorem. This multi-collision finding attack is based on the attack of Joux in [25] and the pre-computing attacks given in [23, 12, 1]. We assume $M > N$ and thus 2-way collisions exist for every salt in $[N]$ under $h$ (that is because even if $M = N + 1$ there should exist a 2-way collision on every salt by pigeonhole principle). Note that it is possible to get rid of this assumption by replacing $h$ with $h^c$ for some $c$ such that $M^c > N$. Then our $(S, T, m)$-Adv adversary $A = (A_1, A_2)$ is as follows:

1. In Offline stage, $A_1$ picks $s = S/(3 \log m \cdot \log M)$ random salts, denoted $\{a_1, \ldots, a_s\}$ and iteratively computes $a^j_i = h(a^j_{i-1}, 0)$ for $i \in [T/2]$ and $j \in [s]$ to obtain, say $\{a'_1, \ldots, a'_s\}$ set of salts. Then for each of the salt $a'_i$ in this set, $A_1$ finds a $(\log m)$-length chain of 2-way collisions (refer fig. 3 for a pictorial depiction of $u$-length chain of $v$-way collisions) and store these along with $a'_i$ as advice.

2. In Online stage, $A_2$ takes the advice output by $A_1$ and random salt $a$ and iteratively queries $h(\ast, 0)$ up to $T$ times. If output of any of these queries is some $a' \in \{a'_1, \ldots, a'_s\}$, then $A_2$ succeeds in outputting an $m$-way collision.

Let $G$ be the subset of salts that are output of some $h(\ast, 0)$ query made in step 1 (Offline stage). We can show that $\mathbb{E}[|G|] = \tilde{\Omega}(ST)$ in exactly the same manner as in lemma 14 of [12]. Then,

$$\text{Adv}_{m-\text{AICR}}(A) = \tilde{\Omega}\left(\frac{ST^2}{N}\right).$$

using that the adversary wins if output of any of its first $T/2$ queries in the online stage is in $G$ and $\mathbb{E}[|G|] = \tilde{\Omega}(ST)$.

4 $B$-Block Multi-Collisions

Theorem 8. For any $S, T, m, B, N$ and $M$ such that $m = O(N^c)$ for some constant $c$ and $B > 1$,

$$\text{Adv}_{B-\text{AICR}}(S, T, m) = \tilde{\Omega}\left(\frac{ST}{m^{1/(B-1)}N}\right).$$

when $M > (m^{1/(B-1)} - 1) \cdot N$ and

$$\text{Adv}_{B-\text{AICR}}(S, T, m) = \tilde{\Omega}\left(\frac{STB}{N}\right)$$

when $B \geq (d + 1) \log m$ and $M^d > N$ for the some $d \geq 1$. 

\[\square\]
Proof. We give an attack that achieves the bound in the theorem. In the attack and its analysis we assume \( d = 1 \) for simplicity. However, it is straightforward to extend it for other \( d \).

We also assume \( m = O(N^c) \) for some constant \( c \). Then our proposed \((S,T,m)\)-AI adversary \( A = (A_1, A_2) \) is a variation of our attack proposed in the proof of theorem 7. Refer to Appendix A for more details.

\[ \text{Adv}^\text{m-AICR}_B(S,T,m) = O\left( \max \left\{ \frac{ST^2}{N}, \frac{STB}{N} + \frac{T^2}{N} \right\} \right). \]

Proof. The proof of the theorem follows from the reduction of 2-way collision finding to \( m \)-way collision finding and lemma 6.

Note that there is a gap between the best known attack and the bounds proved in Thm. 9 for several parameter ranges. In the following sections, we prove optimal security bounds for some of these parameter ranges, specifically \( B = 1 \) and \( B = 2 \) block \( m \)-way collisions.

5 1-Block Multi-Collisions

\[ \text{Adv}^\text{m-AICR}_B(S,T,m) = \tilde{O}\left( \frac{S}{mN} + \frac{(T/m)^m}{N^{m-1}} \right). \]

We refer the readers to Appendix B for the proof.

6 2-Block Multi-Collisions

\[ \text{Adv}^\text{m-AICR}_B(S,T,m) = \tilde{O}\left( \frac{ST}{mN} + \frac{(eT/m)^m}{N^{m-1}} \right). \]

Proof. Let’s fix an \((S,T,m)\)-AI adversary \( A \). Next, we identify all the types of 2-block \( m \)-way collisions. See fig. 4 for a pictorial depiction of the types. Note that collision type 5 in fig. 4c can be thought of as a generalization of collision types in fig. 4c and fig. 4d but we treat them separately for simplicity.

Moreover it is possible that an adversary finds an \( m \)-way collision which is a mix of two types of collisions given in fig. 4. For some \( \ell \) in \((0,m)\), consider an \( m \)-way collision on salt \( a \) that comprises of \( \text{msg}_1, \ldots, \text{msg}_\ell, (\text{msg}_0^{\ell+1}, \text{msg}_1^{\ell+1}), \ldots, (\text{msg}_m, \text{msg}_1^m) \) where for every \( i \in [\ell] \), \( h(a, \text{msg}_i) = a' \) and for every \( i \in [m] \setminus [\ell] \), \( h(h(a, \text{msg}_i^0), \text{msg}_i^1) = a' \). Such an \( m \)-way collision can be thought of as \( \ell \)-way collision of type 1 and \((m - \ell)\)-way collision of type 3. Note that any \( m \)-way collision which is a mix of two types of collisions contains an \( m' \)-way pure collision (i.e., collision of a unique type) such that \( m' \geq m/2 \). Thus, we can reduce bounding the security of such a (mixed) \( m \)-way collision-finding adversary to bounding security of an \((m/2)\)-way (pure) collision finding adversary (adding a multiplicative factor of 2 to our bound for pure collision-finding).

\[ \text{Claim 12.} \] Any \( m \)-way collision contains an \((m/2)\)-way collision of exactly one of the types given in fig. 4.
Time-Space Tradeoffs for Finding Multi-Collisions in MD

Figure 4: Depiction of types of 2-block m-way collisions using function graph of \( h \). The vertices denote the salt (in \([N]\)) and the arrows correspond to a value in \([M]\).

Proof. For an \( m \)-way 2-block collision on an arbitrary salt \( a \), the colliding messages can be denoted by \((\text{msg}_0^i, \text{msg}_1^i)_{i=1}^m\) such that \( \text{msg}_0^i \in [M] \) and \( \text{msg}_1^i \in [M] \cup \{\perp\} \) where \( \text{msg}_1^i = \perp \) denotes that the colliding message is just 1-block, \( \text{msg}_0^i \). Let’s denote the output salt on which the messages collide by \( a' \), i.e., \( h(h(a, \text{msg}_0^i), \text{msg}_1^i) = a' \) for all \( i \in [m] \).

One possibility is that for all \( i \in [m] \), \( \text{msg}_1^i = \perp \). Then \( \text{msg}_0^1, \ldots, \text{msg}_0^m \) will have to be distinct and satisfy \( h(a, \text{msg}_0^i) = a' \) for every \( i \). This is type 1 collision shown in fig. 4a.

Other possibility is that \( \text{msg}_1^i \neq \perp \) for all \( i \in [m] \). Then exactly one of the following will hold:

1. \( \text{msg}_1^0 = \ldots = \text{msg}_m^0 \), then \( \text{msg}_1^1, \ldots, \text{msg}_m^1 \) will have to be distinct and the messages will form type 2 collision shown in fig. 4b.
2. \( \text{msg}_1^0, \ldots, \text{msg}_m^0 \) are distinct and \( h(a, \text{msg}_0^0), \ldots, h(a, \text{msg}_m^0) \) are distinct, then the messages will form type 3 collision shown in fig. 4c.
= \text{msg}\_1^0, \ldots, \text{msg}\_m^0 \text{ are neither all equal nor all distinct but } h(a, \text{msg}\_i^0) = \cdots = h(a, \text{msg}\_m^0),\text{ then the colliding messages will form collision of types 4 shown in fig. 4d.}

= \text{msg}\_1^i, \ldots, \text{msg}\_m^i \text{ are not all equal (may or may not be all distinct) and } h(a, \text{msg}) \text{ for } m \in \{\text{msg}\_1^0, \ldots, \text{msg}\_m^0\} \text{ are neither all equal nor all distinct, then the colliding messages will form collision of types 5 shown in fig. 4e.}

Finally, consider the possibility that \text{msg}\_i^t \neq \bot \text{ for some (not all) } i \in [m]. \text{ Then the messages with } \text{msg}\_i^t = \bot \text{ will be forming type 1 } m'-\text{way collision (where } m' \text{ is the number of messages with } \text{msg}\_i^t = \bot \text{) and the remaining messages will satisfy one of the cases listed above for } (m - m')-\text{way collision. Then there will exist } m/2 \text{ colliding messages that satisfy one of the types of collisions depicted in fig. 4.} 

Let \( E_t \) be the event that \( \mathcal{A} \) wins game \( m\text{-}\text{AICR}\_2^t \) by outputting \( (m/2)\)-way collision of type \( t \) in fig. 4. Then

\[
\text{Adv}\_2^t\text{-\text{AICR}}(\mathcal{A}) \leq \sum_{t=1}^{5} \Pr \left[ m\text{-\text{AICR}}_{h,a}^2(\mathcal{A}) = 1 \land E_t \right]
\]

Next, we formally define multi-collision resistance game for MD hash functions in the Multi-instance model. We first define the adversary in the model.

▶ Definition 13 ((S, T, m)-MI adversary). An algorithm \( \mathcal{A} \) is an \((S, T, m)\)-MI adversary against \( m\)-way collision resistance in \( MD_h \) if

= \( \mathcal{A}^h \) receives \( S \) salts from \([N]\) as input

= \( \mathcal{A}^h \) gets to make \( ST \) queries to \( h \) and outputs \( (\text{msg}\_1^i, \ldots, \text{msg}\_m^i)^S_{i=1} \)

where \( h \) is a function in \([N] \times [M] \rightarrow [N]\).

▶ Definition 14. For a function \( h \) in \([N] \times [M] \rightarrow [N]\), fixed function \( S \), and any \( t \in [5] \), the game \( m\text{-\text{MICR}}^{S,t}_h \) is defined in fig. 5.

\[
\begin{align*}
\text{Game } m\text{-\text{MICR}}^{S,t}_h(\mathcal{A}) \text{ sample } & \{a_1, \ldots, a_S\} \leftarrow \binom{[N]}{S} \\
(\text{msg}\_1^i, \ldots, \text{msg}\_m^i)^S_{i=1} & \leftarrow \mathcal{A}^h(\{a_1, \ldots, a_S\}) \\
\text{If for any } & i \in [S] \text{ and any of } \text{msg}\_1^i, \ldots, \text{msg}\_m^i \text{ have more than 2 blocks} \\
\text{Then return } & 0 \\
\text{If } \forall i \in [S]: (\text{msg}\_1^i, \ldots, \text{msg}\_m^i) \text{ is } m\text{-way collision of type } t \text{ on } a_i \\
\text{Then return } & 1 \\
\text{Else return } & 0
\end{align*}
\]

Figure 5 Security game \( m\text{-\text{MICR}}^{S,t}_h(\mathcal{A}) \).

For an \((S, T, m)\)-MI adversary \( \mathcal{A} \), the advantage of \( \mathcal{A} \) in the game \( m\text{-\text{MICR}}^{S,t}_h \), denoted as \( \text{Adv}^{(m,t)}\text{-\text{MICR}}(\mathcal{A}) \), is defined as the probability of \( m\text{-\text{MICR}}^{S,t}_h(\mathcal{A}) \) returning 1 when \( h \) is a random function in \([N] \times [M] \rightarrow [N]\). We define the \((S, T, m)\)-MI 2-block multi-collision resistance, denoted by \( \text{Adv}^{(m,t)}\text{-\text{MICR}}(S, T, m) \), as the maximum advantage taken over all \((S, T, m)\)-MI adversaries.

Next, we define a modified version of the \( m\)-MICR game, which we refer to as \( m\text{-mod-MICR} \) game. It is different from \( m\)-MICR game only in the way the challenge salts are sampled.

▶ Definition 15. For a function \( h \) in \([N] \times [M] \rightarrow [N]\), fixed function \( S \), and any \( t \in [5] \), the game \( m\text{-\text{mod-MICR}}^{S,t}_h \) is defined in fig. 6.

The advantages in the game \( m\text{-\text{mod-MICR}} \) is defined similarly to that in the game \( m\)-MICR.
Next, we present a lemma that establishes a relation between the advantage in the games m-MICR and m-mod-MICR for a MI adversary.

Lemma 16. For any $S, T, u, m, N$, any $t \in [5]$ and $\delta$ such that $\delta \geq S/N$, if $\text{Adv}^{(m,t)}(u, T) \leq \delta^u$ for every $u \leq S$ then $\text{Adv}^{(m,t)}(S, T) \leq (2\delta)^S$.

Proof.

\[
\text{Adv}^{(m,t)}(S, T) \\
\leq \sum_{u=1}^{S} \Pr[u \text{ distinct salts among } S \text{ random salts}] \ast \text{Adv}^{(m,t)}(u, T) \\
\leq \sum_{u=1}^{S} \left( \frac{S}{u} \right) \left( \frac{u}{N} \right)^{S-u} \cdot \delta^u \\
\leq \left( \frac{S}{N} + \delta \right)^S \leq (2\delta)^S
\]

where the third inequality follows from the binomial theorem and the last inequality uses that $\delta \geq S/N$. □

Now we present the theorem that allows bounding the security in the auxiliary input model by analyzing the multi-instance game. This theorem is a variation of Theorem 4.1 in [10] and Theorem 3 in [3].

Theorem 17. For any $S, T, m, t \in [5]$ and $\delta \in [0, 1]$, if $\text{Adv}^{(m/2,t)}(S, T, m/2) \leq \delta^S$, then $\Pr[m-\text{MICR}^2_{h,a}(A) = 1 \land E_1] \leq 4\delta$.

Proof. It is given that $\text{Adv}^{(m/2,t)}(S, T, m/2) \leq \delta^S$. Using lemma 16 we know that $\text{Adv}^{(m/2,t)}(S, T, m/2) \leq (2\delta)^S$ when ST/mN ≥ S/N (in other words m ≤ T).

Say for some $t \in [5]$ there exists an $(S, T, m)$-AI adversary $A = (A_1, A_2)$ such that $\Pr[m-\text{MICR}^2_{h,a}(A) = 1 \land E_1] > 4\delta$. Then we can give an $(S, T, m)$-MI adversary $A'$ that uses $A$ and achieves $\text{Adv}^{(m/2,t)}(A') > (2\delta)^S$ which is a contradiction. We describe $A'$ next.

1. $A'$ randomly chooses $S$-bit advice, $\sigma$.
2. For each element $a$ in the input set of salts $\{a_1, \ldots, a_S\}$, $A'$ runs $A_2(\sigma, a)$ to obtain $m$ messages that collide under $MD_h$ and outputs the $m/2$ messages that form $(m/2)$-way collision of type $t$. 

\[\text{Game m-mod-MICR}^S_{m}(A)\]
1. Sample $a_i \leftarrow \{N\}$ for $i \in [S]$ 
2. $(\text{msg}_1, \ldots, \text{msg}_m)_{i=1}^S \leftarrow A^h(\{a_1, \ldots, a_S\})$
3. If for any $i \in [S]$ and any of $\text{msg}_1, \ldots, \text{msg}_m$ have more than 2 blocks
   Then Return 0
4. If $\forall i \in [S]: (\text{msg}_1, \ldots, \text{msg}_m)$ is $m$-way collision of type $t$ on $a_i$
5. Then Return 1
6. Else Return 0

\[\text{Figure 6 Security game m-mod-MICR}^S_{m}(A)\]
Let $\delta_h := \Pr_{a}[m{\text{-AICR}}_{h,a}^2(S,T,m/2) = 1 \land E_t]$ for a fixed choice of $h$. Then we know $E_h[\delta_h] = \Pr_{h,a}[m{\text{-AICR}}_{h,a}^2(S,T,m/2)] > 4\delta$. Then

$$Adv^{(m/2,t)}{\text{-MICR}}(S,T,m/2) = \Pr_{h,a_1,\ldots,a_S}[(m/2){\text{-MICR}}_{h,a}^{S,t}(A) = 1]$$

$$= E_h \left[ \Pr_{a_1,\ldots,a_S}[(m/2){\text{-MICR}}_{h,a}^{S,t}(A) = 1] \right]$$

$$= E_h \left[ \Pr_{a_1,\ldots,a_S}[(m/2){\text{-MICR}}_{h,a}^{S,t}(A) = 1 | \sigma = A_h^1] \cdot \Pr[\sigma = A_h^1] \right]$$

$$= E_h \left[ \delta_h \cdot \frac{1}{2^S} \right] \geq \frac{E_h[\delta_h]^S}{2^S} > (2\delta)^S,$$

where the second to last inequality is by Jensen’s inequality.

**Lemma 18.** For any $S, T, N, m$ and $t \in [5]$ such that $m = \omega(\log^2 N)$ and $m \leq ST$,

$$Adv^{(m,t)}{\text{-MICR}}(S,T,m) = O\left( \frac{ST}{mN} + \frac{(\epsilon T/m)^m}{N^{m-1}} \right)^S.$$

It is worth noting that in the lemma we make an additional assumption that $m = \omega(\log^2 N)$ which does not contradict with the statement of Thm 11. And that is because for $m = O(\log^6 N)$, the theorem holds trivially from the reduction of 2-way collision finding to $m$-way collision finding and the result of [1].

Now proof of theorem 11 follows from theorem 17 and lemma 18 as follows:

$$\forall t \in [5] : \Pr[m{\text{-AICR}}_{h,a}^2(A) = 1 \land E_t] \leq 4 \cdot \left( Adv^{(m,t)}{\text{-MICR}}(S,T,m) \right)^{1/S}$$

$$\Rightarrow Adv^2{\text{-AICR}}(A) \leq \sum_{t=1}^5 \Pr[m{\text{-AICR}}_{h,a}^2(A) = 1 \land E_t]$$

$$\leq 4 \cdot \sum_{t=1}^5 \left( Adv^{(m,t)}{\text{-MICR}}(S,T,m) \right)^{1/S}$$

$$= \tilde{O}\left( \frac{ST}{mN} + \frac{(\epsilon T/m)^m}{N^{m-1}} \right).$$

To complete the proof of theorem 11, it only remains to prove lemma 18.

**Proof.** Let’s fix a $(S, T, m)$-MI adversary $A$ and let $h$ be a random oracle. We denote the input of random $S$-sized set of salts by $\{a_1, \ldots, a_S\}$. Let $X_t^i$ be the indicator variable that $A$ wins on salt $a_i$, i.e., $A$ finds $m$-way collision of type $t$ on salt $a_i$ for $t \in [5]$. To prove the lemma, we need to show for each $t \in [5]$, that $Adv^{(m,t)}{\text{-MICR}}(S,T,m) = \tilde{O}\left( \frac{ST}{mN} + \frac{(\epsilon T/m)^m}{N^{m-1}} \right)^S$.

Type 1 collisions are intuitively the easiest to analyze. Consider the adversary gets $S$ distinct salts, say $\{a_1, \ldots, a_S\}$, as input and in order to win on $a_i$ for any $i \in [S]$, $A$ needs to make $m$ queries of the form $(a_i, *)$ such that all their outputs are equal under $h$. If $A$ wins on “too many” $S$-sized subsets of $[N]$, we give an encoder that could use this $A$ to compress $h$ but that is impossible. Hence, there exists no such $A$.

The encoding algorithm will be as follows:

- ITC 2024
Store the $Sm$ queries among the $ST$ queries that are involved in collisions for the $S$ challenge salts in an unordered set, say $W$. This would require $\log (\frac{ST}{Sm})$ bits.

For all $i \in [S]$, delete the output of all the queries of the form $(a_i, \ast)$ except the first occurring query in the unordered set $W$ from the table of $h$. This saves $S(m-1) \log N$ bits.

Say $\text{Adv}^{(m,1)}-\text{MICR}(A) = \epsilon$. Then

$$
\log \epsilon \leq \log \left(\frac{ST}{Sm}\right) - S(m-1) \log N
$$

$$
\Rightarrow \epsilon \leq \left(\frac{ST}{Sm}\right) \leq \left[\frac{(eT/m)^m}{N^{m-1}}\right]^S.
$$

Analysis for collisions of type 2-5 are more evolved. We refer the readers to Appendix C for a careful analysis of type 2 collisions. Analysis for remaining collision types are based on similar ideas. However, due to lack of space we omit the complete analysis here. We refer the readers to the full version of the paper.
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A Bounded Length Multi-Collision Attack

The attack is as follows:

1. In the Offline stage,
   a. \(A_1\) randomly picks \(s\) salts, denoted \(\{a_1^0, \ldots, a_s^0\}\). Let’s define \(x := \max\{0, \lceil(B - \log_2 m)/2\rceil\}\) and \(y := \min\{\log_2 m, B - 1\}\). Then for every \(i \in [s]\) and \(j \in [x]\), \(A_1\) first iteratively computes \(a_i^j = h(a_i^{j-1}, 0)\) to obtain the set \(\{a_i^0, \ldots, a_i^x\}\).
   b. Next, \(A_1\) finds a \(y\)-length chain of \(m^{1/y}\)-way collision (recall fig. 3) on \(a_i^x\) for every \(i \in [s]\).
   c. Finally, \(A_1\) stores the tuple of \(a_i^x\) and the corresponding \(y\)-length chain for every \(i \in [s]\) as advice.

2. In the Online stage, \(A_2\) is given the advice from \(A_1\) and a random salt, denoted \(a\), as challenge. \(A_2\) runs the following steps for \(k \in \lfloor T/2x \rfloor\) when \(x \) is non-zero and \(k \in [T]\) when \(x = 0\):
   - Set \(b = h(a, k)\) and \(\text{counter} = 1\)
   - While \(a, b \not\in \{a_1^x, \ldots, a_s^x\}\) and \(\text{counter} < 2x\):
     - query and set \(b = h(b, 0)\)
     - increment \(\text{counter}\) by 1.
   - Say \(b = a_\ell^x\) for some \(\ell\), then \(A_2\) can learn the \(y\)-length chain of \(m^{1/y}\)-way collision on \(a_\ell^x\) from the advice and output \(m\) colliding messages consisting of \(k\) concatenated with \((\text{counter} - 1)\) 0’s followed by \(m\) different combinations in the chain.

The analysis of this attack can be found in the full version of the paper.
B Proof of Theorem 10

We first present the attack for finding 1-block \( m \)-way collisions.

Note that the following trivial adversary, say \( \mathcal{A} = (\mathcal{A}_1, \mathcal{A}_2) \), achieves \( \tilde{\Omega}\left(\frac{S}{m^N} + \frac{(T/m)^m}{N^m/m} \right) \) advantage.
1. In the Offline stage, \( \mathcal{A}_1 \) stores (1-block) \( m \)-way collisions for \( \tilde{\Omega}(S/m) \) salts as part of the advice.
2. In the Online stage, if the input random salt, say \( a \), is one of the salts for which the advice contains a \( m \)-way collision, adversary returns the corresponding \( m \)-way collision.

Else the adversary tries to find \( m \)-way collision using it’s \( T \) queries to the oracle \( h \).

Next we prove the security bound from the theorem. We prove it via “global” compression which is based on a result in [16].

Fix an \( (S,T,m) \)-AI adversary \( \mathcal{A} = (\mathcal{A}_1, \mathcal{A}_2) \) having advantage \( \epsilon \). Let \( \sigma \) denote the \( S \)-bit advice output by \( \mathcal{A}_1 \) and let \( \mathcal{G} \) be the set of salts in \([N]\) on which \( \mathcal{A}_2 \) succeeds in finding \( m \)-way collision when given \( \sigma \) and makes \( T \) queries to \( h \).

We want to show that the set \( \mathcal{G} \) cannot be large for any \( (S,T,m) \)-AI adversary. In other words, it is impossible for any \( (S,T,m) \)-AI adversary to succeed in finding \( m \)-way collisions on “too” many salts, irrespective of what information is contained in the \( S \)-bit advice \( \sigma \). The idea is to give an encoding algorithm that uses such an adversary that succeeds on a “lot” of salts to compress \( h \), which should be impossible as \( h \) is a random function.

Note that since \( \mathcal{A}_2 \) finds \( m \)-way collisions on each of the salts in \( \mathcal{G} \), for every \( a \in \mathcal{G} \) there should exist \( m \) queries of the type \((a, *) \) \( \in [N] \times [M] \) such that outputs of all the \( m \) queries are same under \( h \). Our encoding algorithm uses this repetition in outputs to compress as follows:

1. Store the advice \( \sigma \) (requires \( S \) bits)
2. Store the size of the set \( \mathcal{G} \) (in other words, the number of elements in \( \mathcal{G} \)), denoted \( |\mathcal{G}| \) (requires \( \log N \) bits)
3. Store the set \( \mathcal{G} \) (requires \( \log \frac{N}{|\mathcal{G}|} \) bits)
4. Store the unordered set of \( |\mathcal{G}| \cdot m \) queries corresponding to the \( m \)-way collisions for each salt in \( \mathcal{G} \). Let’s denote this set by \( \mathcal{X} \). Note that \( \mathcal{X} \) is a subset of the \( |\mathcal{G}| \cdot T \) queries made by \( \mathcal{A}_2 \) using the assumption that \( \mathcal{A}_2 \) has to query it’s outputs. Thus, storing \( \mathcal{X} \) requires \( \log \left( \frac{|\mathcal{G}|^T}{|\mathcal{G}|m} \right) \) bits.
5. Delete the outputs of \( \mathcal{G}|(m-1) \) queries in \( \mathcal{X} \) from table of \( h \). (Note that the table for \( h \) is stored as follows: table contains output of \( h \) on the queries made by \( \mathcal{A}_2 \) on the set \( \mathcal{G} \) followed by the output of \( h \) on the remaining entries of queries in \([N] \times [M] \) in lexicographic order.) This saves \( |\mathcal{G}|(m-1) \cdot \log N \) bits.

Via the compression argument of De et al. [15] (stated as lemma 4 in this paper), the following holds:

\[
S + \log N + \log \left( \frac{N}{|\mathcal{G}|} \right) + \log \left( \frac{|\mathcal{G}|T}{|\mathcal{G}|m} \right) + NM \log N - |\mathcal{G}|(m-1) \cdot \log N \geq NM \log N
\]

\[
\Rightarrow S + \log N + |\mathcal{G}| \log \left( \frac{N}{|\mathcal{G}|} \right) + |\mathcal{G}| m \log \left( \frac{|\mathcal{G}|T}{|\mathcal{G}|m} \right) \geq |\mathcal{G}|(m-1) \log N
\]

\[
\Rightarrow S + \log N \geq |\mathcal{G}| \log \left( \frac{N^{m-1}|\mathcal{G}|}{N(T/m)^m} \right)
\]
We take expectation on both sides of the above equation and use convexity of the function $x \log x$ along with $E[|G|] = \epsilon N$ as follows:

$$E[S + \log N] \geq E[|G| \log \left( \frac{N^{m-1}|G|}{N(T/m)^m} \right)]$$

$$\Rightarrow S + \log N \geq E[|G|] \log \left( \frac{N^{m-1}E[|G|]}{N(T/m)^m} \right) \geq \epsilon N \cdot \log \left( \frac{N^{m-1} \cdot \epsilon N}{N(T/m)^m} \right) \geq \epsilon N \cdot \log \left( \frac{N^{m-1} \cdot \epsilon}{(T/m)^m} \right)$$

Consider the following two cases:

1. If
   $$\frac{N^{m-1} \epsilon}{(T/m)^m} \leq 2^m$$
   This simply implies
   $$\epsilon \leq \frac{(2T/m)^m}{N^{m-1}}$$

2. Otherwise
   $$\frac{N^{m-1} \epsilon}{(T/m)^m} > 2^m$$
   which implies
   $$S + \log N \geq \epsilon N \log 2^m \Rightarrow \epsilon \leq \frac{S + \log N}{mN}$$
   This completes the proof for the security bound.

\section*{C Bounding MI-security for Type 2 collisions}

The analysis would be trivial and same as for $t = 1$ if $m$-way collision for each salt used distinct queries. However, queries can be reused among collisions for different salts. Refer to fig. 4b for a visual depiction.

Say $x$ salts use the same $m$-way collision structure. Refer fig. 7 for a visual depiction. Say the adversary finds $y$ such structures where $x = \delta_i$ for the $i^{th}$ structure.

\begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{figure7.png}
  \caption{Depiction of $x$ salts “sharing” a $m$-way 1-block collision.}
  \end{figure}

Then it holds that
$$\delta_1 + \cdots + \delta_y \geq S$$

The encoding algorithm will be as follows:
1. Store \( y \) which requires \( \log S \) bits.

2. Store the subset of \( ST \) queries forming \( m \)-way collisions in an unordered fashion. From the table of \( h \), delete the entries corresponding to the queries in the set except the first query. There will be \( y \) such \( m \)-sized sets.

3. Store the number of \( i \in [y] \) such that \( \delta_i \geq m \) which requires \( \log S \)-bits.

4. For \( i \in [y] \): if \( \delta_i > m \) do the following
   - Store \( \delta_i \)
   - Store the \( \delta_i \)-sized set of queries that have the same output. From the table of \( h \), delete the entries corresponding to the queries in the set except the first query.

Say \( \epsilon \) is the advantage. For decoding purposes, the encoder must store these sets of collisions but also store the values of \( y \), \( \{\delta_i | i \in [y], \delta_i > m\} \) and \( |\{\delta_i | i \in [y], \delta_i > m\}| \). It holds by the compression argument that

\[
\log \epsilon \leq \log S + y \log \left( \frac{ST}{m} \right) - y \cdot (m - 1) \log N + \log S + \sum_{i \in [y]: \delta_i \geq m} \left[ \log S + \log \left( \frac{ST}{\delta_i} \right) - (\delta_i - 1) \log N \right] \\
= \log S + \sum_{i \in [y]: \delta_i < m} \left[ \log \left( \frac{ST}{m} \right) - (m - 1) \log N \right] + \log S + \sum_{i \in [y]: \delta_i \geq m} \left[ \log \left( \frac{ST}{m} \right) - (m - 1) \log N + \log S + \log \left( \frac{ST}{\delta_i} \right) - (\delta_i - 1) \log N \right]
\]

In the analysis, we consider the following cases:

1. \( x \geq m \)
   It would suffice to take into account the probability of \( x \) of the \( ST \) queries having the same output, which is:

\[
\frac{\binom{ST}{x}}{N^{x-1}} \leq \left( \frac{eST}{xN} \right)^x \cdot \frac{1}{x^2} \cdot N \leq \left( \frac{2eST}{mN} \right)^x
\]

where the last inequality uses that \( \frac{1}{x^2} \leq \frac{1}{x^2} \leq N \) as \( x \geq m \geq \log N \).

2. \( x < m \)
   Then the probability of an \( m \)-way collision is:

\[
\leq \frac{(ST)}{N^{m-1}} \leq \left( \frac{eST}{mN} \right)^m \cdot \frac{1}{m^2} \cdot N \leq \left( \frac{2eST}{mN} \right)^x
\]

where the last inequality holds for \( m \geq \log N \) and \( 2eST/mN \leq 1 \).

Hence, the probability of finding the structure where \( x \) salts share a \( m \)-way 1-block collision such that we get type 2 collision on the \( x \) salts in the MI setting is at most \( (2eST/mN)^x \) irrespective of whether \( x < m \) or \( x \geq m \). This shows that in either case, we can get the desired bound exponentially small in \( x \).

Then, we know for each \( i \) such that \( \delta_i < m \),

\[
\log \left( \frac{ST}{m} \right) - (m - 1) \log N \leq \log \left( \frac{2eST}{mN} \right)^{\delta_i}
\]
and for each \(i\) such that \(\delta_i \geq m\)

\[
\text{log} \left( \frac{ST}{m} \right) - (m - 1) \log N + \log S + \log \left( \delta_i \right) - (\delta_i - 1) \log N
\leq \log S + \log \left( \frac{ST}{\delta_i} \right) - (\delta_i - 1) \log N \leq \log \left[ S \cdot \left( \frac{2eST}{mN} \right)^{\delta_i} \right]
\]

using \(2eST \leq mN\). Then,

\[
\implies \epsilon \leq S \cdot \left[ \prod_{i \in [y]: \delta_i < m} \left( \frac{2eST}{mN} \right)^{\delta_i} \right] \cdot \left[ \prod_{i \in [y]: \delta_i \geq m} S \cdot \left( \frac{2eST}{mN} \right)^{\delta_i} \right]
\]

\[
\leq S^2 \cdot \left[ \prod_{i \in [y]: \delta_i < m} \left( \frac{2eST}{mN} \right)^{\delta_i} \right] \cdot \left[ \prod_{i \in [y]: \delta_i \geq m} S \cdot \frac{1}{2^m} \cdot \left( \frac{4eST}{mN} \right)^{\delta_i} \right]
\]

\[
\leq 2^S \cdot \prod_{i \in [y]} \left( \frac{4eST}{mN} \right)^{\delta_i} = 2^S \cdot \left( \frac{4eST}{mN} \right)^{\delta_1 + \cdots + \delta_y} \leq 2^S \cdot \left( \frac{4eST}{mN} \right)^S
\]

\[
= \left( \frac{8eST}{mN} \right)^S
\]

where the last inequality uses that \(\delta_1 + \delta_2 + \delta_y \geq S\) as these structures should give collisions on \(S\) distinct salts.
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1 Introduction

Secure multiparty computation (MPC) [48] is a fundamental cryptographic primitive which enables $n$ players to jointly compute a function $f(x_1, \ldots, x_n)$ without revealing information on their private inputs $x_i$ to adversaries corrupting at most $t$ players. Due to many important applications, the asymptotic and concrete optimization of MPC protocols has been the subject of a large body of research. In this work, we consider the dishonest-majority setting, where the majority of players are corrupted, i.e., $t > n/2$.

MPC in the correlated randomness model. A popular approach to designing MPC protocols in the dishonest-majority setting is to employ correlated randomness. In this model, players receive correlated randomness from a trusted dealer before inputs are known (the offline phase) and then consume the randomness to perform input-dependent computation (the online phase). It was shown in [1] that the correlated randomness allows us to construct information-theoretically secure protocols in the dishonest-majority setting, while such protocols do not
MPC with Polylogarithmic Bottleneck Complexity and Correlated Randomness

exist in the plain model. Subsequently, many optimizations have been proposed and several of them are even implemented [6, 19, 37, 18, 8, 9]. Two primary efficiency metrics for MPC in this model are the online communication cost and the amount of correlated randomness received from a trusted dealer [13, 9]. This is because as opposed to local computation, communication and storage costs are usually dominant in MPC protocols and minimizing both costs simultaneously leads to fast and scalable protocols.

Bottleneck complexity. Traditionally, the cost of online communication has been measured by the total amount of communication across all \(n\) players. On the other hand, for practical applications such as peer-to-peer computations between lightweight devices, the per-party cost is a more effective measure than the total cost. For example, several existing protocols (e.g., [17, 14, 29, 22]) require one player to communicate different messages with every other player. Then, while the total communication cost is possibly scalable, the player must bear communication proportional to \(n\) and his cost quickly becomes prohibitive in large-scale MPC involving many players. In this work, we focus on a more fine-grained efficiency measure capturing the load-balancing aspect of protocols, called bottleneck complexity [10], which is defined as the maximum communication required by any one player during the protocol execution.

To fit large-scale networks, we aim at designing MPC protocols whose bottleneck complexity scales polylogarithmically with \(n\). Unfortunately, there is a negative result that we cannot achieve sublinear bottleneck complexity for all functions even without any security considerations [10]. Due to this result, a line of works [43, 39, 21] have studied the problem of constructing protocols with low bottleneck complexity for specific classes of functions. Above all, the class of symmetric functions, whose values are the same no matter the order of \(n\) inputs, is one of the most fundamental functions including majority, counting, and parity functions. Recently, the authors of [39, 21] constructed information-theoretic protocols for symmetric functions with \(O(\log n)\) bottleneck complexity\(^1\). However, a main drawback of the protocols is that every player needs to receive a large amount of correlated randomness that is linear in \(n\) per party. This means that no matter how much bottleneck complexity in the online phase is improved, the protocols do not work efficiently as receiving and storing correlated randomness is the bottleneck for efficiency. Motivated by the above considerations, in this work, we ask:

*Can we construct MPC protocols for symmetric functions keeping both bottleneck complexity and the amount of correlated randomness polylogarithmic in \(n\)?*

### 1.1 Our Results

In this work, we answer the above question affirmatively by presenting two different constructions of MPC protocols for symmetric functions, assuming semi-honest adversaries colluding with at most \(n - o(n)\) players. There is a trade-off between bottleneck complexity and the amount of correlated randomness.

▶ **Theorem 1 (Informal).** For a parameter \(\ell\), there exists an information-theoretic MPC protocol for computing a symmetric function \(f : \{0, 1\}^n \rightarrow \{0, 1\}\) that has bottleneck complexity \(O(\log n)\), per-party correlated randomness of size \(O(\ell \log n)\), and tolerates up to \(n - \Theta(n/\ell)\) semi-honest corruptions.

\(^1\) The authors of [39] considered a related class of functions called abelian programs. Their protocol can also compute symmetric functions by setting the underlying abelian group as the ring of integers modulo \(n + 1\). See Remark 6 for more details.
Table 1 Information-theoretic MPC protocols for computing symmetric functions with sublinear bottleneck complexity in the dishonest-majority setting.

<table>
<thead>
<tr>
<th>Reference</th>
<th>BC</th>
<th>CR</th>
<th>Corruption</th>
</tr>
</thead>
<tbody>
<tr>
<td>[39, 21]</td>
<td>$O(\log n)$</td>
<td>$O(n)$</td>
<td>$n - 1$</td>
</tr>
<tr>
<td>[21]</td>
<td>$O(\sqrt{n})$</td>
<td>$O(\sqrt{n})$</td>
<td>$n - 1$</td>
</tr>
<tr>
<td>Ours (Corollary 8)</td>
<td>$O(\log n)$</td>
<td>$O((\log n)^2)$</td>
<td>$n - o(n)$</td>
</tr>
<tr>
<td>Ours (Corollary 15)</td>
<td>$O((\log n)^2)$</td>
<td>$O(\log n)$</td>
<td>$n - o(n)$</td>
</tr>
<tr>
<td>Ours (Corollary 9)</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>$(1 - \epsilon)n$</td>
</tr>
</tbody>
</table>

“BC” stands for bottleneck complexity and “CR” stands for the amount of correlated randomness per party. $\epsilon$ is any constant with $0 < \epsilon < 1/2$.

**Theorem 2 (Informal).** For a parameter $\ell$, there exists an information-theoretic MPC protocol for computing a symmetric function $f : \{0, 1\}^n \rightarrow \{0, 1\}$ that has bottleneck complexity $O(\ell \log n)$, per-party correlated randomness of size $O(\log n)$, and tolerates up to $n - \Theta(n/\ell)$ semi-honest corruptions.

A typical choice of the parameter $\ell$ is $\ell = \Theta(\log n)$. Theorem 1 then gives a protocol that has bottleneck complexity $O(\log n)$ and correlated randomness of size $O((\log n)^2)$. Theorem 2 gives a protocol that has bottleneck complexity $O((\log n)^2)$ and correlated randomness of size $O(\log n)$. Compared to the previous works, our protocols achieve for the first time polylog($n$) bottleneck complexity and correlated randomness simultaneously (see Table 1). Furthermore, if we set $\ell \approx 1/\epsilon$ for a constant $0 < \epsilon < 1/2$, then both Theorems 1 and 2 give protocols such that both the bottleneck complexity and the amount of correlated randomness are $O(\log n)$ for a constant fraction of corrupted players (e.g., 99 percent of the parties are corrupted). Although the corruption threshold $t$ is lower than the maximum $n - 1$, our protocols are still secure in the dishonest majority setting $t > n/2$. A more detailed comparison is shown in Table 1.

Our first protocol even achieves polylog($n$) computational complexity since the local computation of each player involves only $O(\log n)$ arithmetic operations in a field of size $O(n)$. As a comparison, the previous protocols in [39, 21] have $O(n)$ computational complexity since every player needs to process vectors or matrices of size $O(n)$.

Technically, we achieve polylogarithmic bottleneck complexity and correlated randomness with the help of ramp secret sharing [42, 7, 47, 23] (also known as packed secret sharing), a technique to distribute and operate on multiple secrets simultaneously only paying the cost of a single secret. This tool was used to realize certain functionalities in several previous works [14, 22], but they required every player to distribute fresh shares of their local secret, which leads to inefficient protocols in terms of bottleneck complexity. Our technical novelty is carefully designing correlated randomness to avoid such resharing processes and keep polylog($n$) bottleneck complexity. See Section 2 for a detailed overview of our techniques.

### 1.2 Related Work

Boyle et al. [10] constructed a generic compiler from any possibly insecure protocol to a computationally secure protocol (without correlated randomness) preserving bottleneck complexity up to a polynomial factor in a security parameter. However, their compiler is based on fully homomorphic encryption, which can only be instantiated from a narrow class of cryptographic assumptions [25, 46, 26], and the concrete efficiency leaves much to
be desired. Orlandi, Ravi, and Scholl [43] constructed a protocol for symmetric functions in the correlated randomness model assuming garbled circuits. However, in addition to not achieving information-theoretic security, players need to receive a garbled circuit with $O(\log n)$ input bits as correlated randomness. Since the minimum size of circuits computing a worst-case function with $m$ input bits is $\Omega(2^m/m)$ [38], the correlated randomness of [43] is $\Omega(\lambda n/\log n)$ in the worst case, which is not polylogarithmic in $n$. There are maliciously secure protocols with sublinear bottleneck complexity for general tasks [20] and specific tasks [41, 24]. However, these protocols assume the strong honest-majority setting ($t < n/3$) and/or only achieve $\Omega(\sqrt{n})$ bottleneck complexity.

There is a rich line of works studying total communication complexity of MPC, e.g., [27, 4, 11, 44, 15, 35, 34, 17, 2, 16, 19, 5, 36, 12, 30, 31, 40, 29]. However, protocols in all of the above works require full interaction among players, that is, each player may send different messages to all the other players in each round of interaction. This feature necessarily results in high bottleneck complexity $\Omega(n)$.

The authors of [33, 32] initiated the study of the communication complexity of MPC with restricted interaction patterns. Halevi et al. [32] studied a chain-based interaction, in which players interact over a simple directed path traversing all players. Protocols on a chain-based interaction possibly achieve low bottleneck complexity since each player communicates with at most two players. However, since the last player on the chain is allowed to evaluate the function on every possible input of his choice, the constructions in [32] cannot achieve the standard security of MPC, which requires that corrupted players learn nothing but the output.

## 2 Technical Overview

In this section, we provide an overview of our techniques. More detailed descriptions and security proofs will be given in the following sections.

### 2.1 Our First Protocol for Symmetric Functions

To begin with, we recall the protocol computing symmetric functions with $O(\log n)$ bottleneck complexity in [39, 21]. Let $h : \{0, 1\}^n \rightarrow \{0, 1\}$ be a symmetric function. Since the value of $h(x_1, \ldots, x_n)$ depends only on the number of 1’s, which is equal to the sum $\sum_{i \in [n]} x_i$, there is the unique function $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\}$ such that $h(x_1, \ldots, x_n) = f(\sum_{i \in [n]} x_i)$. Roughly speaking, the protocol in [39, 21] proceeds as follows: In the setup, players receive an additive sharing of the truth-table $T_r \in \{0, 1\}^{n+1}$ of $f$ permuted with a random shift $r \in \{0, 1, \ldots, n\}$. Simultaneously, they also receive an additive sharing $(r_i)_{i \in [n]}$ of the shift $r$. In the online phase, players compute $x_i + r_i$, open $y = \sum_{i \in [n]} x_i + r$, and then open the $y$-th component of the permuted truth-table $T_r$, which is $f(y - r) = h(x_1, \ldots, x_n)$. In this protocol, however, players need to receive additive shares of the $(n + 1)$-dimensional vector $T_r$, which results in correlated randomness of size $O(n)$ per party.

Our starting point to reduce this large correlated randomness is using a ramp secret sharing scheme to share the permuted truth-table $T_r$ of $f$. Ramp secret sharing [42, 7, 47] is a variant of secret sharing which can share a secret vector of dimension $k$ keeping the share size logarithmic in $k$ and $n$. One may expect that a ramp secret sharing scheme can compress the $(n + 1)$-dimensional vector $T_r$ into shares each of size logarithmic in $n$. However, this falls short of achieving our goal since the efficiency of ramp secret sharing schemes comes at the cost of decreasing a privacy threshold $t$ to $n - k$. In our setting, this means that when sharing the $(n + 1)$-dimensional vector $T_r$, we need to set a privacy threshold $t = n - (n + 1) < 0$, which guarantees no privacy.
To overcome this, we decompose the permuted truth-table $T_r$ into $\ell$ vectors $T_r = (U^{(1)}, U^{(2)}, \ldots, U^{(\ell-1)})$ each of dimension $k = (n+1)/\ell$. We independently generate shares of each vector $U^{(j)}$ using a ramp secret sharing scheme. Now, a privacy threshold is $t = n - (n + 1)/\ell = n - o(n)$ instead of $t = n - (n + 1)$. In the online phase, players write $y = x + r$ as $y = \sigma k + \tau$ for some $\sigma \in \{0, 1, \ldots, \ell - 1\}$ and $\tau \in \{0, 1, \ldots, k - 1\}$, which implies that the $y$-th component of $T_r$ corresponds to the $\tau$-th component of $U^{(\sigma)}$. Then all players can together reconstruct the output $f(y - \tau) = h(x_1, \ldots, x_n)$ by opening the $\tau$-th component of $U^{(\sigma)}$. A typical choice of the parameter $\ell$ is $\ell = \Theta(\log n)$. Then a privacy threshold is $t = n - \Theta(n/\log n)$ and correlated randomness for each player consists of $O(\ell) = O(\log n)$ shares. Since a ramp secret sharing scheme requires the underlying field to contain $n + k = O(n)$ elements, the size of correlated randomness is $O((\log n)^2)$ in bits. Note that the bottleneck complexity is still $O(\log n)$ since players open only one share in the online phase. On the other hand, if we set $\ell \approx 1/\epsilon$ for a constant $0 < \epsilon < 1/2$, then both the bottleneck complexity and the amount of correlated randomness are $O(\log n)$ while the number of corrupted players should be at most $(1 - \epsilon)n$.

### 2.2 Our Second Protocol for Symmetric Functions

Next, we show a protocol which reduces the amount of correlated randomness to $O(\log n)$ bits at the cost of increasing bottleneck complexity to $O((\log n)^2)$. Our starting point is a balancing approach in [21] of expressing the truth-table of $f : \{0, 1, \ldots, n\} \to \{0, 1\}$ (induced by a symmetric function $h$) as a matrix $M_f$ instead of an $(n + 1)$-dimensional vector. More specifically, assume that there are two distinct primes $\ell$ and $k$ such that $\ell k = n + 1$, and fix the one-to-one correspondence $\phi$ between $\mathbb{Z}_{n+1} = \{0, 1, \ldots, n\}$ and $\mathbb{Z}_\ell \times \mathbb{Z}_k = \{(\sigma, \tau) \in \mathbb{Z}^2 : 0 \leq \sigma < \ell, 0 \leq \tau < k\}$ induced by the Chinese remainder theorem. Then there exists a matrix $M_f \in \{0, 1\}^{\ell \times k}$ such that the computation of $f(\sum_{i \in [n]} x_i)$ can be expressed as the following inner product

$$f(\sum_{i \in [n]} x_i) = \langle e_\sigma, M_f \cdot e_\tau \rangle,$$

where $(\sigma, \tau) = \phi(\sum_{i \in [n]} x_i)$ and $e_j$ denotes the vector with a 1 in the $j$-th coordinate and 0’s elsewhere. The task is now reduced to secure computation of matrix-vector products of size at most $\max\{\ell, k\}$, which balances bottleneck complexity and the amount of correlated randomness. However, if we naively implement secure computation of the inner product (1) by sharing secret vectors $e_\sigma$ and $e_\tau$ in an element-wise way, then the best possible bottleneck complexity is $\Omega(\sqrt{n})$ since the primes $\ell, k$ should satisfy $\ell k = \Omega(n)$.

To achieve polylogarithmic bottleneck complexity, we use a ramp secret sharing scheme and encode secret vectors $e_\sigma$ and $e_\tau$ into small shares. This reduces the secure computation of (1) to constructing protocols for the following functionalities:

**Linear transformation.** Players obtain ramp shares of an $\ell$-dimensional vector $M \cdot w$ from shares of a $k$-dimensional secret vector $w$, where $M$ is a public $\ell$-by-$k$ matrix.

**Inner product.** Players obtain $\langle v, w \rangle$ from ramp shares of two $\ell$-dimensional vectors $v$ and $w$.

We note that a protocol for the first functionality was previously considered in [14] but it requires every player to reshare their local shares, which results in $\Omega(n)$ bottleneck complexity. Our technical novelty is carefully designing correlated randomness to avoid such resharing processes and keep bottleneck complexity polylogarithmic in $n$. 
Linear transformation. Ramp secret sharing schemes considered in this paper have linear reconstruction, that is, a secret vector can be expressed as a linear combination of all shares over a field. This implies that given shares of $w$, every player can locally compute an $\ell$-dimensional vector $s_i$ such that $s_1 + \cdots + s_n = M \cdot w$. If players were allowed to reshare all the $s_i$’s, they could securely obtain shares of $M \cdot w$. However, the resharing of all the $s_i$’s results in high bottleneck complexity $\Omega(n)$. Instead, we distribute shares of a randomly chosen $\ell$-dimensional vector $r$ in the offline phase. This enables players to locally compute $x_i$, such that $x_1 + \cdots + x_n = M \cdot w + r$ and jointly reconstruct $M \cdot w + r$, which can be done by communicating $O(\ell)$ field elements. Note that since $r$ is unknown to any player, $M \cdot w + r$ is just a random vector. It can be done locally to obtain shares of $M \cdot w + r$ from it. Players then convert these shares into the ones of the $M \cdot w$ from it. In our protocol, players communicate only $O(\ell)$ field elements in the online phase.

Inner product. Distributing Beaver triples [1] in the offline phase is a common technique to compute the product $vw$ from shares of two secrets $v$ and $w$. Although this technique successfully works when computing the product of scalars, a naive generalization does not work if we compute the inner product of vectors shared by a ramp scheme. More specifically, a common template using Beaver triples is distributing fresh shares of three secrets $a$, $b$ and $c$ in the offline phase, where $a$ and $b$ are randomly chosen and $c = ab$. In the online phase, players reconstruct $v - a$ and $w - b$, and then compute shares of $vw$ based on the equation

$$vw = (v - a)(w - b) + a(w - b) + b(v - a) + c.$$ 

This can be done locally since $vw$ is a linear combination of secrets $a$, $b$ and $c$ with public coefficients $v - a$ and $w - b$. To generalize this template, we distribute shares of secret vectors $a$, $b$ and $c$, where $a$ and $b$ are random and $c = a \ast b$, where $\ast$ denotes the element-wise product. As above, players reconstruct $v - a$ and $w - b$. Naturally, we extends the above equation to vectors:

$$v \ast w = (v - a) \ast (w - b) + a \ast (w - b) + b \ast (v - a) + c.$$ 

It is easy to compute shares of the first term since $v - a$ and $w - b$ are public. A technical difficulty lies in computing shares of the second and third terms. When we only deal with scalars, players can locally compute shares of $a(w - b)$ from shares of $a$ and a public constant $w - b$ just by multiplying the shares by the constant. However, when a secret vector $a$ is shared by a ramp scheme, multiplying shares of $a$ by a constant $d$ results in shares of a vector $d \cdot a$, whose entries are all multiplied by $d$. To obtain shares of $a \ast (w - b)$, we need to multiply different entries of a secret vector $a$ by different constants. For that, we rewrite $a \ast (w - b) = \text{diag}(w - b) \cdot a$ and apply the above protocol for linear transformation with $M = \text{diag}(w - b)$, where $\text{diag}(w - b)$ denotes a diagonal matrix whose $(i, i)$-th entry is the $i$-th entry of $w - b$. Finally, players obtain shares of $v \ast w$, jointly reconstruct it, and output $\langle 1, v \ast w \rangle = \langle v, w \rangle$, where $1$ is the all-one vector. Since naively reconstructing $v \ast w$ leaks additional information, we let players add shares of a random secret $s$ such that $\langle 1, s \rangle = 0$, which does not affect correctness since $\langle 1, v \ast w + s \rangle = \langle v, w \rangle$. In this protocol, players communicate only $O(\ell)$ field elements in the online phase and receive a constant number of field elements in the offline phase.

Putting it altogether. Similarly to our first protocol, in the offline phase, we distribute additive shares of a random mask $r \in \{0, 1, \ldots, n\}$ and ramp shares of vectors $e_{r, s}$ and $e_{\tau, r}$, where $\phi(r) = (\sigma_r, \tau_r) \in \mathbb{Z}_\ell \times \mathbb{Z}_k$. In the online phase, players open a masked sum $y =
We denote the set of $\mathbf{e}_\sigma$ by applying the protocol for linear transformation with $\mathbf{w} = \mathbf{e}_\sigma$ and $\mathbf{M}$ being the linear operation of shifting a vector by $\sigma_i$. Similarly, players run the linear transformation protocol on ramp shares of $\mathbf{e}_{\tau_i}$ to obtain shares of $\mathbf{e}_{\tau_i}$. Subsequently, they apply the linear transformation protocol setting $\mathbf{w} = \mathbf{e}_{\tau_i}$ and $\mathbf{M} = \mathbf{M}_{\mathbf{f}}$ to obtain ramp shares of $\mathbf{M}_{\mathbf{f}} \cdot \mathbf{e}_{\tau_i}$. Finally, they run the inner product protocol on input $\mathbf{e}_\sigma$ and $\mathbf{M}_{\mathbf{f}} \cdot \mathbf{e}_{\tau_i}$, and obtain $(\mathbf{e}_\sigma, \mathbf{M}_{\mathbf{f}} \cdot \mathbf{e}_{\tau_i}) = \mathbf{f}(\sum_{i \in [n]} x_i) = h(x_1, \ldots, x_n)$. A typical choice of the primes $\ell$ and $k$ is $\ell = \Theta((\log n) \log n)$ and $k = \Theta(n \log n)$. Since a ramp secret sharing scheme requires a field of size $O(n)$, a field element can be described in $O((\log n)^2)$ bits. Therefore, the bottleneck complexity of our final protocol is $O(\ell \log n) = O((\log n)^2)$ and the per-party correlated randomness is $O((\log n)^2)$ bits. On the other hand, a privacy threshold is $t = n - \max\{\ell, k\} = n - \Theta(n \log n)$ since $\ell$-dimensional and $k$-dimensional secret vectors are shared by a ramp scheme.

3 Preliminaries

3.1 Notations

For $m \in \mathbb{N}$, define $[m] = \{1, \ldots, m\}$. Define $\mathbb{Z}_m$ as the ring of integers modulo $m$. We identify $\mathbb{Z}_m$ (as a set) with $\{z \in \mathbb{Z} : 0 \leq z \leq m - 1\}$. For a subset $X$ of a set $Y$, we define $Y \setminus X = \{y \in Y : y \notin X\}$. We write $u \leftarrow Y$ if $u$ is chosen uniformly at random from a set $Y$. For a vector $s = (s_i)_{i \in \mathbb{Z}_m} \in X^m$ and $r \in \mathbb{Z}_m$, we define $\text{Shift}_r(s)$ as the vector obtained by shifting elements by $r$. Formally, $\mathbf{u} = (u_i)_{i \in \mathbb{Z}_m} = \text{Shift}_r(s)$ is defined by $u_i = s_{(i-r) \mod m}$ for all $i \in \mathbb{Z}_m$. If $X$ is a field $\mathbb{F}$, $\text{Shift}_r$ can be expressed by a linear operation. Formally, define a permutation matrix $\mathbf{P}_r \in \mathbb{F}^{m \times m}$ as the one whose $(i, j)$-th entry is $1$ if $j = (i - r) \mod m$ and $0$ otherwise, where we identify the sets indexing the rows and columns of the matrix as $\mathbb{Z}_m$. Then it holds that $\text{Shift}_r(s) = \mathbf{P}_r \cdot s$. It also holds that $\mathbf{P}_r^{-1} \cdot s = \mathbf{P}_r^\top \cdot s = \mathbf{P}_{-r} \cdot s = \text{Shift}_{-r}(s)$. Let $\mathbf{0}_m$ be the zero vector of dimension $m$ and $\mathbf{1}_m$ be the all-ones vector of dimension $m$.

We simply write $\mathbf{0}$ or $\mathbf{1}$ if the dimension is clear from the context. Let $\mathbf{e}_i$ denote the $i$-th unit vector whose entry is $1$ at position $i$, and $0$ otherwise. For a vector $\mathbf{v}$ of dimension $m$, we define $\text{diag}(\mathbf{v})$ as a diagonal matrix whose $(i, j)$-th entry is the $i$-th entry of $\mathbf{v}$ if $j = i$ and $0$ otherwise. For two vectors $\mathbf{u}, \mathbf{v}$ over a ring, we denote the standard inner product of $\mathbf{u}$ and $\mathbf{v}$ by $\langle \mathbf{u}, \mathbf{v} \rangle$. Throughout the paper, we fix the following notations:

- $n$ is the total number of players.
- $t$ is the maximum number of corrupted players (see Section 3.2).
- $\mathbb{K}$ is the minimum finite field such that $|\mathbb{K}| \geq 2n$. Fix $2n$ pairwise distinct elements $\beta_0, \beta_1, \ldots, \beta_{n-1}, \alpha_1, \ldots, \alpha_n \in \mathbb{K}$.

3.2 Secure Multiparty Computation

We denote the set of $n$ players by $\{P_1, \ldots, P_n\}$, where $P_i$ is called the $i$-th player. Assume that each player $P_i$ has a private input $x_i$ from a finite set $\mathcal{D}$. Let $F(x_1, \ldots, x_n) = (y_1, \ldots, y_n)$ be an $n$-input/output randomized functionality. We assume the correlated randomness model, in which there is a trusted dealer who samples $(r_1, \ldots, r_n)$ according to a joint distribution $\mathcal{D}$ over the Cartesian product $R_1 \times \cdots \times R_n$ of $n$ sets, and gives $r_i \in R_i$ to each player $P_i$ before he decides his input. We assume computationally unbounded adversaries who passively corrupt up to $t$ players. (We do not consider active adversaries whose corrupted players deviate from protocols arbitrarily.) Let $\Pi$ be a protocol between $n$ players in the correlated randomness model. For a subset $T \subseteq [n]$ of size at most $t$ and any input $x = (x_i)_{i \in [n]}$, consider the following two processes:
Ideal process. This process is defined with respect to a simulator \( \text{Sim} \). Let \((y_1, \ldots, y_n) \leftarrow \mathcal{F}(x) \). The output of this process is \( \text{Ideal}_{\mathcal{F}, \text{Sim}}(T, x) := (\text{Sim}(T, (x_i, y_i)_{i \in T}), (y_i)_{i \in [n]}) \).

Real process. Suppose that all players each holding an input \( x_i \) execute \( \Pi \) honestly. Let \( \text{View}_{\Pi, i}(x) \) denote the view of \( P_i \) at the end of the protocol execution (which consists of his private input \( x_i \), correlated randomness \( r_i \), and messages that he received or sent during the execution of \( \Pi \)), and let \( \text{Output}_{\Pi, i}(x) \) be the output of \( P_i \). The output of this process is \( \text{Real}_{\Pi}(T, x) := ((\text{View}_{\Pi, i}(x))_{i \in T}, (\text{Output}_{\Pi, i}(x))_{i \in [n]}) \).

We say that \( \Pi \) is a \( t \)-secure \( \text{MPC} \) protocol for \( \mathcal{F} \) if for any subset \( T \subseteq [n] \) of size at most \( t \) and any input \( x = (x_i)_{i \in [n]} \), the distributions \( \text{Ideal}_{\mathcal{F}, \text{Sim}}(T, x) \) and \( \text{Real}_{\Pi}(T, x) \) are perfectly identical to each other.

Let \( g \) be a deterministic function on \( D^n \). We say that \( \Pi \) is a \( t \)-secure protocol computing \( g \) if it is a \( t \)-secure protocol for the functionality that takes \( x \) as input and gives \( g(x) \) to every player. Then we have that \( \Pi \) is a \( t \)-secure \( \text{MPC} \) protocol computing \( g \) if and only if \( g(x) \).

Correctness. For any input \( x \) and any \( i \in [n] \), it holds with probability 1 that \( \text{Output}_{\Pi, i}(x) = g(x) \).

Privacy. For any set \( T \subseteq [n] \) of size at most \( t \) and any pair of inputs \( x = (x_i)_{i \in [n]}, w = (w_i)_{i \in [n]} \) such that \( (x_i)_{i \in T} = (w_i)_{i \in T} \) and \( g(x) = g(w) \), the distributions \( (\text{View}_{\Pi, i}(x))_{i \in T} \) and \( (\text{View}_{\Pi, i}(w))_{i \in T} \) are perfectly identical to each other.

We denote by \( \text{Comm}(\Pi) \) the total number of bits sent or received by the \( i \)-th player \( P_i \) during the execution of a protocol \( \Pi \) with worst-case inputs. We define the bottleneck complexity of \( \Pi \) as \( BC(\Pi) = \max_{i \in [n]} \{\text{Comm}(\Pi)\} \). We denote by \( \text{Rand}_{i}(\Pi) \) the size of correlated randomness for \( P_i \), i.e., the total number of bits received by \( P_i \) in the setup of \( \Pi \), and define \( CR(\Pi) = \max_{i \in [n]} \{\text{Rand}_{i}(\Pi)\} \). We denote by \( \text{Round}(\Pi) \) the round complexity of \( \Pi \), i.e., the number of sequential rounds of interaction.

Let \( \mathcal{G} \) be a functionality. We say that a protocol \( \Pi \) is in the \( \mathcal{G} \)-hybrid model if players invoke \( \mathcal{G} \) during the execution of \( \Pi \), that is, a trusted third party receives messages from players and gives them the correct output of \( \mathcal{G} \). The composition theorem [28] implies that if a protocol \( \Pi \) securely realizes a functionality \( \mathcal{F} \) in the \( \mathcal{G} \)-hybrid model and a protocol \( \Pi_{\mathcal{G}} \) securely realizes \( \mathcal{G} \), then the composition of \( \Pi \) and \( \Pi_{\mathcal{G}} \), i.e., the protocol obtained by replacing all invocations of \( \mathcal{G} \) in \( \Pi \) with \( \Pi_{\mathcal{G}} \), also securely realizes \( \mathcal{F} \). While the above theorem assumes sequential composition, a set of protocols in the paper can be composed concurrently.

3.3 Basic Algorithms and Protocols

Let \( \mathcal{G} \) be an abelian group (e.g., a finite field or a ring of integers modulo \( m \)). Define \( \text{Additive}_{\mathcal{G}}(s) \) as an algorithm to generate additive shares over \( \mathcal{G} \) for a secret \( s \in \mathcal{G} \). Formally, on input \( s \in \mathcal{G} \), \( \text{Additive}_{\mathcal{G}}(s) \) chooses \((s_1, \ldots, s_n) \in \mathcal{G}^n \) uniformly at random conditioned on \( s = \sum_{i \in [n]} s_i \), and outputs it.

**Broadcast.** Let \( \mathcal{F}_{\text{Broadcast}, i} \) be the functionality which receives an input \( y \) from the \( i \)-th player and gives \( y \) to all players. Since all players are supposed to be semi-honest, a protocol \( \Pi_{\text{Broadcast}, i} \) realizing \( \mathcal{F}_{\text{Broadcast}, i} \) with low bottleneck complexity is straightforward (see [21] for a formal description). Roughly speaking, assume that the set of \( n \) players is represented by a binary tree whose height is \( O(\log n) \) and root is \( P_i \). Each player sends his two children the element that he received from his parent node. The complexity of \( \Pi_{\text{Broadcast}, i} \) is \( \text{CR}(\Pi_{\text{Broadcast}, i}) = 0 \), \( BC(\Pi_{\text{Broadcast}, i}) = O(\ell_y) \), and \( \text{Round}(\Pi_{\text{Broadcast}, i}) = O(\log n) \), where \( \ell_y \) is the bit-length of \( y \).
Upon receiving a group element \( x_i \in G \) from each player \( P_i \), \( F_{\text{Sum}} \) gives every player \( s := \sum_{i \in [n]} x_i \).

**Functionality** \( F_{\text{Sum}}((x_i)_{i \in [n]}) \)

Upon receiving a group element \( x_i \in G \) from each player \( P_i \), \( F_{\text{Sum}} \) gives every player \( s := \sum_{i \in [n]} x_i \).

**Protocol** \( \Pi_{\text{Sum}} \)

**Input.** Each player \( P_i \) has a group element \( x_i \in G \).

**Output.** Every player obtains \( s := \sum_{i \in [n]} x_i \).

**Protocol.**
1. Each player \( P_i \) chooses \( r_i \leftarrow \mathbb{G} \) and sets \( y_i = x_i + r_i \).
2. \( P_1 \) sends \( y_1 \) to \( P_2 \).
3. For each \( i = 2, 3, \ldots, n-1 \), \( P_i \) lets \( z_{i-1} \) be the message from \( P_{i-1} \), computes \( z_i = z_{i-1} + y_i \), and sends \( z_i \) to \( P_{i+1} \).
4. \( P_n \) sends \( z_n = z_{n-1} + y_n \) to \( P_1 \).
5. \( P_1 \) sends \( w_1 = z_1 - r_1 \) to \( P_2 \).
6. For each \( i = 2, 3, \ldots, n-1 \), \( P_i \) lets \( w_{i-1} \) be the message from \( P_{i-1} \), computes \( w_i = w_{i-1} - r_i \), and sends \( w_i \) to \( P_{i+1} \).
7. \( P_n \) computes \( s = w_{n-1} - r_n \) and invokes \( F_{\text{Broadcast}, n} \) with input \( s \).
8. Each player \( P_i \) outputs \( s \).

**Figure 1** The functionality \( F_{\text{Sum}} \) and a protocol \( \Pi_{\text{Sum}} \) implementing it.

**Sum.** In Fig. 1, we describe the functionality \( F_{\text{Sum}} \) which receives group elements \( x_1, \ldots, x_n \in G \), each from \( P_i \), and gives \( s := \sum_{i \in [n]} x_i \) to all players. We show a protocol \( \Pi_{\text{Sum}} \) for \( F_{\text{Sum}} \) without any correlated randomness while the protocol in [43, 21] requires correlated randomness of size \( O(\log |G|) \) per party. In our protocol, each player \( P_i \) masks his input \( x_i \) with a random element \( r_i \), players compute \( s' := \sum_{i \in [n]} (x_i + r_i) \) in a round-table structure, and then unmask \( s' \) in the same round-table structure. The formal description of \( \Pi_{\text{Sum}} \) is shown in Fig. 1. The complexities are \( \text{CR}(\Pi_{\text{Sum}}) = 0 \), \( \text{BC}(\Pi_{\text{Sum}}) = O(\log |G|) \) and \( \text{Round}(\Pi_{\text{Sum}}) = O(n) \).

### 3.4 Ramp Secret Sharing

Recall that \( K \) is the minimum finite field such that \( |K| \geq 2n \) and we fix \( 2n \) pairwise distinct elements \( \beta_0, \beta_1, \ldots, \beta_{n-1}, \alpha_1, \ldots, \alpha_n \in K \). Let \( \ell \) be a positive integer such that \( \ell \leq n \). Define \( \text{RSS}_\ell(s) \) as an algorithm to generate shares of the \( (t, \ell, n) \)-ramp secret sharing scheme for a secret vector \( s \in K^\ell \). Formally, for \( s \in K^\ell \), we define a set \( R_s \) of polynomials as

\[
R_s := \{ \varphi \in K[X] : \deg \varphi \leq t + \ell, \ (\varphi(\beta_0), \ldots, \varphi(\beta_{\ell-1})) = s \}
\]

On input \( s \in K^\ell \), \( \text{RSS}_\ell(s) \) chooses a polynomial \( \varphi \) uniformly at random from \( R_s \), and then outputs \( (\varphi(\alpha_1), \ldots, \varphi(\alpha_n)) \).

Regarding \( \text{RSS}_\ell \), we recall basic mathematical facts that we will use to construct our protocols in the following lemmas. We defer the proofs to the full version.

**Lemma 3.** Let \( T \subseteq [n] \) be any set of size at most \( t \) and \( s \in K^\ell \). Then, there is a polynomial \( \Delta_s \in R_s \) such that \( \Delta_s(\alpha_i) = 0 \) for all \( i \in T \).
**Lemma 4.** Let \( s, u \in \mathbb{K}^\ell \) and \( \varphi_u \in \mathcal{R}_u \). If \( \varphi_u \) is uniformly distributed over \( \mathcal{R}_u \), then \( \varphi_u + \varphi_u \) is uniformly distributed over \( \mathcal{R}_{u+u} \).

**Lemma 5.** Let \( s = (s_0, \ldots, s_{\ell-1}) \in \mathbb{K}^\ell \). Then, there is an algorithm \( \text{Reconst}_t \) such that \( \sum_{i \in [n]} \text{Reconst}_t(j, i; v_i) = s_j \) for any \( j \) and any possible shares \( (v_1, \ldots, v_n) \leftarrow \text{RSS}_t(s) \). Furthermore, \( \text{Reconst}_t \) is linear in the sense that \( \text{Reconst}_t(j, i; v) + \text{Reconst}_t(j, i; v') = \text{Reconst}_t(j, i; v + v') \) for any \( v, v' \in \mathbb{K} \).

We introduce a deterministic algorithm \( \text{FixedShare}_t \) that outputs predetermined shares consistent with a given secret vector. Formally, we fix a deterministic algorithm \( \text{FixedSample}_t \) which on input \( s \in \mathbb{K}^\ell \), computes a polynomial \( \psi_s \in \mathcal{R}_s \). It can be implemented efficiently, e.g., with Gaussian elimination. Define \( \text{FixedShare}_t \) as follows: On input \( i \in [n] \) and \( s \in \mathbb{K}^\ell \), \( \text{FixedShare}_t(i, s) \) computes \( \psi_s = \text{FixedSample}_t(s) \) and outputs \( \psi_s(\alpha_i) \). Note that \( (\text{FixedShare}_t(i, s))_{i \in [n]} \) is a tuple of possible shares of a secret vector \( s \).

**4 Our First Protocol for Symmetric Functions**

We call a function \( h : \{0, 1\}^n \rightarrow \{0, 1\} \) symmetric if \( h(x_1, \ldots, x_n) = h(x_1, \ldots, x_n) \) for any input \( (x_1, \ldots, x_n) \in \{0, 1\}^n \) and any permutation \( \sigma : [n] \rightarrow [n] \). By definition, the value of a symmetric function \( h \) is determined only by the Hamming weight \( w \) of the input, i.e.,

\[
\omega := |\{i \in [n] : x_i = 1\}| = \sum_{i \in [n]} x_i.
\]

Thus, there is the unique function \( f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\} \) such that \( f(x_1 + \cdots + x_n) = h(x_1, \ldots, x_n) \) for all \( (x_1, \ldots, x_n) \in \{0, 1\}^n \).

**Remark 6.** The authors of [33, 39] considered a related class of functions called abelian programs. Specifically, a function \( h : \mathbb{G}^n \rightarrow \{0, 1\} \) is called an abelian program over an abelian group \( \mathbb{G} \) if there exists a function \( f : \mathbb{G} \rightarrow \{0, 1\} \) such that \( h(x_1, \ldots, x_n) = f(x_1 + \cdots + x_n) \) for all \( (x_1, \ldots, x_n) \in \mathbb{G}^n \), where addition is taken over \( \mathbb{G} \). As pointed out in [3], abelian programs can compute a symmetric function \( h : \{0, 1\}^n \rightarrow \{0, 1\} \) by setting \( \mathbb{G} = \mathbb{Z}_{n+1} \) and viewing each input \( x_i \in \{0, 1\} \) as an element \( \tilde{x}_i \in \mathbb{Z}_{n+1} \) (i.e., embed \( \{0, 1\} \) into \( \mathbb{Z}_{n+1} \)). The authors of [39] presented an information-theoretic MPC protocol \( \Pi \) for an abelian program \( h :\mathbb{G}^n \rightarrow \{0, 1\} \) such that \( \text{CR}(\Pi) = O(|\mathbb{G}|) \) and \( \text{BC}(\Pi) = O(\log |\mathbb{G}|) \). Based on the above correspondence, the protocol has \( \text{CR}(\Pi) = O(n) \) and \( \text{BC}(\Pi) = O(\log n) \) when computing a symmetric function \( h : \{0, 1\}^n \rightarrow \{0, 1\} \).

First, for a parameter \( \ell \), we show an \( (n - \Theta(n/\ell)) \)-secure protocol for any symmetric function \( h \) such that the bottleneck complexity is \( O(\log n) \) and the amount of correlated randomness is \( O(\ell \log n) \). If we set \( \ell = \Theta(\log n) \), then we obtain an \( (n - o(n)) \)-secure protocol such that the bottleneck complexity is \( O(\log n) \) and the amount of correlated randomness is \( O((\log n)^2) \).

**Theorem 7.** Let \( h : \{0, 1\}^n \rightarrow \{0, 1\} \) be a symmetric function. Let \( \ell \) be any integer such that \( \ell \leq n + 1 \), and suppose that \( t \leq n - [(n + 1)/\ell] \). The protocol \( \Pi_{\text{Sym}} \) described in Fig. 2 is a \( t \)-secure MPC protocol computing \( h \) in the \( \mathcal{F}_{\text{Sum}} \)-hybrid model. Implementing \( \mathcal{F}_{\text{Sum}} \), the protocol \( \Pi_{\text{Sym}} \) achieves \( \text{CR}(\Pi_{\text{Sym}}) = O(\ell \log n) \) and \( \text{BC}(\Pi_{\text{Sym}}) = O(\log n) \).

**Proof.** First, we prove the correctness of \( \Pi_{\text{Sym}} \). Let \( x \in \{0, 1\}^n \) be any input. Since \( r = \sum_{i \in [n]} r_i \), it holds that \( y = r + \sum_{i \in [n]} x_i \). Since \( (v_1^{(0)})_{i \in [n]} \) are shares of \( \text{RSS}_k \) for a secret vector \( U^{(0)} \), it also holds that

\[
z = \sum_{i \in [n]} z_i = \sum_{i \in [n]} \text{Reconst}_k(r, i; v_i^{(0)}) = (U^{(0)})_r = (S)_{r+1} = (S)_y = F_{(y-r)} \mod m
\]

where \( (U^{(0)})_r \) is the \( r \)-th element of \( U^{(0)} \) and \( (S)_y \) is the \( y \)-th element of \( S \). Therefore, we have that \( z = f(\sum_{i \in [n]} x_i) = h(x_1, \ldots, x_n) \).
Next, we prove the privacy of $\Pi_{\text{Sym}}$. Let $T \subseteq [n]$ be the set of corrupted players. Let $H = [n] \setminus T$ be the set of honest players and fix an honest player $j \in H$. Note that in the $\mathcal{F}_{\text{sum}}$-hybrid model, corrupted players’ view can be simulated from the following elements since the other elements are locally computed from them:

Correlated randomness. $(r_i, v_i^{(0)}, \ldots, v_i^{(l-1)})$ for all $i \in T$;

Online messages. $y = \sum_{i \in [n]} x_i + r$ and $z$.

Let $x = (x_i)_{i \in [n]}$, $\tilde{x} = (\tilde{x}_i)_{i \in [n]} \in \{0, 1\}^n$ be any pair of inputs such that $x_i = \tilde{x}_i$ ($\forall i \in T$) and $h(x_1, \ldots, x_n) = h(\tilde{x}_1, \ldots, \tilde{x}_n)$. It is sufficient to prove that the distribution of the above elements during the execution of $\Pi_{\text{Sym}}$ on input $x$ is identical to that on input $\tilde{x}$. To show the equivalence of the distributions, we show a bijection between the random strings used by $\Pi_{\text{Sym}}$ on input $x$ and the random strings used by $\Pi_{\text{Sym}}$ on input $\tilde{x}$ such that the correlated randomness and the online messages received by $T$ are the same under this bijection. The set of all random strings is

$$
\mathcal{R} = \left\{ (r_i)_{i \in [n]}, \phi^{(0)}, \ldots, \phi^{(l-1)} : r_i \in \mathbb{Z}_m, \phi^{(j)} \in \mathcal{R}_{\Pi^{(j)}} \right\},
$$

where $r = \sum_{i \in [n]} r_i$ and $(U^{(0)}, \ldots, U^{(l-1)}) = \text{Shift}_r(F)$. We denote the randomness of $\Pi_{\text{Sym}}$ on input $x$ by $R = ((r_i)_{i \in [n]}, \phi^{(0)}, \ldots, \phi^{(l-1)})$ and on input $\tilde{x}$ by $\tilde{R} = ((\tilde{r}_i)_{i \in [n]}, \tilde{\phi}^{(0)}, \ldots, \tilde{\phi}^{(l-1)})$. We consider a bijection that maps the randomness $R \in \mathcal{R}$ to $\tilde{R} \in \mathcal{R}$ in such a way that

$$
\tilde{r}_i = \begin{cases} r_i, & \text{if } i \in T, \\ r_i + x_i - \tilde{x}_i, & \text{if } i \in H, \end{cases}
$$

and $\tilde{\phi}^{(j)} = \phi^{(j)} + \Delta_{\tilde{U}^{(j)} - U^{(j)}}$. The above map is indeed a bijection since it has the inverse

$$
r_i = \begin{cases} \tilde{r}_i, & \text{if } i \in T, \\ \tilde{r}_i + \tilde{x}_i - x_i, & \text{if } i \in H, \end{cases}
$$

This bijection does not change the correlated randomness $(r_i, v_i^{(0)}, \ldots, v_i^{(l-1)})_{i \in T}$ of $T$ since $\tilde{v}_i^{(j)} = \phi^{(j)}(\alpha_i) = \phi^{(j)}(\alpha_i) + \Delta_{\tilde{U}^{(j)} - U^{(j)}}(\alpha_i) = \phi^{(j)}(\alpha_i) = v_i^{(j)}$ for all $i \in T$. It can be seen that $\tilde{x}_i + \tilde{r}_i = \tilde{x}_i + (r_i + x_i - \tilde{x}_i) = x_i + r_i$ for $i \in H$. In particular, the message $y$ is the same in both executions. Since $h(x_1, \ldots, x_n) = h(\tilde{x}_1, \ldots, \tilde{x}_n)$, the message $z$ is also the same in both executions, which implies that the bijection does not change online messages seen by corrupted players.

Finally, since players also need to receive correlated randomness for two executions of the protocol $\Pi_{\text{Sum}}$ implementing $\mathcal{F}_{\text{sum}}$, we have $\text{CR}(\Pi_{\text{Sym}}) = O(\log m + \ell \log |K|) + O(\log m + \log |K|) = O(\ell \log n)$ and $\text{BC}(\Pi_{\text{Sym}}) = O(\log m + \log |K|) = O(\log n)$. □

Setting $\ell = \Theta(\log n)$, we obtain the following corollary.

**Corollary 8.** If $t = n - \Theta(n / \log n)$, then there exists a $t$-secure MPC protocol $\Pi$ computing a symmetric function $h : \{0, 1\}^n \to \{0, 1\}$ such that $\text{CR}(\Pi) = O((\log n)^2)$ and $\text{BC}(\Pi) = O(\log n)$.
MPC with Polylogarithmic Bottleneck Complexity and Correlated Randomness

Protocol $\Pi_{\text{Sym}}$

Notations.
- Let $h : \{0, 1\}^n \rightarrow \{0, 1\}$ be a symmetric function.
- Let $f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\}$ be a function such that $h(x_1, \ldots, x_n) = f(\sum_{i \in [n]} x_i)$ for all $(x_1, \ldots, x_n) \in \{0, 1\}^n$.
- Let $\ell \leq n + 1$, $k := [(n + 1)/\ell]$ and $m := \ell k$.
- Define $F = (F_i)_{i \in \mathbb{Z}_m} \in \mathbb{K}^m$ by $F_i = f(i)$ if $0 \leq i \leq n$ and $F_i = 0$ otherwise.

Input. Each player $P_i$ has $x_i \in \{0, 1\}$.

Output. Every player obtains $z = h(x_1, \ldots, x_n)$.

Setup.
1. Let $r \leftarrow \mathbb{Z}_m$ and $(r_i)_{i \in [n]} \leftarrow \text{Additive}_{\mathbb{Z}_m}(r)$.
2. Define $S \in \mathbb{K}^m$ by $S = \text{Shift}_r(F)$ and decompose $S$ into $\ell$ vectors $U^{(0)}, \ldots, U^{(\ell-1)}$ of dimension $k$, i.e., $S = (U^{(0)}, \ldots, U^{(\ell-1)})$.
3. For each $j = 0, 1, \ldots, \ell - 1$, let $(v^{(j)}_i)_{i \in [n]} \leftarrow \text{RSS}_k(U^{(j)})$.
4. Each player $P_i$ receives $(r_i, v^{(0)}_i, \ldots, v^{(\ell-1)}_i)$.

Protocol.
1. Each player $P_i$ computes $y_i = x_i + r_i \bmod m$.
2. Players obtain $y = \mathcal{F}_{\text{Sum}}((y_i)_{i \in [n]})$.
3. Each player computes $(\sigma, \tau) \in \mathbb{Z}_\ell \times \mathbb{Z}_k$ such that $y = \sigma k + \tau$.
4. Each player $P_i$ computes $z_i = \Reconst_k(\tau, i; v^{(\sigma)}_i)$.
5. Players obtain $z = \mathcal{F}_{\text{Sum}}((z_i)_{i \in [n]})$.
6. Each player $P_i$ outputs $z$.

Figure 2 Our first protocol $\Pi_{\text{Sym}}$ for computing a symmetric function.

Setting $\ell \approx 1/\epsilon$ for a constant $0 < \epsilon < 1/2$, we also obtain a $(1 - \epsilon)n$-secure protocol such that both bottleneck complexity and the amount of correlated randomness are $O(\log n)$.

- Corollary 9. For any constant $\epsilon$ such that $0 < \epsilon < 1/2$, there exists a $(1 - \epsilon)n$-secure MPC protocol $\Pi$ computing a symmetric function $h : \{0, 1\}^n \rightarrow \{0, 1\}$ such that $\text{CR}(\Pi) = O(\epsilon^{-1} \log n) = O(\log n)$ and $\text{BC}(\Pi) = O(\log n)$.

- Remark 10 (Round complexity). We have Round($\Pi_{\text{Sym}}$) = $O(n)$ if $\mathcal{F}_{\text{Sum}}$ is instantiated with $\Pi_{\text{Sum}}$. The round complexity of $\Pi_{\text{Sym}}$ can be reduced to $O(\log n)$ without changing asymptotic bottleneck complexity and amount of correlated randomness. Indeed, there is a more round-efficient protocol $\Pi'_{\text{Sym}}$ realizing $\mathcal{F}_{\text{Sum}}$ such that $\text{CR}(\Pi'_{\text{Sym}}) = O(\log |G|)$, $\text{BC}(\Pi'_{\text{Sym}}) = O(\log |G|)$, and Round($\Pi'_{\text{Sym}}$) = $O(\log n)$, where $G$ is an abelian group from which inputs take values [21]. If we implement $\mathcal{F}_{\text{Sum}}$ with $\Pi'_{\text{Sym}}$, then $\Pi_{\text{Sym}}$ achieves Round($\Pi_{\text{Sym}}$) = $O(\log n)$. This modification increases the amount of correlated randomness by $O(\log m) + O(\log |K|) = O(\log n)$ but does not change overall complexities in an asymptotic sense. In summary, we have a $t$-secure MPC protocol $\Pi_{\text{Sym}}$ for $h$ such that $\text{CR}(\Pi_{\text{Sym}}) = O(\ell \log n)$, $\text{BC}(\Pi_{\text{Sym}}) = O(\log n)$ and Round($\Pi_{\text{Sym}}$) = $O(\log n)$.

- Remark 11 (Computational complexity). Each player receives $O(\ell)$ elements in $\mathbb{K}$ and performs a constant number of operations in $\mathbb{K}$. The computational complexity of $\Pi_{\text{Sym}}$ is thus $O(\ell)$ field operations.
5 Our Second Protocol for Symmetric Functions

In this section, we show a protocol for any symmetric function whose bottleneck complexity is \( O(\log n)^2 \) and amount of correlated randomness is \( O(\log n) \). First, we construct two building-block protocols with low bottleneck complexity, and then we show our main protocol.

5.1 Additional Building Blocks

For parameters \( k, \ell \), we consider the following sub-functionalities:

- **Linear transformation** \( F_{LT} \). Given ramp shares of a \( k \)-dimensional secret vector \( s \), players obtain ramp shares of an \( \ell \)-dimensional vector \( u := M \cdot s \), where \( M \) is a public \( \ell \)-by-\( k \) matrix. The formal description is shown in Fig. 4.

- **Inner product** \( F_{IP} \). Given ramp shares of two \( \ell \)-dimensional vectors \( v \) and \( w \), players obtain the inner product \( \langle v, w \rangle \). The formal description is shown in Fig. 5.

We show protocols for \( F_{LT} \) and \( F_{IP} \). The formal descriptions and proofs are given in Appendices A and B.

**Proposition 12.** Let \( k, \ell \) be positive integers with \( \ell \leq k \leq n \) and \( M \) be an \( \ell \)-by-\( k \) matrix over \( \mathbb{K} \). Suppose that \( t \leq n - \ell \). Then, the protocol \( \Pi_{LT} \) described in Fig. 4 is a \( t \)-secure MPC protocol for \( F_{LT} \) in the \( F_{Sum} \)-hybrid model. Implementing \( F_{Sum} \), the protocol \( \Pi_{LT} \) achieves \( CR(\Pi_{LT}) = O(\log n) \) and \( BC(\Pi_{LT}) = O(\ell \log n) \).

**Proposition 13.** Let \( \ell \) be a positive integer with \( \ell \leq n \). Suppose that \( t \leq n - \ell \). Then, the protocol \( \Pi_{IP} \) described in Fig. 5 is a \( t \)-secure MPC protocol for \( F_{IP} \) in the \( (F_{Sum}, F_{LT}) \)-hybrid model. Implementing \( F_{Sum} \) and \( F_{LT} \), the protocol \( \Pi_{IP} \) achieves \( CR(\Pi_{IP}) = O(\log n) \) and \( BC(\Pi_{IP}) = O(\ell \log n) \).

5.2 Main Protocol

Now, for two primes \( k, \ell \) with \( \ell k > n \), we show an \( (n-k) \)-secure protocol for any symmetric function \( h \) such that the bottleneck complexity is \( O(\ell \log n) \) and the amount of correlated randomness is \( O(\log n) \).

**Theorem 14.** Let \( h : \{0,1\}^n \rightarrow \{0,1\} \) be a symmetric function. Let \( k, \ell \) be primes such that \( \ell < k \) and \( n + 1 \leq \ell k \leq O(n) \), and suppose that \( t \leq n - k \). The protocol \( \Pi_{Sym}' \) described in Fig. 3 is a \( t \)-secure MPC protocol for \( F_h \) in the \( (F_{Sum}, F_{LT}, F_{IP}) \)-hybrid model. Implementing \( F_{Sum} \), \( F_{LT} \) and \( F_{IP} \), the protocol \( \Pi_{Sym}' \) achieves \( CR(\Pi_{Sym}') = O(\log n) \) and \( BC(\Pi_{Sym}') = O(\ell \log n) \).

**Proof.** First, we prove the correctness of \( \Pi_{Sym}' \). Let \( x \in \{0,1\}^n \) be any input. Since \( r = \sum_{i \in [n]} r_i \), it holds that \( y = r - \sum_{i \in [n]} x_i \). Let \( (\sigma', \tau') := (\sigma + u, \tau + v) \). Note that we have \( \phi'(\sum_{i \in [n]} x_i) = \phi(y) + \phi(r) = (\sigma', \tau') \). Since \( (d_i)_{i \in [n]} \) are shares of \( RSS_{\sigma} \) for a secret vector \( e_{\sigma} \), the functionality of \( F_{LT} \) implies that \( (d'_i)_{i \in [n]} \) are shares of a secret vector \( N_{\sigma} \cdot e_{\sigma} = P_{\sigma} \cdot M \cdot e_{\sigma} = P_{\sigma} \cdot M \cdot e_{\sigma'} \). Furthermore, since \( (c_i)_{i \in [n]} \) are shares of \( RSS_{\sigma} \) for a secret vector \( e_{\sigma} \), the functionality of \( F_{IP} \) implies that \( z = \langle e_{\sigma}, M \cdot e_{\sigma'} \rangle = \langle P_{\sigma} \cdot e_{\sigma}, M \cdot e_{\sigma'} \rangle = M[\sigma, \tau'] \) where \( M[\sigma, \tau'] \) is the \( (\sigma', \tau') \)-th entry of \( M \). Therefore, we have that \( z = f(\phi^{-1}(\sigma', \tau')) = f(\sum_{i \in [n]} x_i) = h(x_1, \ldots, x_n) \).

Next, we prove the privacy of \( \Pi_{Sym}' \). Let \( T \subseteq [n] \) be the set of corrupted players. Recall that \( \alpha_i \) (resp. \( \beta_j \)) is the point associated with the \( i \)-th share (resp. the \( j \)-th component of a secret vector) of \( RSS_{\ell} \) and \( RSS_{k} \). To simplify notations, we denote \( (\phi(\alpha_i))_{i \in T} \) by \( \phi(\alpha_T) \) for a
 polynomial $\phi$. In the $F_{\text{sum}}$-hybrid model, corrupted players' view at Step 2 only contains their inputs $(y_i)_{i \in T}$ to $F_{\text{sum}}$ and the output $y$. Also, in the $F_{\text{LT}}$-hybrid model, corrupted players' view at Step 5 (including their correlated randomness for $F_{\text{LT}}$) only contains their inputs $(d_i)_{i \in T}$ to $F_{\text{LT}}$ and the outputs $(d'_i)_{i \in T}$. It is sufficient to show that the joint distribution of the following elements is simulated from $(x_i)_{i \in T}$ and $h(x_1, \ldots, x_n)$ since the other elements are locally computed from them:

**Correlated randomness.** $(r_i, c_i, d_i)$ for all $i \in T$;

**Online messages.** $y = \sum_{i \in [n]} x_i + r, (d'_i)_{i \in T}$, and $z$.

To analyze the distribution of the above element, we define View = $((r_i, c_i, d_i, d'_i)_{i \in T}, y, z)$. Observe that the distribution of View is given by

$$\text{View} = \left( (r_i)_{i \in T}, \phi_c(\alpha_T), \phi_d(\alpha_T), \phi_{d'}(\alpha_T), y = \sum_{i \in [n]} x_i + \sum_{i \in [n]} r_i, z \right),$$

where $(r_1, \ldots, r_n) \leftarrow \mathbb{Z}_m^n, \ (u, v) = \phi(\sum_{i \in [n]} r_i), \ \phi_c \leftarrow R_{e_u}, \ \phi_d \leftarrow R_{e_v}, \ \text{and} \ \phi_{d'} \leftarrow R_{N_u e_v}$.

The correctness of $\Pi^\sym_{\text{sym}}$ implies that

$$\text{View} = \left( (r_i)_{i \in T}, \tilde{\phi}_c(\alpha_T), \tilde{\phi}_d(\alpha_T), \tilde{\phi}_{d'}(\alpha_T), y = \sum_{i \in [n]} x_i + \sum_{i \in [n]} r_i, h(x_1, \ldots, x_n) \right),$$

Lemma 3 ensures that for any $v \in \mathbb{K}_t$, there is a polynomial $\Delta_v \in \mathbb{R}_v$ such that $\Delta_v(x_i) = 0$ for all $i \in T$. If $\tilde{\phi}_c$ are uniformly distributed over $R_{\mathbb{K}_t}$, then $\tilde{\phi}_c + \Delta_e$ is uniformly distributed over $R_{e_u}$ from Lemma 4 and $(\tilde{\phi}_c + \Delta_e)(x_i) = 0$ for all $i \in T$. Similarly, if $\tilde{\phi}_d, \tilde{\phi}_{d'} \leftarrow R_{\mathbb{K}_t}$, then it holds that $\tilde{\phi}_d + \Delta_e \leftarrow R_{e_u}$ and $\tilde{\phi}_{d'} + \Delta_{N_u e_v} \leftarrow R_{N_u e_v}$. It also holds that $(\tilde{\phi}_d + \Delta_e)(x_i) = \tilde{\phi}_d(x_i)$ and $(\tilde{\phi}_{d'} + \Delta_{N_u e_v})(x_i) = \tilde{\phi}_{d'}(x_i)$ for all $i \in T$. We thus have that

$$\text{View} = \left( (\tilde{r}_i)_{i \in T}, \tilde{\phi}_c(\alpha_T), \tilde{\phi}_d(\alpha_T), \tilde{\phi}_{d'}(\alpha_T), y = \sum_{i \in [n]} x_i + \sum_{i \in [n]} r_i, h(x_1, \ldots, x_n) \right),$$

where $(\tilde{r}_1, \ldots, \tilde{r}_n) \leftarrow \mathbb{Z}_m^n, \tilde{\phi}_c \leftarrow R_{\mathbb{K}_t}, \tilde{\phi}_d, \tilde{\phi}_{d'} \leftarrow R_{\mathbb{K}_t}$. Since $T \neq [n]$ and $(r_i)_{i \in [n]}$ are independent and uniformly random elements, the joint distribution of $(\tilde{r}_i)_{i \in T}$ and $y = \sum_{i \in [n]} x_i + \sum_{i \in [n]} r_i$ is the uniform distribution over $\mathbb{Z}_m^{|T|+1}$. We thus have that

$$\text{View} = \left( (\tilde{r}_i)_{i \in T}, \tilde{\phi}_c(\alpha_T), \tilde{\phi}_d(\alpha_T), \tilde{\phi}_{d'}(\alpha_T), \tilde{y}, h(x_1, \ldots, x_n) \right),$$

where $((\tilde{r}_1)_{i \in T}, \tilde{y}) \leftarrow \mathbb{Z}_m^{|T|+1}, \tilde{\phi}_c \leftarrow R_{\mathbb{K}_t}, \tilde{\phi}_d, \tilde{\phi}_{d'} \leftarrow R_{\mathbb{K}_t}$. Therefore, we conclude that View is simulated from $h(x_1, \ldots, x_n)$ only.

Finally, since players also need to receive correlated randomness for executions of protocols implementing $F_{\text{sum}}, F_{\text{LT}}$ and $F_{\text{IP}}$, we have CR($\Pi^\sym_{\text{sym}}$) = $O(\log m) + O(\log n) + O(\log n) = O(\log n)$ and BC($\Pi^\sym_{\text{sym}}$) = $O(\log m) + O(\log n) + O(\log n) = O(\log n)$.

Thanks to Bertrand’s postulate [45, Theorem 5.8], we can choose primes $k, \ell$ such that $k = \Theta(n/\log n)$ and $\ell = \Theta(\log n)$. Then we obtain an $(n - o(n))$-secure protocol such that the bottleneck complexity is $O((\log n)^2)$ and the amount of correlated randomness is $O(\log n)$. More formally, the following corollary holds.

**Corollary 15.** If $t = n - \Theta(n/\log n)$, then there exists a $t$-secure MPC protocol $\Pi$ computing a symmetric function $h : \{0,1\}^n \rightarrow \{0,1\}$ such that CR($\Pi$) = $O(\log n)$ and BC($\Pi$) = $O((\log n)^2)$. 

\[\Box\]
Figure 3 Our second protocol \( \Pi'_\text{Sym} \) for computing a symmetric function.

Note that setting \( k \) and \( \ell \) as primes close to \( cn \) and \( 1/e \) (resp.) leads to a protocol with asymptotically the same complexity as Corollary 9.

\textbf{Remark 16 (Round and computational complexity).} The round complexity of \( \Pi'_\text{Sym} \) is \( \text{Round}(\Pi'_\text{Sym}) = O(n) \). Since the computation of \( N_y = P^\top_\sigma \cdot M \cdot P_\tau \) is just permuting rows and columns of \( M \), it can be done by \( O(\ell k) \) field operations. The computational complexities of \( \Pi_\text{LT} \) implementing \( F_\text{LT} \) and \( \Pi_\text{IP} \) implementing \( F_\text{IP} \) are \( O(\ell k) \) and \( O(\ell^2) \) field operations, respectively. Since \( \ell < k \), the computational complexity of \( \Pi'_\text{Sym} \) is \( O(\ell k) = O(n) \) field operations.

\begin{itemize}
  \item Let \( h : \{0, 1\}^n \rightarrow \{0, 1\} \) be a symmetric function.
  \item Let \( f : \{0, 1, \ldots, n\} \rightarrow \{0, 1\} \) be a function such that \( h(x_1, \ldots, x_n) = f(\sum_{i\in[n]} x_i) \) for all \( (x_1, \ldots, x_n) \in \{0, 1\}^n \).
  \item Let \( \ell, k \) be primes such that \( \ell < k \) and \( n + 1 \leq \ell k \), and set \( m = \ell k \).
  \item Let \( \phi : \mathbb{Z}_m \rightarrow \mathbb{Z}_\ell \times \mathbb{Z}_k \) be the ring isomorphism induced by the Chinese remainder theorem.
  \item Define a matrix \( M \in \mathbb{K}^{\ell \times k} \) as follows: For \( (\sigma, \tau) \in \mathbb{Z}_\ell \times \mathbb{Z}_k \), the \((\sigma, \tau)\)-th entry of \( M \) is \( f(\phi^{-1}(\sigma, \tau)) \) if \( \phi^{-1}(\sigma, \tau) \in \{0, 1, \ldots, n\} \), and 0 otherwise, where we identify the sets indexing the rows and columns of \( M \) as \( \mathbb{Z}_\ell \) and \( \mathbb{Z}_k \), respectively.
\end{itemize}

\textbf{Notations.}

\begin{itemize}
  \item Let \( \ell < k \) respectively. Since \( \Pi \) implementing \( LT \) is asymptotically the same complexity as Corollary 9.
  \item Note that setting \( k \) and \( \ell \) as primes close to \( cn \) and \( 1/e \) (resp.) leads to a protocol with asymptotically the same complexity as Corollary 9.
\end{itemize}

\textbf{Input.} Each player \( P_i \) has \( x_i \in \{0, 1\} \).

\textbf{Output.} Every player obtains \( z = h(x_1, \ldots, x_n) \).

\textbf{Setup.}

1. Let \( r \leftarrow \mathbb{Z}_m \), (\( r_i \))\( _{i\in[n]} \) \leftarrow \text{Additive}_{\mathbb{Z}_m}(r) \), and (\( u, v \)) = \( \phi(r) \).
2. Let (\( c_i \))\( _{i\in[n]} \) \leftarrow \text{RSS}_\ell(e_u) \) and (\( d_i \))\( _{i\in[n]} \) \leftarrow \text{RSS}_k(e_v) \), where \( e_u \in \mathbb{K}^{\ell} \) (resp. \( e_v \in \mathbb{K}^{k} \)) is the unit vector whose entry is 1 at position \( u \in \mathbb{Z}_\ell \) (resp. \( v \in \mathbb{Z}_k \)), and 0 otherwise.
3. Each player \( P_i \) receives (\( r_i, c_i, d_i \)).

\textbf{Protocol.}

1. Each player \( P_i \) computes \( y_i = x_i - r_i \) mod \( m \).
2. Players obtain \( y = F_\text{Sum}((y_i)\ _{i\in[n]}) \).
3. Each player computes (\( (\sigma, \tau) = \phi(y) \in \mathbb{Z}_\ell \times \mathbb{Z}_k \) and \( N_y = P^\top_\sigma \cdot M \cdot P_\tau \).
4. Players obtain (\( d'_i \))\( _{i\in[n]} \) \leftarrow \text{LT}(N_y; (d_i))\ _{i\in[n]} \).
5. Players obtain \( z = F_\text{IP}((c_i, d'_i))\ _{i\in[n]} \).
6. Each player \( P_i \) outputs \( z \).

\textbf{References}


A Proof of Proposition 12

**Functionality** $\mathcal{F}_{LT}(M; (v_i)_{i \in [n]})$

1. Players have shares $(v_i)_{i \in [n]}$ of $RSS_k$ for a secret $s = (s_0, \ldots, s_{k-1})$.
2. $\mathcal{F}_{LT}$ receives $v_i \in K$ from each player $P_i$.
3. $\mathcal{F}_{LT}$ reconstructs $s_j = \sum_{i \in [n]} \text{Reconst}^k(j, i; v_i)$ for all $j = 0, 1, \ldots, k-1$, and computes $u = M \cdot s \in K^\ell$.
4. $\mathcal{F}_{LT}$ computes shares $(w_i)_{i \in [n]} \leftarrow RSS_k(u)$ and gives $w_i$ to each player $P_i$.

**Protocol $\Pi_{LT}$**

**Input.** Each player $P_i$ has the $i$-th share $v_i \in K$ of $RSS_k$ for a secret $s = (s_0, \ldots, s_{k-1})$.

**Output.** Each player $P_i$ obtains $w_i$, where $(w_i)_{i \in [n]} \leftarrow \mathcal{F}_{LT}(M; (v_i)_{i \in [n]})$.

**Setup.**
1. Let $r \leftarrow K^\ell$.
2. Let $(a_i)_{i \in [n]} \leftarrow RSS_k(r)$ and $(b_i)_{i \in [n]} \leftarrow RSS_k(0_i)$.
3. Each player $P_i$ receives $(a_i, b_i)$.

**Protocol.**
1. Each player $P_i$ computes

$$x_i = M \cdot \begin{pmatrix}
\text{Reconst}^k(0, i; v_i) \\
\vdots \\
\text{Reconst}^k(k-1, i; v_i)
\end{pmatrix} - \begin{pmatrix}
\text{Reconst}^k(0, i; a_i) \\
\vdots \\
\text{Reconst}^k(\ell - 1, i; a_i)
\end{pmatrix}$$

2. Players obtain $y = \mathcal{F}_{sum}((x_i)_{i \in [n]})$, where $\mathcal{F}_{sum}$ is invoked in an element-wise way.
3. Each player $P_i$ computes $w'_i = \text{FixedShare}_i(i, y)$.
4. Each player $P_i$ outputs $w_i = w'_i + a_i + b_i$.

**Figure 4** The functionality $\mathcal{F}_{LT}$ and a protocol $\Pi_{LT}$ implementing it.
Recall that \( \alpha_i \) (resp. \( \beta_j \)) is the point associated with the \( i \)-th share (resp. the \( j \)-th component of a secret vector) of RSS\(_{\ell}^{\tau} \) and RSS\(_{s}^{\tau} \). To simplify notations, we denote \( (\varphi(\alpha_i))_{i \in T} \) by \( \varphi(\alpha_T) \) for a set \( T \subseteq [n] \) and a polynomial \( \varphi \).

Let \( T \) be a subset of size at most \( t \) and \((v_i)_{i\in[n]}\) be an input to the protocol \( \Pi = \Pi_{\text{ITC}} \).

Let \( s \) be the secret of RSS\(_{s}^{\tau} \) determined by \((v_i)_{i\in[n]}\) and set \( u = M \cdot s \).

Consider the real process. Observe that the \( a_i \)'s and \( b_i \)'s can be written as \( a_i = A(\alpha_i) \) and \( b_i = B(\alpha_i) \) for random polynomials \( A \leftarrow \mathcal{R}_r \) and \( B \leftarrow \mathcal{R}_0 \). Also, it holds that

\[
y = \sum_{i \in [n]} x_i
\]

\[
y = M \cdot \sum_{i \in [n]} \begin{pmatrix}
\text{Reconst}_k(0, i; v_i) \\
\vdots \\
\text{Reconst}_k(k-1, i; v_i)
\end{pmatrix} - \sum_{i \in [n]} \begin{pmatrix}
\text{Reconst}_\ell(0, i; a_i) \\
\vdots \\
\text{Reconst}_\ell(\ell-1, i; a_i)
\end{pmatrix}
\]

\[
y = M \cdot s - r
\]

Furthermore, for all \( i \in [n] \),

\[
w_i = \psi_y(\alpha_i) + A(\alpha_i) + B(\alpha_i),
\]

where \( \psi_y \in \mathcal{R}_y \) is the polynomial computed by the deterministic algorithm \( \text{FixedShare}_\ell \).

Thus, the output of the real process in the \( \mathcal{F}_{\text{Sim}} \)-hybrid model is

\[
\text{Real}_T(T,(v_i)_{i\in[n]}) = ((\text{View}_{\Pi,L}((v_i)_{i\in[n]}))_{i \in T}; (\text{Output}_{\Pi,L}((v_i)_{i\in[n]}))_{i \in [n]})
\]

\[
= ((v_i)_{i \in T}, A(\alpha_T), B(\alpha_T), y; (\psi_y + A' + \Delta_r)(\alpha_i))
\]

where \( r \leftarrow \mathbb{K}^\ell \), \( A \leftarrow \mathcal{R}_r \), \( y = u - r \), and \( B \leftarrow \mathcal{R}_0 \). Here, we omit \( x_i \) and \( w_i' \) from the view of corrupted players since they are locally computed by the other elements.

Since \( \ell \leq n - t \), Lemma 3 ensures that there exists a polynomial \( \Delta_\tau \in \mathcal{R}_r \) such that \( \Delta_\tau(\alpha_i) = 0 \) for all \( i \in T \). If we set \( A' = A - \Delta_r \), then \( A' \) is uniformly distributed over \( \mathcal{R}_0 \) and \( A'(\alpha_i) = A(\alpha_i) \) for all \( i \in T \) from Lemma 4. Thus, we have that

\[
\text{Real}_T(T,(v_i)_{i\in[n]}) = ((v_i)_{i \in T}, A'(\alpha_T), B(\alpha_T), y; (\psi_y + A' + \Delta_r + B)(\alpha_i))
\]

where \( r \leftarrow \mathbb{K}^\ell \), \( y = u - r \), and \( A', B \leftarrow \mathcal{R}_0 \). Since \( u - r \) is uniformly distributed over \( \mathbb{K}^\ell \), we have that

\[
\text{Real}_T(T,(v_i)_{i\in[n]}) = ((v_i)_{i \in T}, A'(\alpha_T), B(\alpha_T), y'; (\psi_y + A' + \Delta_r)(\alpha_i))
\]

where \( y' \leftarrow \mathbb{K}^\ell \) and \( A', B \leftarrow \mathcal{R}_0 \). Since \( \psi_y \in \mathcal{R}_y \), \( A' \in \mathcal{R}_0 \), and \( \Delta_r \in \mathcal{R}_r \), it holds that \( \psi_y + A' + \Delta_r \in \mathcal{R}_0 \). If we set \( \phi' := \psi_y + A' + \Delta_r \), then \( \phi' \) is uniformly distributed over \( \mathcal{R}_0 \) from Lemma 4. Since \( \Delta_r(\alpha_i) = 0 \) for all \( i \in T \), we have that

\[
\text{Real}_T(T,(v_i)_{i\in[n]}) = ((v_i)_{i \in T}, A'(\alpha_T), (\phi' - \psi_y - A' - \Delta_r)(\alpha_T), y'; (\phi'(\alpha_i))
\]

where \( y' \leftarrow \mathbb{K}^\ell \), \( A' \leftarrow \mathcal{R}_0 \), and \( \phi' \leftarrow \mathcal{R}_u \).

On the other hand, we define a simulator \( \text{Sim}(T,(v_i)_{i\in[T]},(w_i)_{i\in[T]}) \) as follows: First, it samples \( \tilde{y} \leftarrow \mathbb{K}^\ell \) and \( \tilde{A} \leftarrow \mathcal{R}_0 \), and sets \( \tilde{a}_i = \tilde{A}(\alpha_i) \) and \( \tilde{b}_i = w_i - \psi_y(\alpha_i) - A(\alpha_i) \) for \( i \in T \). Then, it outputs

\[
\text{Sim}(T,(v_i)_{i\in[T]},(w_i)_{i\in[T]}) = ((v_i)_{i \in T}, (\tilde{a}_i)_{i \in T}, (\tilde{b}_i)_{i \in T}, \tilde{y}).
\]
Note that the functionality $\mathcal{F} = \mathcal{F}_{LT}$ gives players fresh shares of $RSS_{\ell}$ for a secret $u$. Formally, the $i$-th player $P_i$ receives $\phi(\alpha_i)$, where $\phi \leftarrow \mathcal{R}_u$. Then, the output of the ideal process with respect to the functionality $\mathcal{F}$ and the simulator $\text{Sim}$ is

$$\text{Ideal}_{\mathcal{F}, \text{Sim}}(T; (v_i)_{i \in [n]}) = (\text{Sim}(T, (v_i)_{i \in T}, \tilde{\phi}(\alpha_T)); \tilde{\phi}(\alpha_{[n]})),$$

where $\tilde{\phi} \leftarrow \mathcal{R}_u$. From the construction of $\text{Sim}$, we have that

$$\text{Ideal}_{\mathcal{F}, \text{Sim}}(T; (v_i)_{i \in [n]}) = ((v_i)_{i \in T}, \tilde{A}(\alpha_T), (\tilde{\phi} - \psi_{\tilde{A}'} - \tilde{A})(\alpha_T), \tilde{y}, \tilde{\phi}(\alpha_{[n]})),$$

where $\tilde{y} \leftarrow \mathcal{K}_\ell$, $\tilde{A} \leftarrow \mathcal{R}_{\beta_i}$, and $\tilde{\phi} \leftarrow \mathcal{R}_u$.

Therefore, we conclude that

$$\text{Ideal}_{\mathcal{F}, \text{Sim}}(T; (v_i)_{i \in [n]}) = \text{Real}_{\Pi}(T, (v_i)_{i \in [n]}).$$

Since players receives two shares of $RSS_{\ell}$, the size of correlated randomness is $\text{CR}(\Pi_{LT}) = O(\log |\mathcal{K}|) = O(\log n)$. In the online phase, the protocol invokes $\mathcal{F}_{\text{Sum}} \ell$ times and hence we have $\text{BC}(\Pi_{LT}) = O(\ell \log |\mathcal{K}|) = O(\ell \log n)$.

### B Proof of Proposition 13

Let $x = (x_0, \ldots, x_{\ell-1})$ (resp. $y = (y_0, \ldots, y_{\ell-1})$) be the secret determined by shares $(v_i)_{i \in [n]}$ (resp. $(w_i)_{i \in [n]}$).

First, we see the correctness of $\Pi_{IP}$. The linearity of $RSS_{\ell}$ implies that at Step 1 of the protocol, $(v_i')_{i \in [n]}$ (resp. $(w_i')_{i \in [n]}$) are shares of a secret $x - a$ (resp. $y - b$). We thus have that $x' = x - a$, $y' = y - b$ and $z' = (x - a) * (y - b)$ at Steps 3 and 4. On the other hand, the functionality of $\mathcal{F}_{LT}$ ensures that $(a_i')_{i \in [n]}$ are shares of a secret

$$a' := \text{diag}(y') \cdot a = (y - b) * a$$

and similarly, $(b_i')_{i \in [n]}$ are shares of a secret $b' := (x - a) * b$. The linearity of $RSS_{\ell}$ implies that $d_i = z_i' + a_i' + b_i' + c_i + r_i$ is the $i$-th share of a secret

$$z' + a' + b' + c + s = (x - a) * (y - b) + (y - b) * a + (x - a) * b + a * b + s = x * y + s.$$

Thus it holds that $d \equiv x * y + s$. The correctness follows from

$$z = (1_\ell, d) = (1_\ell, x * y) + (1_\ell, s) = (x, y).$$

We show the privacy of $\Pi_{IP}$. Let $T \subseteq [n]$ be the set of corrupted players. Recall that $\alpha_i$ (resp. $\beta_j$) is the point associated with the $i$-th share (resp. the $j$-th component of a secret vector) of $RSS_{\ell}$. To simplify notations, we denote $(\varphi(\alpha_i))_{i \in T}$ by $\varphi(\alpha_T)$ for a polynomial $\varphi$. In the $\mathcal{F}_{\text{Sum}}$-hybrid model, corrupted players’ view at Steps 3 and 7 (including their correlated randomness for $\mathcal{F}_{\text{Sum}}$) only contains their inputs $(x'_i, y'_i, d_i)_{i \in T}$ to $\mathcal{F}_{\text{Sum}}$ and the outputs $x', y', d$. Also, in the $\mathcal{F}_{LT}$-hybrid model, corrupted players’ view at Step 5 (including their correlated randomness for $\mathcal{F}_{LT}$) only contains their inputs $(a_i, b_i)_{i \in T}$ to $\mathcal{F}_{LT}$ and the outputs $(a_i', b_i')_{i \in T}$. It is therefore sufficient to show that the joint distribution of the following elements is simulated from $(v_i, w_i)_{i \in [n]}$ and $z = \mathcal{F}_{IP}((v_i, w_i)_{i \in [n]})$ since the other elements are locally computed from them:

**Correlated randomness.** $(a_i, b_i, c_i, r_i)_{i \in T};$
Figure 5 The functionality $F_{IP}$ and a protocol $\Pi_{IP}$ implementing it.
Online messages. $x' = x - a$, $y' = y - b$, $(a'_i, b'_i) \in T$ and $d = x * y + s$.
To analyze the distribution of the above elements, we define

$$\text{View} = ((a_i, b_i, c_i, r_i, a'_i, b'_i)_{i \in T}, x', y', d).$$

Observe that the distribution of View is given by

$$\text{View} = (\phi_a(\alpha_T), \phi_b(\alpha_T), \phi_c(\alpha_T), \phi_s(\alpha_T), \phi_{a'}(\alpha_T), \phi_{b'}(\alpha_T), x - a, y - b, x * y + s),$$

where

$$a, b \leftarrow \mathbb{K}^\ell, \ s \leftarrow V_0 := \{s \in \mathbb{K}^\ell : (1, s) = 0\}, \ \phi_a \leftarrow R_a, \ \phi_b \leftarrow R_b,$$

$$\phi_c \leftarrow R_{a+b}, \ \phi_s \leftarrow R_s, \ \phi_{a'} \leftarrow R_{(y-b)+a}, \ \phi_{b'} \leftarrow R_{(x-a)+b}.$$

Lemma 3 ensures that for any $v \in \mathbb{K}^\ell$, there is a polynomial $\Delta_v \in R_v$ such that $\Delta_v(\alpha_i) = 0$ for all $i \in T$. If $\phi_a$ is uniformly distributed over $R_{0_0}$, then $\phi_a + \Delta_{a}$ is uniformly distributed over $R_a$ from Lemma 4 and $(\phi_a + \Delta_{a})(\alpha_i) = \phi_a(\alpha_i)$ for all $i \in T$. Similarly, let $\phi_b, \phi_c, \phi_s, \phi_{a'}, \phi_{b'}$ be uniformly distributed over $R_0$, and then it holds that

$$\phi_b + \Delta_b \leftarrow R_b, \ \phi_c + \Delta_{a+b} \leftarrow R_{a+b}, \ \phi_s \leftarrow R_s,$$

$$\phi_{a'} + \Delta_{(y-b)+a} \leftarrow R_{(y-b)+a}, \ \phi_{b'} + \Delta_{(x-a)+b} \leftarrow R_{(x-a)+b}.$$

It also holds that

$$(\phi_b + \Delta_b)(\alpha_i) = \phi_b(\alpha_i), \ (\phi_c + \Delta_{a+b})(\alpha_i) = \phi_c(\alpha_i), \ (\phi_s + \Delta_{a})(\alpha_i) = \phi_s(\alpha_i),$$

$$(\phi_{a'} + \Delta_{(y-b)+a})(\alpha_i) = \phi_{a'}(\alpha_i), \ (\phi_{b'} + \Delta_{(x-a)+b})(\alpha_i) = \phi_{b'}(\alpha_i)$$

for all $i \in T$. We thus have that

$$\text{View} = (\tilde{\phi_a}(\alpha_T), \tilde{\phi_b}(\alpha_T), \tilde{\phi_c}(\alpha_T), \tilde{\phi_s}(\alpha_T), \tilde{\phi_{a'}}(\alpha_T), \tilde{\phi_{b'}}(\alpha_T), x - a, y - b, x * y + s),$$

where $a, b \leftarrow \mathbb{K}^\ell, \ s \leftarrow V_0$, and $\tilde{\phi}_a, \tilde{\phi}_c, \tilde{\phi}_s, \tilde{\phi}_{a'}, \tilde{\phi}_{b'} \leftarrow R_0$. Since $\tilde{a} := x - a$ and $\tilde{b} := y - b$ are uniformly distributed over $\mathbb{K}^\ell$, we have that

$$\text{View} = (\tilde{\phi}_a(\alpha_T), \tilde{\phi}_b(\alpha_T), \tilde{\phi}_c(\alpha_T), \tilde{\phi}_s(\alpha_T), \tilde{\phi}_{a'}(\alpha_T), \tilde{\phi}_{b'}(\alpha_T), \tilde{a}, \tilde{b}, x * y + s),$$

where $\tilde{a}, \tilde{b} \leftarrow \mathbb{K}^\ell$, $s \leftarrow V_0$, and $\tilde{\phi}_a, \tilde{\phi}_c, \tilde{\phi}_s, \tilde{\phi}_{a'}, \tilde{\phi}_{b'} \leftarrow R_0$. Since $z = F_{IP}((v_i, w_i)_{i \in [n]}) = (x, y)$, it holds that $((1, x * y - z \cdot e_0) = (x, y) - z = 0$, and hence $s_0 := x * y - z \cdot e_0 \in V_0$, where $e_0 = (1, 0, \ldots, 0) \in \mathbb{K}^\ell$. Furthermore, since $V_0$ is a linear space, if $s$ is uniformly distributed over $V_0$, then so is $s + s_0$. In particular, if $s, \tilde{s} \leftarrow V_0$, then $x * y + s$ and $z \cdot e_0 + \tilde{s}$ follow the same distribution. We then have that

$$\text{View} = (\tilde{\phi}_a(\alpha_T), \tilde{\phi}_b(\alpha_T), \tilde{\phi}_c(\alpha_T), \tilde{\phi}_s(\alpha_T), \tilde{\phi}_{a'}(\alpha_T), \tilde{\phi}_{b'}(\alpha_T), \tilde{a}, \tilde{b}, z \cdot e_0 + \tilde{s}),$$

where $\tilde{a}, \tilde{b} \leftarrow \mathbb{K}^\ell$, $\tilde{s} \leftarrow V_0$, and $\tilde{\phi}_a, \tilde{\phi}_c, \tilde{\phi}_s, \tilde{\phi}_{a'}, \tilde{\phi}_{b'} \leftarrow R_0$. Therefore, we conclude that View is simulated from $z$ only.

Since players receive four shares of RSS and correlated randomness for two invocations of $F_{LT}$, we have $\text{CR}(\Pi_P) = O(\log |\mathbb{K}|) = O(\log n)$. In the online phase, the protocol invokes $F_{\text{Sum}}$ three times and $F_{\text{LT}}$ twice, and hence we have $\text{BC}(\Pi_P) = O(\ell \log |\mathbb{K}|) = O(\ell \log n)$. 
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1 Introduction

Secure multi-party computation (MPC), which dates back to fundamental works by Yao [36] and Goldreich, Micali, and Widgerson [19], is a family of cryptographic techniques that enables parties to jointly compute a function over their private inputs while keeping those inputs confidential. This approach ensures that none of the participating parties need to reveal any information on their data to one another, yet they can still obtain the desired
computation result. Unconditionally secure MPC protocols were first proposed by Ben-Or, Goldwasser, and Widgerson [2] and Chaum, Crépeau and Damgård [5]. On the other hand, several computationally secure protocols have been proposed, relying on many different techniques, like verifiable secret sharing [8, 15] or linearly homomorphic encryption [12, 9].

In the realm of computer algebra, polynomial evaluation and interpolation algorithms stand out as versatile tools with applications spanning numerous domains [14]. In 2006, Mohassel and Franklin [27] proposed several secure MPC protocols for various polynomial operations where the polynomial coefficients are private inputs of the parties. It is the main goal of this paper to improve some of their protocols and to illustrate their usability via several applications to private set operations protocols. All of the presented protocols are considered in the honest-but-curious model.

1.1 Secure computation on shared data

The computation on shared elements dates back to the works of Ben-Or, Goldwasser, and Widgerson [2] and Bar-Ilan and Beaver [1]. In the general setting, it involves $m$ players that want to compute a function (seen as an arithmetic circuit) over secret inputs (that we will consider as elements of $\mathbb{F}_q$). These secret inputs are assumed to be shared between the parties before any computation. This can done either via a secret-sharing scheme (such as an additive secret-sharing scheme or Shamir’s secret-sharing scheme [35], in the information theoretical model) or via a threshold linearly homomorphic scheme (such as a threshold variant of Paillier’s encryption [32] or CL encryption [3], in the computational model). Parties can compute any arithmetic circuit on the shared inputs by combining several basic operations on the shared data (additions and multiplications). While the work in [2, 1] addresses the general problem of computing any circuit, many other results have been provided to improve the efficiency on specific problems [7, 27, 11, 10, 28]. Our work follows the latter line of research without relying on any specific underlying secret-sharing scheme or any threshold homomorphic encryption scheme. One of our main objectives is to derive protocols in a general framework, encompassing both theoretical and computational models, that achieve a constant number of rounds of communication between each party while minimizing the total amount of exchanged data.

Let us denote by $[x]$ an element $x \in \mathbb{F}_q$ that is shared among the parties. In order to simplify the presentation, we will often assume that our protocols are implemented using a secret-sharing scheme. Therefore, we will note by $[x]_j$ the part of the secret belonging to the $j$-th player. Our framework assumes that the players are able to do elementary operations, such as addition of two shares, scalar multiplication with public value, and multiplication of two shares, in a constant number of rounds.

In the information-theoretic model, the first two operations do not require any communication as each player $j$ can just compute individually: $[a + b]_j = [a]_j + [b]_j$ and $\lambda[a]_j$ to get a share of the results $a + b$ and $\lambda a$. Computing the product $[ab]$ from the shares of $[a], [b]$ is trickier, and cannot be done locally. Several interactive solutions exist: the BGW protocol [2], or Beaver triples [1] offer alternatives which can be both done in a constant number of rounds.

In the case of threshold linearly homomorphic schemes, the first two operations can also be done locally on encrypted data, and solutions exist to compute the product of two encrypted field elements. Finally, our framework further requires that the sharing method allows for secure constant-round methods to share a constant element (for example to share the values 1 or 0) and to share a uniformly random (unknown) element.
The complexity measure of our multi-party protocols will be given as the number of “secure multiplication” in the base field $\mathbb{F}_q$, i.e. multiplication of two shared elements. Since it is the only operation requiring communication between players, this will express the communication complexity of our protocols. To guarantee that our protocols still run in constant-round, we will extensively use parallel executions of constant-round protocols.

We are considering the honest-but-curious model. Therefore, privacy is only a matter of checking that when a shared value is revealed, the revealed value is uniformly random and independent of the value of the secret inputs. We achieve security for any of the protocols presented in this paper as long as the elementary operations presented above (i.e., addition and multiplications on shared elements of $\mathbb{F}_q$) can be composed in parallel and remain secure. This follows a long line of work which are based on the same assumptions in secure linear algebra [1, 7, 31, 24, 10, 28] or in secure polynomial computation [27].

1.2 Toolbox for Secure Polynomial Computation

In their seminal paper, Mohassel and Franklin [27] proposed the very first protocols for secure polynomial multiplication, division with remainder, and polynomial interpolation. They considered the scenario in which the coefficients of the involved polynomials, evaluation points, or values are shared. For a polynomial $f = \sum_{k=0}^{d-1} f_k X^k$, we denote by $\lfloor f \rfloor$ a sharing of the polynomial, that is a collection of sharings of its coefficients $\lfloor f_0 \rfloor, \ldots, \lfloor f_{d-1} \rfloor$.

The goal of Mohassel and Franklin was to propose efficient protocols with good communication and round complexities. For example, in the case of polynomial interpolation, assuming that the $m$ parties hold shares (or ciphertexts) of $n \geq 1$ pairs $(\langle x_i \rangle, \langle y_i \rangle) \in \mathbb{F}_q^2$ for $i \in \{1, \ldots, n\}$ (with $x_i \neq x_j$ for $i \neq j$), they proposed a protocol with a constant number of rounds and communication complexity of $O(n^2)$ multiplications. Note that this protocol has remained the most efficient since 2006.

As a first contribution, we present new protocols for efficient and secure operations on shared polynomials. Our model is identical to the one used by Mohassel and Franklin. In particular, our proposals can be implemented using a threshold linearly homomorphic encryption scheme (and in this case achieve semi-honest computational security) or using threshold linear secret sharing (and achieve then semi-honest information-theoretic security).

Our protocols are parameterized by an integer constant $\tau$. Our protocols have a number of rounds proportional to $\tau$ and they achieve a quasi-optimal communication complexity, i.e. exponential in $1 + 1/\tau$. More precisely:

- We present a first protocol (FastPolyFanIn) where the parties are given shares of $n$ non-zero polynomials $\lfloor f_1 \rfloor, \ldots, \lfloor f_n \rfloor$ in $\mathbb{F}_q[X]$ of degree less than $d$ and compute shares of the polynomial $\lfloor f_1 \times \ldots \times f_n \rfloor$ of degree at most $nd$. Mohassel and Franklin [27] proposed a constant-round protocol with communication complexity of $O(n^2d)$ multiplications. Our improved protocol has communication complexity of only $O(\tau n^{1+1/\tau}d)$ multiplications and $O(\tau)$ rounds.

- Our second protocol (FastEval) allows the parties sharing a polynomial $\lfloor f \rfloor \in \mathbb{F}_q[X]$ of degree at most $n$ and shared points $\lfloor \alpha_1 \rfloor, \ldots, \lfloor \alpha_n \rfloor$ in $\mathbb{F}_q$ to compute shares of the $n$ evaluations $\lfloor f(\alpha_1) \rfloor, \ldots, \lfloor f(\alpha_n) \rfloor$. This protocol achieves communication complexity of $O(\tau n^{1+1/\tau})$ multiplications and $O(\tau)$ rounds. The previously best-known protocol has communication complexity $O(n^2)$, see [10].

- Our third protocol (FastInterpol) performs polynomial interpolation on shared values (as in Mohassel-Franklin protocol), with communication complexity of $O(\tau n^{1+1/\tau})$ multiplications and $O(\tau)$ rounds.
Table 1 Summary of our improvements on operations on shared polynomials (\(n\) is the number of polynomials for unbounded fan-in multiplication, \(d\) bounds the degree of the polynomials and \(\tau\) is a predetermined constant).

<table>
<thead>
<tr>
<th></th>
<th>Our work</th>
<th>Mohassel-Franklin ([27])</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unbounded fan-in mult.</td>
<td>(O(\tau n^{1+1/\tau}d))</td>
<td>(O(n^2d))</td>
</tr>
<tr>
<td>Multi-point evaluation</td>
<td>(O(\tau n^{1+1/\tau}))</td>
<td>(O(n^2))</td>
</tr>
<tr>
<td>Interpolation</td>
<td>(O(\tau n^{1+1/\tau}))</td>
<td>(O(n^2))</td>
</tr>
</tbody>
</table>

All of our protocols are perfectly correct, i.e. the result is always computed correctly. Furthermore, they are valid in the semi-honest (i.e. honest-but-curious) model. Table 1 summarizes the communication complexity of our protocol compared to existing ones in [27]. Our protocol for unbounded fan-in multiplication of shared polynomials can be used straightforwardly to compute the unbounded fan-in multiplication of \(n\) shared elements \([x_1], \ldots, [x_n]\) of \(\mathbb{F}_q\) that are not necessarily invertible (i.e. some elements might be zero). This is achieved by setting \([f_1] = [X - x_1]\), \([f_n] = [X - x_n]\) and extracting the constant coefficient of the product \([f_1 \cdots f_n]\). This protocol is already mentioned in [7], but it did not improve upon the more general approach of Bar-Ilan and Beaver [1] yielding a constant round protocol with a communication complexity of \(O(n^2)\) secure multiplications. Thanks to our new result, the latter operations can now be achieved in constant rounds but with \(O(\tau n^{1+1/\tau})\) secure multiplications.

1.3 Applications to Private Set Operations

As a second contribution, we show that our secure polynomials computation framework can serve to improve protocols on the so-called privacy-preserving set operations (PSOs), in particular for the general multi-party case involving more than two players.

The setting of PSOs is the following: each participant owns its private input set. The goal is to privately compute a predetermined function on these input sets while revealing no information about each set. We will focus here on some of the most classical functions on the intersection: emptiness, cardinality, weighted sum, or simply revealing the intersection set itself, eventually according to a certain threshold size. Private Intersection Set (PSI) is a crucial tool in privacy-preserving data analysis and collaborative applications where multiple parties want to discover shared interests, overlaps, or common elements in their datasets without revealing the specific items in their sets.

Many algebraic approaches, mostly based on cryptographic assumptions, allow to provide efficient solutions for this problem. In particular, one can either rely on homomorphic encryption [13, 25] or on oblivious linear evaluation [17, 16] to achieve many of PSO functionalities. Some of the results, notably on PSI, have been also proposed without any cryptographic assumptions, achieving security under the information-theoretic model. Note that all these methods rely on the natural representation of a set \(\{\alpha_1, \ldots, \alpha_n\} \subset \mathbb{F}_q\) by the degree-\(n\) polynomial \(f(X) = (X - \alpha_1) \times \cdots \times (X - \alpha_n)\) which allow for instance to recover the intersection as the greatest common divisor of many polynomials. It is then very natural to rely on our protocol for distributed secure polynomial computation for dealing efficiently with PSOs.

We shall mention that PSI is an intensively studied topic and many other methods, not only algebraic, have been designed. We refer the reader to [29] for a nice survey on the numerous approaches to the PSI problem. While we are only interested in specific function on the intersection set, the general circuit-PSI problem [33, 34] allows to evaluate
Table 2: Summary of the communication complexities, in terms of secure multiplication, for Private Disjointness Test protocols. It is assumed that each player hold a set of $n$ entries, and that $\tau$ is a pre-determined constant.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ye et al. [37]</td>
<td>$\mathcal{O}(n^2)$</td>
<td>$\mathcal{O}(1)$</td>
<td>2</td>
<td>Yes</td>
</tr>
<tr>
<td>Couteau et al. [6]</td>
<td>$\mathcal{O}(n)$</td>
<td>$\mathcal{O}(1)$</td>
<td>2</td>
<td>No</td>
</tr>
<tr>
<td>Chandran et al. [4]</td>
<td>$\mathcal{O}(mn \log^2(m))$</td>
<td>$\mathcal{O}(\log(mn \log n))$</td>
<td>$m$</td>
<td>No</td>
</tr>
<tr>
<td>Sathya Narayanan et al. [30]</td>
<td>$\mathcal{O}(mn^2)$</td>
<td>$\mathcal{O}(\log(mn))$</td>
<td>$m$</td>
<td>Yes</td>
</tr>
<tr>
<td>Ours (section 4.1)</td>
<td>$\mathcal{O}(mn + \tau n^{1+1/\tau})$</td>
<td>$\mathcal{O}(\tau)$</td>
<td>$m$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

any function given as a circuit on the intersection set. This generic problem received also a lot of attention, and some protocols might yield the best solution for a particular computation, e.g. testing the emptiness of the intersection set in the multi-party setting [4].

1.3.1 Constant-round multi-party protocol for Private Disjointness Test

Testing the emptiness of the intersection set is called Private Disjointness Test (PDT) in the literature and many secure protocols have been proposed to deal efficiently with PDT. The seminal work of Freedman, Nissim and Pinkas [13] proposed the first efficient solutions to both the two-party and the multi-party setting. Their protocols are secure against semi-honest adversaries or even malicious in the random oracle model. Their work has been further improved in [23, 21] notably to remove the random oracle hypothesis in the two-party setting. While the proposed protocols are efficient in terms of communication between the parties, the high depth of the protocol makes the need for a linear number of rounds of communication in the input sets’ sizes.

The first constant round protocol for PDT is due to Ye et al. [37] for both honest-but-curious and malicious adversary cases. Unlike the previous two-party protocols, their protocols are unconditionally secure and only require communication complexity that is quadratic in the input set size. This result is improved under computational assumption by Couteau, Peters, and Pointcheval [6] who provide a two-party protocol for PDT achieving constant round, linear communication complexity and being secure against malicious adversaries.

While many works have studied PDT in the two-party setting, only very few works have been done in the multi-party setting, notably after the seminal work of Ye et al. [37]. Only the work of Sathya Narayanan et al [30] mentioned a dedicated protocol for PDT for more than two players. The given protocol is unconditionally secure against a semi-honest adversary, and it requires a logarithmic number of rounds and a quadratic number of communications in the input sets’ size. One can achieve a similar result under a computational assumption (from oblivious transfer and cuckoo hashing) using the circuit-PSI protocol from [4], but with a number of rounds that is only double-logarithmic in the input sets’ size.

While the challenge of designing constant round protocol having only a linear number of communication in the input sets’ size is almost done in the two-party setting, the question remains open for the multi-party setting. By using our new multi-point evaluation protocol, we are able to propose an unconditionally secure constant-round protocol, against a semi-honest adversary, that achieves quasi-linear communication complexity in the input sets’ size. More precisely, assuming the $m$ players all hold a set of $n$ elements, our protocol achieves a communication complexity of $\mathcal{O}(mn + \tau n^{1+1/\tau})$ multiplications and $\mathcal{O}(\tau)$ communication rounds, where $\tau$ is any non-zero integer constant given to the protocol. Table 2 summarizes the different complexity, security, and number of players for the best-known protocol for PDT in this setting.
One can see that our protocol is the first to achieve a constant number of rounds in the multi-party setting. Furthermore, it achieves the lowest number of communications under unconditional security. While our communication cost might be more important than the circuit-PSI approach [4] in some cases, the size of the exchanged data will remain in a small $\mathbb{F}_q$, say of size $n$, which should make a difference in practice compared to the larger fields of [4] required to reach the desired computational security.

We shall mention that our solution as well as all the previous works on PDT may produce an incorrect result, depending on the chosen implementation. In our case, this probability is negligible if the size of each set $n$ is negligible compared to the domain size $q$. Moreover, this probability is one-sided, and having a wrong result does not reveal information about the inputs. Therefore, the protocol can be repeated to exponentially decrease the error probability.

1.3.2 A general framework to solve PSOs without any error probability

Among the Private Set Operations, Private Set Intersection has been the most studied since its introduction by Freedman, Nissim, and Pinkas in [13]. As for PDT the authors propose efficient protocols for both the two-party and the multi-party PSI, achieving security under the semi-honest adversary model or the malicious one. However, their protocol does not achieve a constant number of rounds of communication. Li and Wu provide in [26] the first constant-round protocol for PSI, and their protocol is unconditionally secure both with semi-honest and malicious adversaries, but the communication complexity is not yet optimal. Following a similar idea as [13], Hazay and Venkitasubramaniam propose the first protocol achieving constant-round and a linear communication complexity, under the computational model only.

Kissner and Song [25] extend multi-party protocols on sets beyond PSI notably by computing some other functions on the input sets: e.g. union, element reduction, and intersection cardinality. In the Cardinality Set Intersection problem, the goal is to compute the number of elements in the intersection while not revealing other information on the intersection set. The protocol in [25] requires some cryptographic assumption and it involves a linear number of rounds of communication in the input sets size. The article [30] mentioned a first solution for Cardinality Set Intersection with unconditional security under passive and active adversaries, achieving a logarithmic number of communication rounds.

T-PSI (Threshold Private Set Intersection) is a variant of PSI in which the intersection is revealed only if its size surpasses a given threshold $t$. Gosh and Nilges present in [16] a first solution for Threshold-PSI in the multi-party setting. Their protocol is based on Oblivious Linear Evaluations and achieves unconditional security against malicious adversaries. The communication complexity of their protocol remains however quadratic in the size of each input set. In the two-party case, by using cryptographic assumption (namely the existence of fully homomorphic encryption), Ghosh and Simkin [17] managed to achieve a sub-linear communication complexity, i.e. the number of communications is quasi-linear in the number of elements that differ between the two sets. This result was extended to the multi-party setting in [18] using other cryptographic assumptions (the existence of linear homomorphic encryption and oblivious transfer).

One of the most recent problems with private sets is the Private Intersection Sum problem. The setting, introduced in [22], is that one party has a set of elements together with some weight for each element, and he wants to compute the sum of the weight of all elements in common with a set of another party, of course without learning which elements are in common. The protocol proposed in [22] achieves security only in the computational model and for the two-party case. To our knowledge, no specific construction for this problem exists neither in the information-theoretic setting nor for more than two parties.
Unlike PDT, all of these contributions achieve a constant number of rounds and an optimal number of communications. However, the proposed protocols are not always secure under the information-theoretic setting, and all of them may fail to produce a correct result. Our work aims at bridging the gap to always achieve security without any cryptographic assumptions and to provide protocols designed for more than two parties, and that are perfectly correct (i.e. no incorrect result can be computed).

Here again, we show that by re-using our multi-point evaluation protocol together with some techniques that enable us to securely deal with boolean formula [11] we can achieve a general framework for PSOs that yields constant-round protocol without any incorrect result. As our solution embraces our generic MPC framework, the results are valid for the computational as well as the information-theoretic model. More precisely, we achieve a communication complexity of $O(\tau mn^{1+1/\tau} + mn \log n \log \log n)$ secure multiplications for PSI, PDT, Cardinality Set Intersection, Threshold-PSI and Private Intersection Sum.

2 Technical overview

In this section, we present a brief overview of the techniques used in our protocols. This covers protocols on shared polynomials and for private set operations. We only focus on the main ideas of how the protocols work, and we give the full technical details in later sections. Without further assumption, the number of parties in the protocols will always be $m$.

2.1 Fast operations on shared polynomials

In section 3, we present new constant-round protocols for the unbounded fan-in multiplication of polynomials, multi-point evaluation, and interpolation involving only shared data. Our approach has some similarities with the work of Mohassel and Weinreb from [28] to lower the number of communications for secure linear algebra operations. More precisely, our approach allows us to choose any constant parameter $\tau \in \mathbb{N}^*$ and provides a quasi-optimal communication complexity, i.e. exponential in $1 + 1/\tau$, while achieving a constant number of rounds of $O(\tau)$. Our improvement is based on the observation that the studied operations are strongly regular and thus can be decomposed into several instances of the same problem with smaller entries. Therefore, applying a generalized divide and conquer approach, i.e. splitting the problem of size accordingly to $\tau$, and using existing protocols on sub-instances suffices to improve the communication complexity. For the sake of clarity, we will only present the idea behind our protocol for the case $\tau = 2$ in this technical overview. All the technical details and the more general approach for any $\tau$ is postponed to section 3.

2.1.1 Unbounded fan-in multiplication of polynomials

Let $[f_1], \ldots, [f_n]$ be $n$ shared non-zero polynomials in $\mathbb{F}_q[X]$ of degree $< d$. Parties want to compute shares of the polynomial $[f_1 \times \cdots \times f_n]$ of degree $< nd$. Mohassel and Franklin proposed in [27] a constant round protocol to compute such a product with $O(n^2d)$ secure multiplications in $\mathbb{F}_q$. We must mention that the complexity is quadratic in $n$ because the protocol uses $O(n)$ products in an extension field of $\mathbb{F}_q$ of degree $nd$. Our goal here is to perform most of the computation in smaller extension fields to reduce the complexity.

Assuming that $n$ is a perfect square, one may remark that dividing the computation in $\sqrt{n}$ sub-products of $\sqrt{n}$ polynomials allow us to reach a better complexity. Indeed, parties can compute in parallel each sub-product of $\sqrt{n}$ polynomials with $\sqrt{n}$ calls to the protocol of Mohassel and Franklin [27] for a total cost of $O(n^{1.5}d)$ secure multiplication in $\mathbb{F}_q$. To finish
the computation, parties have to multiply $\sqrt{n}$ shared polynomials of degree less than $\sqrt{nd}$. Again this can be achieved by one call to the protocol from [27] for a cost of $O(n^{1.5}d)$ secure multiplication in $F_q$. We thus reduce the number of secured multiplication by $\sqrt{n}$ while we only double the number of rounds. We can generalize this idea to any fixed parameter $\tau \in \mathbb{N}$ in order to replace $\sqrt{n}$ with $n^{1/\tau}$ and then achieve a number of secure multiplication of $O(n^{1+\frac{1}{\tau}})$ and $O(\tau)$ rounds. Indeed, the explanation corresponds to the particular case of $\tau = 2$, but grouping the products by chunks of size $n^{\frac{1}{2}}$ at each step would only require $\tau$ steps to get the result.

### 2.1.2 Multi-point evaluation

Let $[f]$ be a shared polynomial in $F_q[X]$ of degree $< n$ and $[\alpha_1], \ldots, [\alpha_n]$ be shared of points in $F_q$. Parties want to compute the shares of the $n$ polynomial evaluations $[f(\alpha_1)], \ldots, [f(\alpha_n)]$.

In the case that parties want to evaluate $[f]$ at a single shared point $[\alpha]$, they can rely on [10] to have a secure protocol that is constant-round and that has a linear communication complexity in the degree of $f$. Note that the protocol heavily relies on unbounded fan-in multiplication of $2 \times 2$ matrices in order to guarantee that no leakage occurs when $[\alpha] = [0]$. No previous works have considered the simultaneous evaluation on a shared set of points, and to the best of our knowledge, the single points approach from [10] remains the most efficient for that case. In particular, this yields a constant-round protocol with a communication complexity of $O(n^2)$ for evaluating $f$ on a set of $n$ shared points.

Instead of relying on computing powers of the $[\alpha_i]$ as in [10], our approach relies on the polynomial division of $f$ by well-chosen polynomials. It is fairly classical that $[f(\alpha_i)] = [f \mod (X - \alpha_i)]$ (see [14]). Here, we exploit the constant-round protocol for the polynomial division of Franklin and Mohassel [27] that only requires a linear number of secure multiplications according to the dividend size. Unfortunately, applying straightforwardly this protocol for the division of $f$ by each $(X - \alpha_i)$ would also require $O(n^2)$ secure multiplications. Instead, we will re-use our unbounded fan-in multiplication protocol to compute the product of the $n$ polynomials $(X - \alpha_i)$. Together with this product, we can obtain for free the $\sqrt{n}$ intermediate sub-products computed by the protocol (corresponding to the splitting of the result into $\sqrt{n}$ products of degree $\sqrt{n}$). There, we can reduce the polynomial $[f]$ modulo all these intermediate polynomials at a cost of $\sqrt{n}$ call to the division protocol of [27], yielding a communication complexity of $O(n^{1.5})$ secure multiplications. Finally, we can further reduce these $\sqrt{n}$ distinct polynomials of degree less than $\sqrt{n}$ modulo the corresponding $(X - \alpha_i)$. Here again this can be done with only $O(n^{1.5})$ secure multiplications since each reduction modulo one $(X - \alpha_i)$ costs $O(n^{0.5})$.

To generalize this approach for any value of $\tau$, we will exploit the general divide-and-conquer strategy of our unbounded fan-in multiplication protocol. In particular, we will reduce the polynomial $[f]$ modulo all the intermediate polynomials computed in our unbounded fan-in multiplication protocol, using a breadth-first browsing of the $\tau$-ary tree.

### 2.1.3 Interpolation

Given $2n$ shared elements $[\alpha_1], \ldots, [\alpha_n]$ and $[y_1], \ldots, [y_n]$ in $F_q$ such that $\alpha_1, \ldots, \alpha_n$ are distinct, parties want to compute the shares of $[f]$ such that $f$ is the unique polynomial in $F_q[X]_{\leq n}$ such that $y_i = f(\alpha_i)$ for $1 \leq i \leq n$. Franklin and Mohassel [27] proposed a constant-round protocol for this operation that requires $O(n^2)$ secure multiplications. Their idea is to use Lagrange interpolation to compute $f = \sum_{i=1}^{n} y_i L_i(X)/L_i(\alpha_i)$, where $L = \prod_{i=1}^{n} (X - \alpha_i)$ and $L_i = L/(X - \alpha_i)$. Therefore, using constant-round protocols for
unbounded fan-in polynomial multiplication, euclidean division, and field element inversion suffices to reconstruct $f$. Unfortunately, this approach requires $O(n^2)$ secure multiplication since most of the tasks boil down to $n$ calls to a protocol that requires a linear number of multiplications, i.e. $n$ divisions involving the polynomial $L$ or the $n$ polynomial evaluations $L_i(\alpha_i)$.

To remove the need to compute the terms depending on the $L_i$'s, we use the classical remark that $f/L = \sum_{i=1}^{n} c_i/(X-\alpha_i)$ where $c_i = y_i/L'(\alpha_i)$ and $L'$ is the derivative of $L$. First, we compute $L$ and then the $c_i$'s using our previous protocols for unbounded fan-in multiplication of polynomials and multi-point evaluation. This is done in constant round with $O(n^{1.5})$ secure multiplications (using $\tau = 2$). Then, we reconstruct the numerator of the fraction $f/L$ in two steps, using a similar splitting strategy as in our previous protocols. First, we compute $\sqrt{n}$ different sums of $\sqrt{n}$ fractions of the form $c_i/(X-\alpha_i)$.

Let us define the polynomial $P_{1,1} = \prod_{i=1}^{\sqrt{n}} (X-\alpha_i)$. We can remark that the following equality holds $\sum_{i=1}^{\sqrt{n}} c_i/(X-\alpha_i) = (1/P_{1,1}) \sum_{i=1}^{\sqrt{n}} c_i P_{1,1}/(X-\alpha_i)$ and that $G_{1,1} = \sum_{i=1}^{\sqrt{n}} c_i P_{1,1}/(X-\alpha_i)$ is a polynomial of degree $< \sqrt{n}$.

This equality extends naturally to all the $\sqrt{n}$ sums, and we thus can define the resulting fractions as $G_{1,1}/P_{1,1}, \ldots, G_{1,\sqrt{n}}/P_{1,\sqrt{n}}$. One may remark that computing numerators of these fractions amounts to taking linear combinations of the quotient of $P_{1,1}/(X-\alpha_j)$, which are exactly the same quotients as in the multi-point evaluation of $L$ at the $\alpha_i$'s (second step). This step costs exactly $O(n^{1.5})$ secure multiplication remarking that there is a total of $n$ linear combinations of polynomials of degree less than $\sqrt{n}$.

As a second step, we write $f = \sum_{j=1}^{\sqrt{n}} G_{1, j} \frac{L}{P_{1, j}}$ where $L/P_{1, j}$ are polynomials of degree exactly $n - \sqrt{n}$. It thus remains to perform $\sqrt{n}$ products of polynomials of degree at most $n$ and sum the results. Using the division and multiplication protocols of Mohassel and Franklin [27], both steps can be done in constant rounds with $O(n^{1.5})$ secure multiplications. Altogether, we obtain a constant round protocol with $O(n^{1.5})$ secure multiplications.

As before, splitting every computations in chunks of size $n^{1/2}$ implies $O(\tau)$ rounds, yielding a protocol with communication complexity $O(\tau n^{1+1/2})$.

2.2 Private set operations

We present in section 4 our solutions to many variants of the PSI problem using our fast protocols on shared polynomials. In these problems, $m$ parties have the respective sets $A_1, \ldots, A_m \subseteq \mathbb{F}_q$ of size $n$ each and wish to compute some function of the intersection, i.e. $f(\bigcap_{i=1}^{m} A_i)$ for a predetermined function $f$. Following the seminal work of [13], the main algebraic approaches in the literature rely on encoding the parties’ sets as polynomials. Let a set $A \subseteq \mathbb{F}_q$, one can define $P_A(X) = \prod_{\alpha \in A} (X - \alpha)$ to be an encoding of $A$. Each party can then compute locally its own polynomial $P_j = P_{A_j}$ for all $1 \leq j \leq m$, and engage in a constant round protocol to distribute shares of all these polynomials. From there, parties would have to compute the gcd of these shared polynomials to get a representation of the intersection, and then apply some computation on this gcd to get the desired result.

2.2.1 Constant-round protocol for Private Disjointness Test

Our first contribution concerns the PDT problem where the $m$ parties want to know whether the intersection set is empty or not. We revamp a technique from [25] and [26] that uses a property on the gcd of many polynomials [14, Section 6.9]. More precisely, let $G = \gcd(P_{A_1}, \ldots, P_{A_m})$, and $R = \sum_{j=1}^{m} R_j P_{A_j}$ where the $R_j$’s are random polynomials of degree at most $n$ in $\mathbb{F}_q[X]$. Therefore, we have that $G = \gcd(R, P_{A_j})$ for $1 \leq j \leq m$ with
high probability. The protocols of [25] and [26] aim at computing the polynomial \( R \) and making it public so that any party can compute locally the intersection set. Since the \( R_j \) are random polynomials, the security relies on the fact that \( R \) will not be distinguishable from any degree-\( n \) polynomial in the polynomial ideal \( \langle G \rangle \).

For \( PDT \) we cannot afford to make the polynomial \( R \) public. Indeed, every party would then learn the intersection and this leaks more information than the emptiness of the intersection. However, we can keep this polynomial \( R \) private and use our fast protocol on shared polynomials to perform the computation. More precisely, let us define \( [R] = \sum_{j=2}^{n} |r_j| |P_{A_j}| \) where \( r_j \) are nonzero random elements from \( \mathbb{F}_q \). This polynomial \( R \) is an encoding of the intersection set between the parties \( \{2, \ldots, m\} \) with high probability. It is sufficient to ask the first party to share its elements \( [\alpha_j] \) such that \( \alpha_j \in A_1 \) among all the participants. Our protocol for \( PDT \) consists of evaluating the polynomial \( [R] \) on all the \([\alpha_j]\), multiplying these evaluations, and checking whether the product is zero or not. All the steps are constant round and only need \( O(mn + \tau n^{1+1/\alpha}) \) secure multiplications using our multi-point evaluation protocol from Section 3.

As for many of the algebraic solutions to \( PDT \), our approach may fail to produce a correct answer. Indeed, the polynomial \( R \) may contain roots that are not in the intersection while being an element of the set \( A_1 \). This could happen with probability at most \( n/q \). By taking a domain size \( q \) that is way larger than the size of the sets \( n \), this probability is negligible. Moreover, as the error is one-sided, parties can decide to repeat the protocol several times to further lower the probability of an incorrect result.

### 2.2.2 Perfectly correct protocol for Private Set Operations

As seen in Section 1.3.2 most of the known protocols for \( PSO \) are constant round with an optimal communication complexity of \( O(mn) \) secure multiplications. However, similarly to our previous approach for \( PDT \), the result may be incorrect due to the use of randomization: e.g. either because of sampling polynomial in the polynomial ideal defined by the intersection polynomial [26, 17] or because hashing technique may have collisions [13, 20]. One may ask whether it would be possible to have a protocol with similar complexities, i.e. constant round and linear communication, that always returns a correct output.

Our protocol in section 4 is a first step toward achieving such a result. In particular, we achieve most of the \( PSO \) functionalities without any errors, using a constant number of rounds and a sub-linear communication complexity of \( O(mn^{1+\epsilon} + mn \log n \log \log n) \) for any integer \( \tau > 0 \). Our method somehow generalizes the idea in [13, 20] to the multi-party case without having to call any two-party protocol. Here again, we ask the first party to share its set of elements with the other parties, and each of the other parties shares their elements encoded as a polynomial. From there, we can use our multi-point evaluation protocol to evaluate all parties’ polynomials (except party one) over all the elements of the first party (or any designated party by the protocol).

Then, we convert all these evaluations into shared booleans using protocols from [11]. These booleans indicate if \( P_j \) evaluates to 0 on the \( i \)-th element of the first party (for \( 1 \leq i \leq n \) and \( 1 \leq j \leq m \)). Since manipulations of these shared booleans are not too difficult (as explained in [11]), this allows us to solve many problems related to \( PSI \) in the claimed complexities. From this, it is straightforward to compute the logical AND of these booleans (see [11, Section 5.1]). The result is the booleans \([b_j]\), which indicate if the \( j \)-th element of the first player is in the intersection. From this, it is easy to compute the solution to many problems, in a complexity that is smaller or equal to the complexity of the previous steps. We give here a few examples. The solution to \( PSI \) can be computed as \( \prod [Q_j] \) where...
$[Q_j] = [b_j(X - \alpha_j) + (1 - b_j)]$ ($Q_j = X - \alpha_j$ if the $j$th element $\alpha_j$ of the first player is in the intersection and $Q_j = 1$ otherwise). The solution for PDT can be computed as $\bigwedge b_j$. The solution to Cardinality Set Intersection can be computed as $\sum [b_j]$. The solution to Private Intersection Sum can be computed as $\sum [b_j][y_j]$. See table 3 for a summary of how to solve these problems using the shared booleans $[b_j]$.

### 3 Fast operations on shared polynomials

This section is devoted to new protocols for classical operations on shared polynomials that require a constant number of rounds and an almost optimal communication complexity. This follows the work of Mohassel and Franklin in PKC'06 [27] that first proposed such optimal protocols for the multiplication or the Euclidean division of shared polynomials. While their work also improved on the generic constant-round approach of Bar-Ilan and Beaver [1] for the interpolation, unbounded fan-in multiplication, and gcd on shared polynomials, the obtained communication complexity is not yet optimal. In the next sections, we will provide new constant-round protocols with almost optimal communication complexity, i.e. quasi-linear in the degree of shared input/output polynomials. This concerns the unbounded fan-in multiplication of shared polynomials and the multi-evaluation or the interpolation for polynomials on sets of points that are all shared.

#### 3.1 Technical background

We begin by presenting some existing techniques that we need in our results. All of the following ideas are presented in either [1], [7] [27] or [10]. In particular, the protocols specifically designed for polynomials are results from [27]. All of these techniques are secure and in a constant number of rounds.

**Generating a random invertible field element.** This protocol generates a shared non-zero element $[y] \in \mathbb{F}_q$ (whose value is hidden from the players). This is done by generating two (unknown) shared elements of $\mathbb{F}_q$, multiplying them together securely, and revealing the result. If it is invertible, then one of the elements is taken as the result, otherwise, parties rerun the protocol. This protocol fails with probability at most $2/q$, so it only takes a constant number of secure multiplications (except with negligible probability). In our protocol, we denote this operation as $\mathbb{F}_q^*$. Note that this can also be used for generating invertible matrices of constant size.

**Inversion of an invertible field element.** To invert an invertible shared element $[x] \in \mathbb{F}_q^*$, parties can use the previous technique to generate $[y] \mathbb{F}_q^*$, compute $[z] = [x][y]$ and reveal its value. Lastly, each participant can locally compute their share of $[x^{-1}] = z^{-1}[y]$. It only takes a constant number of secure multiplication. Note that this can also be used for inverting invertible matrices of constant size.

**Unbounded fan-in multiplication of invertible field elements.** Multiplying $n$ shared invertible elements $[x_1], \ldots, [x_n]$ cannot be done in a naive way in a constant number of rounds. To compute the product in MPC, parties generate $n$ random invertible elements $[r_1], \ldots, [r_n]$ in parallel, as well as their inverse. Then, they compute in parallel $[p_1] = [x_1][r_1]$ and $[p_j] = [r_1^{-1}][x_j][r_j]$ for $2 \leq j \leq n$. The values of the $p_j$’s are then revealed and everyone can compute their share of $[\prod x_j] = ([\prod p_j])[r_n]$. This requires $2n - 1$ secure multiplications.
in total. Note that this protocol can also be used for computing the shared product of invertible matrices and that every prefix of the total product can be computed as a sharing, by locally computing \( \prod_{k} p_{j} \). We denote this protocol as \textbf{FanInMul}.

**Powers of any field element.** This cannot be done directly using \textbf{FanInMul} with all multiplicand being the same shared element \([x]\) if \([x]\) might be zero. Indeed, when computing powers of \([0]\), the protocol would leak that information when revealing the products of the \( p_{j}\)'s. To overcome this problem, Cramer, KiZt and Padró in [10, Section 3] replaced \( x \) by an invertible \( 2 \times 2 \) polynomial matrix \( M(x) \) whose powers are related to Chebyshev polynomials of the first kind. Their method to compute shared powers consists then essentially in applying \textbf{FanInMul} to \( M(x) \) and then carrying out public linear operations corresponding to the change of basis between the Chebyshev basis and the monomial one. Note that this latter step does not require any communication. The resulting protocol requires \( O(n) \) secure multiplications. From there, they can evaluate a publicly known or shared polynomial of degree \( n \) in a shared point \([x]\) in the same complexity.

**Product of two polynomials.** Multiplying two shared polynomials of degree \( n \) in \( \mathbb{F}_{q}[X] \) naively would require \( O(n^2) \) secure multiplications in \( \mathbb{F}_{q} \). Mohassel and Franklin proposed in [27, Section 4] a protocol to compute \( \mathcal{O}(n) \) instead, by noting that evaluating and interpolating a polynomial on public and pre-agreed points does not require any communication. It therefore suffices to evaluate both polynomials on \( 2n +1 \) public points, securely multiply the evaluations on each point in parallel, and interpolate the resulting polynomial. Overall, only \( 2n + 1 = \mathcal{O}(n) \) secure multiplications are performed. Using this protocol makes it possible to compute secure multiplications on shared elements of an extension field of \( \mathbb{F}_{q} \) of degree \( n \) in \( \mathcal{O}(n) \) secure multiplications in \( \mathbb{F}_{q} \). This protocol needs that parties first agree on a public quotient polynomial, ensuring that modular reduction can be done with linear communication. We denote the protocol for polynomial multiplication over \( \mathbb{F}_{q}[X] \) by \textbf{Poly2Mult}.

**Euclidian division of polynomials.** Mohassel and Franklin described in [27, Section 4] a protocol to compute shares of the quotient and remainder of two shared polynomials \([f] \) and \([g] \) with \( d = \deg f \geq \deg g \). The main idea is to adapt the classical fast division approach [14, Section 9] to the shared setting. Notably, this is achieved by re-using the protocol for inverting group element of [1] to the case of the multiplicative subgroup \( \mathbb{F}_{q}[X]/X^{d} \), i.e. when computing shared reverse polynomial of the quotient, and to use their subsequent protocol \textbf{Poly2Mult}. The division protocol requires a total \( \mathcal{O}(d) \) secure multiplications in \( \mathbb{F}_{q} \), and we denote it by \textbf{PolyDiv}.

**Unbounded fan-in multiplication of non-zero polynomials.** Given \( n \) non-zero polynomials \([f_1], \ldots, [f_n]\) of degree less than \( d \), Mohassel and Franklin proposed in [27, Section 5] a protocol to compute \( \prod_{j} f_{j} \) in constant-round, achieving the best-known complexity to date. This method boils down to using protocol \textbf{FanInMul} in an extension field of degree at least \( n \times d \) and considering the polynomials as elements of this larger field. Since the protocol \textbf{FanInMul} requires \( \mathcal{O}(n) \) secure multiplications in this extension field, each of them requires \( \mathcal{O}(nd) \) secure multiplications in \( \mathbb{F}_{q} \), thus the whole protocol requires a total of \( \mathcal{O}(n^2d) \) secure multiplications in \( \mathbb{F}_{q} \). We note that this protocol imposes all parties to agree on a predetermined irreducible polynomial of degree \( nd \). We suppose that such a polynomial can be predetermined outside any call of this protocol and thus no communication complexity will be counted for its computation. We denote this protocol by \textbf{PolyMult}. 

3.2 Unbounded fan-in multiplication of polynomials

Let $[f_1, \ldots, f_n]$ be $n$ shared non-zero polynomials in $\mathbb{F}_q[X]$ of degree $< d$. Parties want to compute shares of the polynomial $[f_1 \times \cdots \times f_n]$ of degree $< nd$. Without loss of generality, we assume that $n = \lambda^\tau$ for an integer $\lambda$ (the extra padding required to achieve this only adds a size negligible in $n$). Our approach consists in computing in parallel sub-products of exactly $\lambda$ polynomials of increasing degree $< \lambda d$ for $i \in [0, \ldots, \tau - 1]$. For this, we define in definition 1 the polynomial products $P_{i,j}$ that we need to compute and that follow the following recursive definition. Lemma 2 bounds the degree of those polynomials. See the appendix for a proof of lemma 2.

▶ Definition 1. Let $P_{i,j}$ be a polynomial of $\mathbb{F}_q[X]$ defined such that:

\[
P_{0,j} = f_j \quad \text{for} \quad 1 \leq j \leq n, \quad \text{and} \quad P_{i,j} = \prod_{l=1}^{\lambda} P_{i-1,(j-l)\lambda+l} \quad \text{for} \quad 1 \leq i \leq \tau, 1 \leq j \leq \lambda^{\tau-i}.
\]

▶ Lemma 2. For $0 \leq i \leq \tau$ and $1 \leq j \leq \lambda^{\tau-i}$, the polynomial $P_{i,j}$ is of degree less than $\lambda d$.

From this lemma we notice that $P_{\tau,1} = \prod_{j=1}^{n} f_j$. We are then able to define a protocol that computes the shared polynomial $[P_{\tau,1}]$ in $O(\tau)$ rounds. At each step, starting from step $i = 1$, parties compute in parallel all the shares of $[P_{i,j}]$ from the shares of $[P_{i-1,j}]$ obtained in the previous steps. The protocol FastPolyMult is described below as well as theorem 3 ensuring the correctness, security, and complexity of the protocol. The proof is available in the appendix.

\begin{algorithm}
\begin{algorithmic}
\State \textbf{Input:} $n$ shared non-zero polynomial $[f_1, \ldots, f_n]$ in $\mathbb{F}_q[X]_{<d}$, and $\tau \in \mathbb{N}^*$
\State \textbf{Output:} shares of polynomial $[\prod_{i=1}^{n} f_i]$
\For {$i$ from 1 to $\tau$}
\State In parallel, players compute for $1 \leq j \leq \lambda^{\tau-i}$:
\State $[P_{i,j}] = \prod_{l=1}^{\lambda} P_{i-1,(j-l)\lambda+l}$ \Comment{PolyMult}
\EndFor
\State \textbf{return} $[P_{\tau,1}]$
\end{algorithmic}
\end{algorithm}

▶ Theorem 3. FastPolyMult is correct, secure and requires $O(\tau)$ rounds of communications and $O(\tau n^{1+\frac{1}{d}})$ secure multiplications in $\mathbb{F}_q$.

Note that in this protocol, the shared polynomials $[P_{i,j}]$ can be also returned as output. Notably, we will use these polynomials in the next section to improve the multi-evaluation of a shared polynomial on a shared set of points.

We note that the protocol FastPolyMult can be used to achieve faster unbounded fan-in multiplication of $n$ shared (possibly zero) elements $[x_1, \ldots, x_n]$ of $\mathbb{F}_q$. One can use the technique from [10] to construct a constant-round unbounded fan-in multiplication protocol having a linear communication complexity. However, such protocol only works with elements from the subgroup $\mathbb{F}_q^*$. In order to allow elements from $\mathbb{F}_q$ one must rely on the generic framework of Bar-Ilan and Beaver [1], but this comes with an expense of $O(n^2)$ communications. In [7, Section 6.4], the authors suggest an alternative that is to compute shares of the polynomial $\prod (X - x_i)$ and get its constant term which is $(-1)^n \prod x_i$. Parties then simply need to multiply this shared coefficient by a publicly known constant to obtain the desired product. Thanks to our new protocol for unbounded fan-in multiplication of polynomials, we are now able to tackle this task with an almost linear communication complexity, improving on any previously known methods.
We shall mention that our strategy which consists to use a generic divide-and-conquer strategy with a depth of \( \tau \) can also be applied to the approach of Bar-Ilan and Beaver. Their idea consists of replacing the multiplication of two field elements by a constant number of \( 3 \times 3 \) non-zero matrix products. This yields a new unbounded fan-in multiplication problem with a similar number of terms but with constant-size matrices instead of field elements. Those products can of course be gathered similarly to our polynomials \( P_{i,j} \), hence obtaining also a communication complexity of \( O(\tau n^{1+\frac{\tau}{d}}) \).

Computing the same operations with potentially zero polynomials in the same multiplication complexity remains an open question. To our knowledge, the best currently known method is to consider the input polynomials as elements of a field extension of degree \( nd \), and then to either use FastPolyMult on polynomials whose coefficients are in the field extension or to use the approach of Bar-Ilan and Beaver coupled with our generic divide and conquer strategy in the field extension. Both methods require \( O(\tau n^{2+\frac{d}{d}}) \) secure multiplications to compute the product of \( n \) potentially zero polynomials of degree less than \( d \).

### 3.3 Polynomial evaluation on shared set of points

Let \( [f] \) be a shared polynomial in \( F_q[X] \) of degree \( < n \) and \( [\alpha_1], \ldots, [\alpha_n] \) be shared of points in \( F_q \). Parties want to compute the shares of the \( n \) polynomial evaluations \( [f(\alpha_1)], \ldots, [f(\alpha_n)] \).

Assuming that \( n \) is a perfect square, we can replace the \( n \) evaluations of \( f \) with \( n \) evaluations of polynomials of degrees less than \( \sqrt{n} \). Indeed, let \( P_{1,1} = \prod_{i=1}^{\sqrt{n}} (X - \alpha_i) \) and \( R_{1,1} = f \mod P_{1,1} \) we have that \( f(\alpha_i) = R_{1,1}(\alpha_i) \) for \( 1 \leq i \leq \sqrt{n} \). The same kind of relation holds for all polynomials \( R_{i,j} = f \mod P_{i,j} \) where \( P_{i,j} \) follows Definition 1 with \( \tau = \sqrt{n} \) and \( f_j = (X - \alpha_j) \), i.e. \( P_{1,j} = \prod_{i=(j-1)\sqrt{n}+1}^{\sqrt{n}} (X - \alpha_i) \) for \( 1 \leq j \leq \sqrt{n} \). Using our protocol FastPolyMult we can compute the shared polynomials \( [P_{1,1}], \ldots, [P_{1,\sqrt{n}}] \) in constant-round with only \( O(n^{1.5}) \) secure multiplications in \( F_q \). Computing the shared polynomials \( [f \mod P_{1,1}], \ldots, [f \mod P_{1,\sqrt{n}}] \) amounts to the same complexity and rounds by using \( \sqrt{n} \) calls to the protocol \texttt{PolyDiv}, i.e. each division involves \( f \) and a polynomial of degree \( \sqrt{n} \). To conclude the computation, parties have now to take every shared polynomial \( [f \mod P_{i,j}] \) of degree \( < \sqrt{n} \) and to reduce each of them modulo the corresponding linear polynomials \( (X - \alpha_k) \). This amounts to exactly \( n \) calls to protocol \texttt{PolyDiv} with a dividend of degree \( < \sqrt{n} \) and a divisor of degree 1. This final step also costs \( O(n^{1.5}) \) secure multiplications in \( F_q \), and it is also constant-round. This idea generalizes by assuming \( n = \lambda^\tau \) for \( \tau \in \mathbb{N}^* \). We can define the polynomial \( P_{i,j} \) as in Definition 1 where \( f_j = (X - \alpha_j) \). Let us also define the polynomials \( R_{i,j} \) as follows, which satisfy a recurrence relation as stated in lemma 4. A proof for lemma 4 is available in the appendix.

\begin{lemma}
Let \( R_{i,j} = f \mod P_{i,j} \) be a polynomial of \( F_q[X] \). These polynomials satisfy the following recurrence relation:
\[ R_{i,1} = f, \text{ and } R_{i,j} = R_{i+1,j/(\lambda^x)} \mod P_{i,j} \text{ for } 0 \leq i \leq \tau - 1 \text{ and } 1 \leq j \leq \lambda^{\tau-i} \).
\end{lemma}

One may remark from the definitions of the polynomials \( R_{i,j} \) that \( R_{0,j} = f \mod (X - \alpha_j) \) for \( 1 \leq j \leq n \). We can thus obtain a protocol in \( O(\tau) \) rounds by first computing the shares of the polynomials \( [P_{i,j}] \) and then apply the recursive property of the polynomials \( R_{i,j} \) to compute the shares of \( [R_{0,j}] \) from \( [f] \) and the \( [P_{i,j}] \)'s. Protocol FastEval is described below as well as theorem 5 ensuring the expected properties for this protocol. The proof for theorem 5 is available in the appendix. In the protocol, we let \( [P_{0,1}], \ldots, [P_{0,n}] = [(X - \alpha_0)], \ldots, [(X - \alpha_n)] \).
that the shares of polynomials \( P \) have a communication complexity of \( n \) secure multiplications in \( \mathbb{F}_q \).

\[ \text{Algorithm 2 FastEval.} \]

**Input:** A shared polynomial \( [f] \) of \( \mathbb{F}_q[X]_{<n} \), a set \( [\alpha_1], \ldots, [\alpha_n] \) of shared points in \( \mathbb{F}_q \) and \( \tau \in \mathbb{N}^* \).

**Output:** \([f(\alpha_1)], \ldots, [f(\alpha_n)]\).

1. Players compute \([P_{i,j}]\) for \( 1 \leq i \leq \tau, \ 1 \leq j \leq \lambda^{\tau-i} \) \( \triangleright \) FastPolyMult
2. for \( i \) from \( \tau - 1 \) down to \( 0 \) do
   - In parallel, players compute for \( 1 \leq j \leq \lambda^i \):
     \[ [R_{i,j}] = [R_{i+1,\lfloor j/\lambda \rfloor \mod [P_{i,j}]}] \triangleq \text{PolyDiv} \]
   - return \([R_{0,1}], \ldots, [R_{0,n}]\).

\> **Theorem 5.** FastEval is correct, secure and requires \( O(\tau) \) rounds of communications and \( O(n^{1+\beta}) \) secure multiplications in \( \mathbb{F}_q \).

### 3.4 Polynomial interpolation

Given \( 2n \) shared elements \( [\alpha_1], \ldots, [\alpha_n] \) and \([y_1], \ldots, [y_n]\) in \( \mathbb{F}_q \) such that the \( \alpha_i \)'s are distinct, parties want to compute the shares of \([f] \) such that \( f \) is the unique polynomial in \( \mathbb{F}_q[X]_{<n} \) such that \( y_i = f(\alpha_i) \) for \( 1 \leq i \leq n \). The Lagrange interpolation states that
\[ f = \sum_{i=1}^n y_i L_i(X)/L_i(\alpha_i) \text{ where } L = \prod_{i=1}^n (X - \alpha_i) \text{ and } L_i = L/(X - \alpha_i). \]

It is well known, see [14], that the computation of \( L_i(\alpha_i) \) can be replaced by \( L'(\alpha_i) \) where \( L' \) is the derivative of \( L \). To further remove the need to compute the polynomial \( L_i \), one can use the also classical remark that \( f/L = \sum_{i=1}^n c_i/(X - \alpha_i) \) where \( c_i = y_i/L'(\alpha_i) \). Since our constant-round protocols FastPolyMult and FastEval allow us to compute efficiently the shares of \([L] \) and \([L'(\alpha_i)]\) for \( 1 \leq i \leq n \), the only remaining difficulty is the share of \( \sum_{i=1}^n c_i/(X - \alpha_i) \). Note that the derivative of \( L' \) can be done without any communication and the last multiplication by \( L(X) \) is not needed as the \( \alpha_i \)'s are all distinct hence the denominator of \( \sum_{i=1}^n c_i/(X - \alpha_i) \) will be indeed \( L(X) \). Assuming that \( n \) is a perfect square, as we already did before, we can define the polynomial \( P_{1,1} = \prod_{i=1}^{\sqrt{n}} (X - \alpha_i) \). We can remark that the following equality holds for the first \( \sqrt{n} \) summands:
\[ \sum_{i=1}^\sqrt{n} c_i/(X - \alpha_i) = \frac{1}{P_{1,1}} \sum_{i=1}^{\sqrt{n}} c_i P_{1,1}/(X - \alpha_i), \]
where \( G_{1,1} = \sum_{i=1}^{\sqrt{n}} c_i P_{1,1}/(X - \alpha_i) \) is a polynomial of degree \( \leq \sqrt{n} \) by definition of \( P_{1,1} \). Doing similarly for the \( \sqrt{n} \) chunks of the equation, each involving \( \sqrt{n} \) summands, we will get \( f/L = \sum_{j=1}^{\sqrt{n}} G_{1,j}/P_{1,j} \) where all denominators are of degree exactly \( \sqrt{n} \). Therefore, we can write \( f = \sum_{j=1}^{\sqrt{n}} G_{1,j} L/P_{1,j} \) where \( L/P_{1,j} \) are polynomials of degree \( n - \sqrt{n} \).

Assuming that shares of the \( \sqrt{n} \) polynomial \([P_{1,j}]\) are known, this is the case since they are needed to compute shares of \([L] \) to get \([L']\) using protocol FastPolyMult. We also assume that the shares of \([c_i] \) has been computed efficiently using our protocol FastEval. Parties will have to perform \( \sqrt{n} \) divisions for each \( P_{1,j} \) by the adequate linear forms \((X - \alpha_i)\). Since \( P_{1,j} \) is of degree \( \sqrt{n} \) this amounts to \( \sqrt{n} \times O(\sqrt{n}) \) secure multiplications in \( \mathbb{F}_q \) using \text{PolyDiv} for each \( P_{1,j} \).

Computing all the shares \([G_{1,1}]\) thus requires \( O(n^{1.5}) \) secure multiplications in \( \mathbb{F}_q \).

Parties then need to compute shares of \([L/P_{1,1}], \ldots, [L/P_{1,\sqrt{n}}]\). This is achieved with \( \sqrt{n} \) call to \text{PolyDiv} with polynomials of degree at most \( n \) and it thus requires \( O(n^{1.5}) \) secure multiplications in \( \mathbb{F}_q \). Lastly, parties compute the shares of \([f] = \sum_{j=1}^{\sqrt{n}} [G_{1,j}] \times [L/P_{1,j}] \) which is done with \( O(n^{1.5}) \) secure multiplications in \( \mathbb{F}_q \) using \text{Poly2Mult}, i.e. all polynomials have degree at most \( \sqrt{n} \). Altogether, the whole interpolation protocol is constant-round and has a communication complexity of \( O(n^{1.5}) \).

To further generalize this approach, let us assume that \( n = \lambda^{\tau} \) for \( \tau \in \mathbb{N}^* \) and the polynomial \( P_{1,j} \) are defined by Definition 1 where \( f_j = (X - \alpha_j) \). We now define the general form for the polynomials \( G_{i,j} \) in definition 6, and state lemma 7 which ensures that the polynomials \( G_{i,j} \) have the expected property. The proof of lemma 7 is available in the appendix.
Definition 6. Let \( G_{i,j} \) be polynomials defined by the following relations, for \( 0 \leq i \leq \tau \) and \( 1 \leq j \leq \lambda^{\tau-i} \): \( G_{0,j} = c_j \), and \( G_{i,j} = \sum_{l=1}^{\lambda} G_{i-1,(j-1)\lambda+l} P_{i,j}/P_{i-1,(j-1)\lambda+l} \).

Lemma 7. For \( 0 \leq i \leq \tau \) and \( 1 \leq j \leq \lambda^{\tau-i} \), \( G_{i,j} \) has degree \( < \lambda^i \). Moreover, \( \sum_{j=1}^{\lambda^{\tau-i}} G_{i,j}/P_{i,j} = f/L \) for \( 1 \leq i \leq \tau \).

We shall mention that thanks to the definition of the \( G_{i,j} \) we have \( G_{\tau,1} = f \). Protocol FastInterpol as well as the related theorem 8 follow. Its proof is available in the appendix.

Algorithm 3 FastInterpol.

**Input:** \( 2n \) shared elements \([\alpha_1],\ldots,[\alpha_n]\) and \([y_1],\ldots,[y_n]\) in \( \mathbb{F}_q \) such that \( \alpha_1,\ldots,\alpha_n \) are distinct, \( \tau \in \mathbb{N}^* \)

**Output:** \([f] \) such that \( f \) is the unique polynomial of degree \( < n \) such that \( y_i = f(\alpha_i) \).

1. Players compute \([P_{i,j}]\) for \( 1 \leq i \leq \tau, 1 \leq j \leq \lambda^{\tau-i} \) \( \triangleright \) FastPolyMult
2. Players compute locally \([L'] = [P'_{\tau,1}]\) \( \triangleright \) no communication
3. Players compute \([L'(\alpha_1)],\ldots,[L'(\alpha_n)]\) \( \triangleright \) FastEval
4. Players compute \([G_{0,1},\ldots,G_{0,n},y_1][L'(\alpha_1)^{-1}],\ldots,[y_n][L'(\alpha_n)^{-1}] \)
   \( \triangleright \) only secure multiplications and inversions of field elements
5. for \( i \) from 1 to \( \tau \)
   a. Players compute (in parallel) for \( 1 \leq j \leq \lambda^{\tau-i}, 1 \leq l \leq \lambda^i \): \( [\gamma_{i,j,l}] = [P_{i,j}/P_{i-1,(j-1)\lambda+l}] \) \( \triangleright \) PolyDiv
   b. Players compute (in parallel) for \( 1 \leq j \leq \lambda^{\tau-i}, 1 \leq l \leq \lambda^i \):
      \( [\beta_{i,j,l}] = [G_{i-1,(j-1)\lambda+l}][\gamma_{i,j,l}] \)
   c. Players compute for \( 1 \leq j \leq \lambda^{\tau-i} \):
      \( [G_{i,j}] = \sum_{l=1}^{\lambda^{\tau-i}} [\beta_{i,j,l}] \)
   \( \triangleright \) no communication
6. return \([G_{\tau,1}]\)

Theorem 8. FastInterpol is correct, secure and requires \( \mathcal{O}(\tau) \) rounds of communications and \( \mathcal{O}(\tau n^{1+1/\tau}) \) secure multiplications in \( \mathbb{F}_q \).

4 Application to private set operations

In this section, we show how our protocols can be used to design several multi-party protocols for operations on private sets. We suppose that \( m \) players participate in the protocol and each of them has a set of \( n \) elements of \( \mathbb{F}_q \). They want to compute a predetermined function of the intersection of their input sets. We denote by \( A_1,\ldots,A_m \) their respective sets. In the Private Set Intersection problem, first introduced in [13], the participants want to compute the intersection \( \bigcap_{i=1}^{m} A_i \). In the Private Disjointness Test problem, also introduced in [13], the player wants to know whether the intersection \( \bigcap_{i=1}^{m} A_i \) is empty or not. In the Cardinality Set Intersection (CSI) problem, participants want to know the number of elements in the intersection. In the Threshold Private Set Intersection (T-PSI) problem, parties want to obtain the intersection if and only if the number of elements inside the intersection exceeds a public threshold \( t \). In the Private Intersection Sum (PIS) problem, introduced in [22], the first participant has also a set \( Y \) of \( n \) integers such that each element is associated with an element of \( A_1 \). The goal is to compute the sum of elements of \( Y \) such that the associated elements of \( A_1 \) are in the intersection \( \bigcap_{i=1}^{m} A_i \).
All the multi-party protocols that we present to solve these problems manipulate shared polynomials in order to compute the solution without revealing information about a secret input set. For a set $A \subseteq \mathbb{F}_q$, we define the encoding polynomial $P_A(X) = \prod_{x \in A} (X - \alpha)$, and we let $P_j = P_{A_j}$ for all $1 \leq j \leq m$. The obvious thing to note is that for $x \in \mathbb{F}_q$, $x$ is in $A$ if and only if $P_A(x) = 0$. Moreover, in our methods, we use polynomial evaluations on a designated player’s inputs. For the sake of clarity, we suppose that this player is the first and we let $A_1 = \{\alpha_1, \ldots, \alpha_m\}$. In section 4.2, we also manipulate shared bools, which are equal to 1 when the predicate that the boolean represents is true and 0 otherwise.

### 4.1 A probabilistic solution for Private Disjointness Test

In this section, we present a protocol for solving the $PDT$ problem using our evaluation protocol from section 3.3. Our approach is inspired by techniques used for instance in [25] and [26]. Essentially, it consists in privately generating random polynomials $R_1, \ldots, R_m$ and privately computing $F = \sum R_i P_i$ before revealing $F$ to all the participants. They then evaluate $F$ locally on their inputs. This method doesn’t leak any information other than the intersection because $F$ is in fact a uniformly random multiple of $\gcd(P_1, \ldots, P_m)$ with a given degree bound. Moreover, with high probability $F$ evaluates to 0 only on the elements in the intersection among all the input elements. This solution for $PSI$ requires $O(mn)$ secure multiplications. Our solution for $PDT$ uses the same idea of privately computing a polynomial $G = \sum r_i P_i$. But in this case, $G$ is not revealed so that the $r_i$’s only need to be random elements in $\mathbb{F}_q$. Then, $G$ is privately evaluated using our protocol $FastEval$ on the elements of the designated participant, which are denoted by $\alpha_1, \ldots, \alpha_n$. With probability $n/q$, the only $\alpha_i$s on which $G$ evaluates to zero are the points in the intersection. In order for this probability to be negligible, $q$ needs to be overwhelmingly large compared to $n$ when using this protocol. Then, since the remark at the end section 3.2 allows participants to use $FastPolyMult$ to multiply $n$ potentially zero shared field elements, parties can compute the product of the evaluations. Knowing if the product is zero is enough to know whether the intersection is empty or not. A formal description of this protocol $FastPDT$ and theorem 9 follow. The proof of theorem 9 is avaliable in the appendix.

**Algorithm 4 FastPDT.**

**Input:** Player $i \geq 2$ knows $A_i \subseteq \mathbb{F}_q$ of size $n$, Player 1 knows $A_1 = \{\alpha_1, \ldots, \alpha_m\} \subseteq \mathbb{F}_q$, everyone knows $\tau \in \mathbb{N}$.

**Output:** All players know whether $A_1 \cap \cdots \cap A_m = \emptyset$ or not.

1. For $2 \leq i \leq m$, each player $i$ computes $P_i = \prod_{x \in A_i} (X - \alpha)$ locally. All these polynomials as well as $\alpha_1, \ldots, \alpha_n$ are shared between all the participants.

2. In parallel, players generate $[r_i] \leftarrow \mathbb{F}_q$ for $2 \leq i \leq m$.

3. In parallel, players compute for $2 \leq i \leq m$: $[r_i P_i] = [r_i][P_i]$. \(\triangleright\) multiplications

4. Without communication, players compute $[G] = \sum_{i=2}^m [r_i P_i]$. \(\triangleright\) FastEval

5. Players compute $[G(\alpha_1)], \ldots, [G(\alpha_n)]$. \(\triangleright\) FastPolyMult

6. Players compute $[br] = [G(\alpha_1) \ldots G(\alpha_n)]$. \(\triangleright\) FastEval

7. Players generate the sharing $[r] \leftarrow \mathbb{F}_q^*.$

8. Players compute $[br] = [br][r]$ and reveal the value $br$. If $br = 0$, players return “not empty”. Else, players return “empty”.

**Theorem 9.** $FastPDT$ is secure and requires $O(\tau)$ rounds of communications and $O(mn + \tau n^{1+1/\tau})$ secure multiplications. Moreover, parties always deduce the correct result if the intersection is non-empty. If it is empty, then parties deduce the correct result with a probability larger than $1 - n/q$. 
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4.2 A New Generic Technique for Perfectly Correct Private Set Operations

We present a general approach to designing secure protocols for PSOs on the intersection of sets. This solution is slower than our method to solve PDT but can be used as a general framework to solve multiple problems related to set intersection, with no probability of returning an incorrect result. We will need two MPC techniques presented in [11]. The first protocol (cf. [11, Section 7.1]) computes, from a share \([x]\) of an element of \(\mathbb{F}_q\), a shared boolean denoted \([x = 0]\) which is equal to one if and only if \(x = 0\). It is constant-round and requires \(O(\log q \log \log q)\) secure multiplications. The authors explain that with negligible probability, this protocol can leak information. However, it is possible for the participant to detect when it is the case, and to abort the protocol and retry it before information is leaked. The second one is explained in [11, Section 5.1]. It aims to compute a symmetrical logical operation (in our case we only need to compute the logical “and” and the logical “or”) from \(n\) sharing in constant-round and \(O(n)\) secure multiplications, and is secure. For these protocols to work, it is required that the field \(F_q\) is a prime field. Moreover, for this protocol we can take a prime \(q\) such that \(q = O(n)\), so that the secure multiplication complexity of computing \([x = 0]\) from \([x]\) is \(O(\log q \log \log q) = O(\log n \log \log n)\).

Our generic method is then as follows: players privately evaluate every polynomial \(P_i\) on the input elements of the first player (using our protocol from 3.3). Then, they convert the evaluations into booleans using the method from [11], i.e., to get shares of \([P_i(\alpha_j) \neq 0]\) (these shared booleans are 0 if the evaluation is also 0 and 1 otherwise). These booleans can be used to privately compute shares of the booleans \(b_j = (\alpha_j \notin A_1 \cap \cdots \cap A_m)\), which indicate if each element is in the intersection. This can be done using the second method from [11], since \(b_j = \sqrt[m]{\prod_{i=2}^{m} P_i(\alpha_j) \neq 0}\). Once the parties have shares of the \(b_j\), it is almost straightforward to get the output of the desired problem. We first present the generic protocol BoolIntersection and then give a few examples of how it can be used to solve PSI-related problems. The proof of theorem 10 can be found in the appendix.

\begin{algorithm}
\caption{BoolIntersection.}
\begin{algorithmic}[1]
\Statex \textbf{Input:} Player \(i \geq 2\) knows \(A_i \subseteq \mathbb{F}_q\) of size \(n\), Player 1 knows \(A_1 = \{\alpha_1, \ldots, \alpha_n\} \subseteq \mathbb{F}_q\), everyone knows \(\tau \in \mathbb{N}\).
\Statex \textbf{Output:} \([b_1] = [\alpha_1 \notin A_1 \cap \cdots \cap A_m]^\cap, \ldots, [b_n] = [\alpha_n \notin A_1 \cap \cdots \cap A_m]^\cap\).
\State For \(2 \leq i \leq m\), each player \(i\) computes \(P_i = \prod_{\alpha \in A_i} (X - \alpha)\) locally. All these polynomials as well as \(\alpha_1, \ldots, \alpha_n\) are shared between all the players.
\State In parallel, players compute for \(2 \leq i \leq m\) and \(1 \leq j \leq n\): \([P_i(\alpha_j)]\). \hfill \triangleright \text{FastEval}
\State In parallel, players compute for \(2 \leq i \leq m\) and \(1 \leq j \leq n\): \([P_i(\alpha_j) \neq 0]\). \hfill \triangleright [11, \text{Section 7.1}]
\State In parallel, players compute for \(1 \leq j \leq n\): \([b_j] = \sqrt[m]{\prod_{i=2}^{m} P_i(\alpha_j) \neq 0}\). \hfill \triangleright [11, \text{Section 5.1}]
\State \textbf{return} \([b_1], \ldots, [b_n]\).
\end{algorithmic}
\end{algorithm}

\begin{theorem}
BoolIntersection is correct, secure and requires \(O(\tau)\) rounds of communications and \(O(mn \log n \log \log n + mn^{1+1/\tau})\) secure multiplications.
\end{theorem}

Once parties execute protocol BoolIntersection, it is easy to solve a multitude of problems without any error and in a secure manner. We give below a few examples for which the extra steps require less communication than the protocol to generate the booleans. Table 3 will summarize the computations that are described below.
Table 3 Algebraization of variants of the PSI primitive for n parties with private sets $A_1, \ldots, A_n$ and the intersection set $I = A_1 \cap \cdots \cap A_n$ where $b_j$ denotes the Boolean $b_j = (\alpha_j \notin A_1 \cap \cdots \cap A_m)$ and $Q_j = b_j(X - \alpha_j) + (1 - b_j)$ for $j \in \{1, \ldots, n\}$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Aim</th>
<th>Algebraization</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI</td>
<td>$I$</td>
<td>$\prod_{j=1}^{n} [Q_j]$</td>
</tr>
<tr>
<td>PDT</td>
<td>$I \supseteq \emptyset$</td>
<td>$[b'] = \bigwedge_{j=1}^{m} [b_j]$</td>
</tr>
<tr>
<td>CSI</td>
<td>$#I$</td>
<td>$\sum_{j=1}^{n} [b_j]$</td>
</tr>
<tr>
<td>T-PSI</td>
<td>$I$ only if $#I \geq t$</td>
<td>$\left[ t \geq \sum_{j=1}^{n} b_j \right] \prod_{j=1}^{n} [Q_j]$</td>
</tr>
<tr>
<td>PIS</td>
<td>$\sum_{j\mid \alpha_j \in I} y_j$</td>
<td>$\sum_{j=1}^{n} [b_j][y_j]$</td>
</tr>
</tbody>
</table>

**Private Disjointness Test (PDT).** Parties can simply compute $[b'] = \bigwedge_{j=1}^{m} [b_j]$ and reveal its value.

**Private Set Intersection (PSI).** By letting $Q_j = b_j(X - \alpha_j) + (1 - b_j)$, we note that $Q_j = 1$ if $\alpha_j$ is not in the intersection and $Q_j = X - \alpha_j$ otherwise. Therefore $P_{A_1 \cap \cdots \cap A_m} = \prod Q_j$. To solve PSI, parties can compute in parallel $[Q_j]$ for $1 \leq j \leq n$, and then use protocol FastPolyMult to compute $[P_{A_1 \cap \cdots \cap A_m}]$ and then reveal it. Parties can then evaluate locally this polynomial on their input points in order to know the intersection.

**Cardinality Set Intersection (CSI).** Parties can simply compute and reveal $\sum [b_j]$ without secure multiplications to know the number of elements in the intersection.

**Threshold Private Set Intersection (T-PSI).** Given the threshold $t$, parties can compute $[l] = \sum [b_j]$ without communication and then compute $[t \geq l]$ using techniques presented in [11]. Then, using the same method as for solving PSI, parties compute $[P_{A_1 \cap \cdots \cap A_m}]$ and they reveal $[t \geq l][P_{A_1 \cap \cdots \cap A_m}]$. If it is the zero polynomial, then it means that the threshold is not reached and nothing is revealed. If it is a non-zero polynomial, then it means the threshold is reached and the intersection can be computed locally by every participant.

**Private Intersection Sum (PIS).** Given a payload $Y = \{y_1, \ldots, y_n\}$ known by the first player, its elements are shared between everyone. Then, players can simply compute $[b_j][y_j]$ for $1 \leq j \leq n$ in parallel. Lastly, players compute $\sum [b_j y_j]$ and reveal it to obtain the result.

All these constant-round protocols are secure, with no occurrence of an incorrect result, and require $O(\tau mn^{1+1/\tau} + mn \log q \log \log q)$ secure multiplications.

---
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Proof of Lemma 2. Let us prove the lemma by induction on $0 \leq i \leq \tau$. When $i = 0$, for $1 \leq j \leq n$, $P_{0,j} = f_j$ is of degree $< d$ by hypothesis, and $\prod_{i=1}^{n} P_{0,i} = \prod_{i=1}^{n} f_j$. When $1 \leq i \leq \tau$, by definition $P_{i,j} = \prod_{l=1}^{\lambda} P_{i-1,j,(j-1)+l}$ for $1 \leq j \leq \lambda^{\tau-i}$. Therefore, $P_{i,j}$ is the product of $\lambda$ polynomials of degree $< \lambda^{\tau-1}d$ by induction hypothesis, thus it is a polynomial of degree $< \lambda^d$. Moreover, we notice that $[1, \lambda^{\tau-i+1}] = \{(j-1)\lambda + l \mid 1 \leq j \leq \lambda^{\tau-i}, 1 \leq l \leq \lambda\}$. Therefore, by induction:

$$\prod_{j=1}^{\lambda^{\tau-i}} P_{i,j} = \prod_{j=1}^{\lambda^{\tau-i}} \prod_{l=1}^{\lambda} P_{i-1,j,(j-1)+l} = \prod_{j=1}^{\lambda^{\tau-i+1}} P_{i-1,j} = \prod_{j=1}^{n} f_j,$$

which concludes the proof.

Proof of Lemma 3. Correctness of the protocol is ensured by Lemma 2 while its security is guaranteed by the use of protocol PolyMult and that the $f_j$’s are non-zero. Since the latter protocol is constant-round and there is $\tau$ sequential steps, the protocol requires $O(\tau)$ rounds of communications. Moreover, PolyMult is used $\lambda^{\tau-1}$ times at step $i$ and each call requires $O(\lambda^2 \lambda^{\tau-1}d)$ secure multiplicatons, i.e. each call computes the product of $\lambda$ shared polynomials of degree $< \lambda^{\tau-1}d$. Hence, step $i$ requires $O(\lambda^{\tau-1}d)$ secure multiplications. Summing over all the steps leads to $O(\tau \lambda^{\tau+1}d) = O(n \ell^{\tau+1}d)$ secure multiplications in $\mathbb{F}_q$.

Proof of Lemma 4. $R_{i+1,[j/\lambda]}$ is well-defined since $1 \leq j \leq \lambda^{\tau-i-1}$, therefore $1 \leq [j/\lambda] \leq \lambda^{\tau-i-1}$. It now suffices to prove that $P_{i,j} | P_{i+1,[j/\lambda]}$, because then:

$$R_{i+1,[j/\lambda]} \mod P_{i,j} = (f \mod P_{i+1,[j/\lambda]}) \mod P_{i,j} = f \mod P_{i,j} = R_{i,j}.$$

By letting $l = j - ([j/\lambda] - 1)\lambda$, we have that $1 \leq l \leq \lambda$ and $j = ([j/\lambda] - 1)\lambda + l$. By definition of $P_{i+1,[j/\lambda]}$ (see Def. 1), we have that $P_{i,j}$ divides $P_{i+1,[j/\lambda]}$. This concludes the proof.
Therefore, \( f/L \) called thus requiring \( O(\tau) \) rounds and \PolyDiv{} is constant-round and is used in \( \tau \) sequential steps, so the total number of round is \( O(\tau) \). Lastly, using Lemma 2 one may remark that at step \( i \) of the loop we perform \( \lambda^{t-1} \) divisions with a dividend of degree \( \lambda^{t+1} \) and a divisor of degree \( \lambda^i \).

Therefore, step \( i \) requires at most \( O(\lambda^{t+1}) \) secure multiplications. Summed over all steps, this leads to protocol FastPolyMult requiring at most \( O(\tau n^{1+\frac{1}{p}}) \) secure multiplications.  

**Proof of Theorem 5.** Correctness is ensured by the definition of the \( R_{i,j} \) and that the protocol PolyDiv correctly computes Euclidean division. Moreover, it is secure since the only used protocols, \textit{i.e.} FastPolyMult and PolyDiv, are secure protocols. Protocol FastPolyMult requires \( O(\tau) \) rounds and PolyDiv is constant-round and is used in \( \tau \) sequential steps, so the total number of round is \( O(\tau) \). Lastly, using Lemma 2 one may remark that at step \( i \) of the loop we perform \( \lambda^{t-1} \) divisions with a dividend of degree \( \lambda^{t+1} \) and a divisor of degree \( \lambda^i \).

Therefore, step \( i \) requires at most \( O(\lambda^{t+1}) \) secure multiplications. Summed over all steps, this leads to protocol FastPolyMult requiring at most \( O(\tau n^{1+\frac{1}{p}}) \) secure multiplications.  

**Proof of Lemma 7.** The statements are proven by induction for \( 0 \leq i \leq \tau \). When \( i = 0 \), \( \deg G_{0,j} = \deg c_j = 0 < 1 \). Moreover, Lagrange formula implies that \( f/L = \sum_{i=1}^{n} c_i/(X - \alpha_i) = \sum_{j=1}^{\lambda^{t-1}} G_{0,j}/P_{0,j} \). When \( 0 \leq i \leq \tau \), we notice that \( P_{i,j} \) has degree \( \lambda^i \) and \( P_{i-1,(j-1)\lambda+i} \) has degree \( \lambda^{t-1} \) for \( 1 \leq j \leq \lambda^{t-1} \) and \( 1 \leq l \leq \lambda \). Therefore, using Definition 6:

\[
\deg(G_{i,j}) \leq \max_{1 \leq j \leq \lambda^{t-1}} \left( \deg(G_{i-1,(j-1)\lambda+i}) + \deg(P_{i,j}) - \deg(P_{i-1,(j-1)\lambda+i}) \right)
< \lambda^{t-1} + \lambda^i - \lambda^{t-1}
< \lambda^i.
\]

Moreover, \( \{0, \lambda^{t-i} \} = \{(j - 1)\lambda^i + l \mid 1 \leq j \leq \lambda^{t-i}, 1 \leq l \leq \lambda\} \) thus by using both Definitions 1 and 6:

\[
\sum_{j=1}^{\lambda^{t-i}} \frac{G_{i-1,j}}{P_{i-1,j}} = \sum_{j=1}^{\lambda^{t-i}} \sum_{i=1}^{\lambda} \frac{G_{i-1,(j-1)\lambda+i}}{P_{i-1,(j-1)\lambda+i}}
= \sum_{j=1}^{\lambda^{t-i}} \sum_{i=1}^{\lambda} \frac{G_{i-1,(j-1)\lambda+i} P_{i,j} / P_{i-1,(j-1)\lambda+i}}{P_{i,j}}
= \sum_{j=1}^{\lambda^{t-i}} \frac{G_{i,j}}{P_{i,j}}.
\]

Therefore, \( f/L = \sum_{j=1}^{\lambda^{t-i}} G_{i-1,j} / P_{i-1,j} = \sum_{j=1}^{\lambda^{t-i}} G_{i,j} / P_{i,j} \).  

**Proof of Theorem 8.** Correctness is ensured by the definition of the polynomials \( P_{i,j} \) and \( G_{i,j} \) and Lemma 7 and that all the underlying protocols, \textit{i.e.} FastPolyMult, FastEval, PolyDiv and Poly2Mult, are correct.

Moreover, the protocol is secure since protocols FastPolyMult, FastEval, PolyDiv and Poly2Mult are all secure. Protocols FastPolyMult and FastEval require both \( O(\tau) \) rounds. Since we call in sequence \( \tau \) times protocols PolyDiv and Poly2Mult that are constant-round, our protocol require a total of \( O(\tau) \) rounds of communications.

For the complexity analysis, steps 1 and 3 require \( O(\tau n^{1+\frac{1}{p}}) \) secure multiplications in \( \mathbb{F}_q \) according to theorems 3 and 5. The other steps except step 5 are negligible for the communication complexity. At step \( i \) of the loop, PolyDiv is called \( \lambda^{t-i+1} \) times on shared dividends of the form \( [P_{i,j}] \), and by Lemma 2 these polynomials are all of degree \( \lambda^i \), thus requiring \( O(\lambda^{t+1}) \) secure multiplications in \( \mathbb{F}_q \). At the same time, Poly2Mult is called \( \lambda^{t-i+1} \) times on shared polynomials of degrees \( \lambda^i \), which requires also \( O(\lambda^{t+1}) \) secure multiplications in \( \mathbb{F}_q \). Overall, summing over the \( \tau \) loops, step 5 requires at most \( O(\tau \lambda^{t+1}) = O(\tau n^{1+\frac{1}{p}}) \) secure multiplications in \( \mathbb{K} \), which concludes the proof.  

\[ \square \]
Proof of Theorem 9. FastPolyMult, FastEval are secure according to theorem 3 and 5. Moreover, the only information revealed is $br$, and since $r$ is a uniformly random element of $\mathbb{F}_q^*$ it only indicates if $G$ was evaluated to zero on at least one $\alpha_j$, which is the intended output. Thus FastPDT is secure. Moreover, each step requires at most $O(1)$ rounds of communication except for steps 5 and 6 which require $O(\tau)$ rounds. Therefore, the protocol requires $O(\tau)$ rounds. For the multiplication complexity, step 3 requires $O(mn)$ secure multiplications since the $P_i$'s are of degree $n$ and there is $m-1$ polynomials. Steps 5 and 6 require $O(\tau n^{1+1/\tau})$ secure multiplications. Other steps require at most a constant number of secure multiplication. In total, the protocol requires $O(mn + \tau n^{1+1/\tau})$ secure multiplications. We now compute the probability of an incorrect result. If the intersection is not empty, at least one $\alpha_j$ will be such that $G(\alpha_j) = 0$, so $b = 0$, $br = 0$, and parties will deduce the correct result. If the intersection is empty, then for each $\alpha_j$, at least one $P_i$ will be such that $P_i(\alpha_j) \neq 0$. Therefore $r_i P_i(\alpha_j)$ and $G(\alpha_j)$ are uniformly random over $\mathbb{F}_q$. The overall probability of an incorrect result is therefore:

$$\Pr(b = 0) = \Pr \left( \bigcup_{j=1}^{n} G(\alpha_j) = 0 \right) \leq \sum_{j=1}^{n} \Pr(G(\alpha_j) = 0) \leq n/q,$$

which is the desired result.

Proof of Theorem 10. FastEval and protocols from [11] are secure and correct, thus BoolIntersection is also secure and correct. Every step is constant-round except for the calls to FastEval which requires $O(\tau)$ rounds, thus the protocol requires $O(\tau)$ rounds. Lastly, Step 2 requires $O(\tau mn^{1+1/\tau})$ secure multiplication since it consists of calling FastEval $m-1$ times. Step 3 requires $O(nm \cdot \log n \log \log n)$ secure multiplications since it consists of calling the conversion protocol from [11] $n(m-1)$ times. Step 4 requires $O(nm)$ secure multiplications since it consists of calling the protocol from [11, Section 5.1] $n$ times. Overall, the protocol requires $O(mn \log n \log \log n + \tau mn^{1+1/\tau})$ secure multiplications.