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—— Abstract

We introduce a SAT-enabled version of an antichain algorithm for checking language emptiness of

alternating finite automata (AFA) with complex transition relations encoded as compact logical
formulae. The SAT solver is used to compute predecessors of AFA configurations, and at the same
time, to evaluate the subsumption of newly found configurations in the antichain of the previously
found ones. The algorithm could be naively implemented by an incremental SAT solver where the
growing antichain is represented by adding new clauses. To make it efficient, we 1) force the SAT
solver to prioritize largest/subsumption-strongest predecessors (so that weaker configurations are
not even generated), and 2) store the antichain clauses in a special variant of a trie that allows fast
subsumption testing. The experimental results suggest that the resulting emptiness checker is very
efficient compared to the state of the art and that our techniques improve the performance of the
SAT solver.
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1 Introduction

This paper presents a modification of a known antichain algorithm for deciding language
emptiness of alternating finite automata (AFA and AFA emptiness for short) that utilizes
SAT solving to handle complex transition relations over large structured alphabets.

AFA add conjunctive branching to nondeterminism. That is, a transition may require
the rest of the word is accepted not by one successor state, but by each state in a set
of successor states. This makes them exponentially more succinct than non-deterministic
automata [12, 36]. The succinctness of AFA is paid for by the PSPACE-completeness of
the language emptiness test. The test is based on a de-alternation that converts the AFA
to a nondeterministic finite automaton (NFA), of at most exponential size, and checks the
reachability of a final state from an initial one in the NFA. The de-alternation constructs the
NFA by making explicit reachable configurations of the AFA and transitions between them,
where a configuration is a set of all conjunctive branches possibly reached after reading some
word. Efficient AFA emptiness testing algorithms mitigate the worst-case complexity by
focusing on the reachability question while avoiding generating the entire NFA. They exploit
the structure of the configurations to define effective state space pruning and abstraction
techniques. The search is done on-the-fly, while constructing the NFA, the NFA transitions
stay implicit.
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AFA can be practical in applications where automata are combined with Boolean and
similar operations, as demonstrated in works on string solving [1, 51], LTL model checking
such as [48, 19, 26|, analyzing regular expressions [15, 14], and deciding logics as WS1S
[47, 25] and have a strong potential to improve efficiency in regular model checking [7, 2, 53]
or deciding linear arithmetics [6, 52]. These applications indeed generate AFA with complex
transition relations over large alphabets (often in the form of bit-vectors). To keep them
manageable, it is necessary to work with transition relations represented symbolically.

We present a variation on the antichain AFA emptiness test of [22] that targets this
scenario. The original antichain algorithm fights the NFA state-space explosion by pruning
the reached configurations that are smaller than others (we say they are subsumed). This is
guaranteed to preserve the answer to the reachability query. We use the variant with the
backward exploration, found superior in [15, 24]. We assume that complex transition relations
are represented symbolically as boolean formulae over states and symbol bits. In this case,
the main bottlenecks are the computation of predecessors of already reached configurations
and the pruning of predecessors that are subsumed by other already reached configurations.

Our main contribution is a way to address both these bottlenecks simultaneously and
efficiently using a SAT solver. We use the SAT solver as a white box, giving us a direct
access to its internal data structures and routines and to leverage their efficiency optimally.
Specifically, (1) we use SAT solving with preferences [11, 21] and force the SAT solver to give
priority to solutions that correspond to subsumption stronger configurations. We also encode
the subsumption testing against reached configurations into the SAT query, and we boost
its performance by equipping the SAT solver with a specialised data structure, based on a
trie, for storing the antichain of reached configurations. We introduce novel techniques that
optimize the trie. Mainly, we allow elements of every branch of the trie to be sorted in its
unique way that maximizes prefix sharing (the standard trie uses a global fixed order), and
we integrate into it a technique of double clause watches to facilitate fast unit propagation.

We compared an implementation of our AFA emptiness check against the best AFA
emptiness checkers on a comprehensive benchmark from [24] (which compares accessible AFA
checkers). The results confirm a positive impact of our new techniques and show that our
AFA checker outperforms the state of the art on a significant portion of the benchmark, such
as examples coming from boolean combinations of regular properties, and has a strongly
orthogonal performance to the other checkers.

2 Related Work

Existing approaches to AFA emptiness and related problems [15, 34, 51, 28] adapt model-
checking algorithms such as IC3/PDR [8, 33, 9] or Impact [39], or use purely automata
approaches, antichain algorithms [54, 22], on which we build here, possibly enhanced with the
abstraction [29] or the up-to congruence techniques [16]. Available existing implementations
were recently compared in [24], showing complementary results of different tools and al-
gorithms. We note that despite being presented as a modification of the antichain algorithm,
our techniques could be applied to most of the above algorithms, and to any algorithm that
generates subset-maximal predecessors/successors under a transition relation formula and
prunes away those subsumed by existing configurations (also e.g. antichain algorithms for
inclusion checking of NFA, tree automata, context-free grammars).

Many approaches and tools use symbolic representations of transitions, BDDs, logical
formulae, or intervals of numbers [41, 35, 32, 37]. The concept of symbolic automata
encapsulates a class of symbolic representations generically [17, 16]. The works [15, 34, 51]
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end up translating the transition relations to and-inverter graphs [40] and delegating the
decision problem to a model checker. Our representation of AFA, with the transition relation
described by boolean formulae over states and symbol bits, is one of the most permissive
and hence compact and flexible (the other approaches require for instance that the formula
is a conjunction of a part talking only about symbols and a part talking only about states,
which by itself may lead to verbosity).

Among many existing SAT solvers, MiniSAT [23], on which we build, is relatively old,
but still performing well on a number of real-world problems. It is a textbook example of a
modern SAT solver based on the CDCL algorithm (conflict-driven clause learning) which is
simple and well-documented. All modern SAT solvers are based on CDCL (except few based
on deep learning [43, 3]) and share many similarities with MiniSAT, some of them [4, 44] are
even founded on its source code. They differ mostly in heuristics, preprocessing, inprocessing
(i.e. simplification of the problem during solving), and specialized features (like XOR support
in Cryptominisat [44]). The SAT Competition 2023 was dominated by CaDiCaL and Kissat
[5], which are focused on advanced heuristics and inprocessing, fine-tuned for typical SAT
benchmark classes.

SATO solver [55] is the only SAT solver that used a trie-based data structure and
achieved moderate speed-ups in general SAT solving. Unlike us, they did not specialise in
AFA emptiness, trie in SATO were not combined with clauses and CDCL was hence harder
to implement efficiently (SATO has dropped its use of tries before implementing CDCL),
they also did not consider the mixed-order trie. Our implementation of watched literals also
allows more utilization of the prefix sharing in the trie. The trie was also used in the CNF
preprocessor of Alembic [31], to achieve reusing the preprocessor state on shared prefixes of
clauses.

We use the trie primarily for the subset query: testing whether a given set has a superset
among sets stored in a data structure. There are alternative data structures for that. We have
made a preliminary comparison of the applicable data structures: LVBDDs [30], covering
sharing trees [20], set tries [27], and SAT, which has indicated that the trie has the best
performance and is simpler than the covering sharing trees that performed similarly.

3 Preliminaries

Boolean formulas and SAT. A Boolean formula ¥ over a set of variables X is generated by
the grammar ¢ =0 |1 |x |Y AY | Vg | = where x € X. We use B(X) to denote the set
of all Boolean formulae over X. A positive Boolean formula is a Boolean formula without
negation and 0. The set of all positive Boolean formulae over X is denoted 8*(X). A literal is
a variable or a negated variable. m |= ¢ denotes that the (boolean) assignment m : X — {0, 1}
satisfies ¢ (it is a model/solution). We will often abuse the notation and treat a boolean
assignment as the set of variables assigned 1 in it (we write x € m to denote m(x) = 1 and
relate assignments using C). ¢ is satisfiable iff it has a model. A formula in CNF' (conjunctive
normal form) is a conjunction of clauses, each being a disjunction of literals.

An instance of the satisfiability problem (SAT)is a CNF, and its solution is a model or the
answer UNSAT if no model exists. For simplicity, we will present our algorithms in the context
of the well-known Davis—Putnam-Logemann-Loveland (DPLL) method [18], even though
most of the modern solvers (including ours) are based on its successor, conflict-driven clause
learning (CDCL) [38, 42]. Our novel techniques are not affected by the CDCL extension.
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Algorithm 1 DPLL augmented for computing preferred models [11].

Input: m: a partial model, P: preferred literals, ¢: immutable CNF, ¢y, mutable
CNF
Output: a set M of preferred models (w.r.t. P) of ¢ A ¢mut
1 Function SAT-PREF-REC(m, P, ¢, var @mus):
// m’ is an updated (partial) model or CONFLICT, resp. UNSAT
m’ < unit-propagate(m, ¢ A @mut);
if m" # CONFLICT then
if m’ has an unassigned preferred literal p € P then
return SAT-PREF-REC(m’ U {p}, P, ¢, var @mu) Y
SAT-PREF-REC(m’ U {-p}, P, ¢, var @mut);
else
m’ «— SAT(m’, ¢ A @mut);
if m" # UNSAT then
Pmut <~ Pmut A Vaep amj-a 4
return {m’};
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return 0;

SAT with preferences. We consider an extension of DPLL introduced in [11] that adds a
set of preferred literals P as an additional input to the problem. SAT with preferences is a
procedure SAT-PREF (P,¢, ¢mqt) that, given a set of preferred literals P, the immutable part ¢
of the input formula, and the mutable part @mut, returns the set of preferred models M of the
conjunction @ A @mut- The set of the preferred models consists of exactly one representative
per every class of models of ¢ A gyt satisfying some maximal subset of P (maximal wrt. C).
The input formula is split into two parts because they are internally processed differently.
The mutable part is iteratively updated and a specialised data structure for it is a major
part of our contribution. Since it is relevant to the technicalities of our work, we recall in
more detail its implementation through a recursive procedure SAT-PREF-REC in Algorithm 1
(it is initially called with the empty partial model m). It is a basic DPLL scheme with two
differences:
1. On lines 4-6, the splitting heuristic chooses from the unassigned preferred literals first or
continues with the normal SAT procedure if all preferred literals are assigned.
2. If a model is found (at line 8), it is not returned immediately. Instead, the model is added
to the set of results and a clause is added (line 10) that prunes models with a subset of
positive preferred literals from the further search.

Alternating automata. Let V = {v1,vo,...} be a set of symbol-variables. An assignment
a:V —{0,1} is a symbol and X is an alphabet, the set of all symbols. A word is a sequence
of symbols and X* is the set of all (finite) words.

We consider alternating automata in a form used in [49]. Symbols are encoded as bit-
vectors and the transition relation for each state is given as a Boolean formula over states and
symbol-bits. The solutions of the transition formula encode both the symbol as well as the
set of states into which the state can transition. The formula allows to mix symbol-variables
and states almost arbitrarily, the only restriction is that states do not appear under negation.
This is more permissive and succinct than in other works, which typically require a separation
of a formula talking about symbols from the one talking about states, and sometimes even
the state formula in DNF.
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O0={q1---g5}, V=A{vi,va}, t=q1, F=0

Vi
/\/ @ @ @ Vi 5(q1) ==(v1Vv2) V(g1 A((vi Ag2)V (v2 Ags)))
/ 5(42) = a3
) _— 5(q3) = qa
V N—(G5)=
~_ 7w 6(44) = v1

0(gs5) =va V vy

Figure 1 AFA generated from an LTL formula ((viXXXv1) V (voX(v2 Vv1)))U=(v1 V va). Even
though its set of final states F is empty, its language is not empty. A short accepting run exists, namely
{g1}[v1=0,v2=0]0, as the transition to the empty configuration is enabled, as the model aUco = QUD =
[v1=0,v2=0, ¢1=0, - - - , g5=0] satisfies the first operand of the top-level disjunction in §(g1). An example
of a longer accepting run would be {g1}[vi=vo=1]{q1,¢2}[v1=v2:=0]{¢3}[v1=v2:=0]{ga}[v1i=vo=1]0.

Formally, an alternating finite automaton (AFA) is a quintuple M = (Q,V,6,t, F) where
1) Q is a finite set of states; 2) V is a finite set of symbol-variables; 3) 6 : Q — BT (Q U B(V))
is a transition function; 4) « € Q is the initial state; and 5) F C Q is the set of final states.
A configuration of M is a boolean assignment to states ¢ : Q — {0,1}. The automaton
has the single initial configuration {t} and the subsets of F are final configurations. A
configuration k transitions into a configuration ¢ via a symbol a, denoted as k —% ¢,

whenever a U € | A\ycx 6(q). We write k — € if there exists a symbol a such that k s ¢
and say that ¢ is a successor of k and that k is a predecessor of €. We will usually use ¢, d for

configurations in a general context and k, ¢ when speaking about a pair of a predecessor and
a successor. We write Pre(a, ) and Pre(£) to denote the sets {k | k %> ¢} and {k | k — ¢}

of predecessors of ¢ via the symbol a or via any symbol, respectively. A run of M over a
word ai ---a, € ¥ is a sequence cg, a1, C1,d9,...,d,,c, of configurations interleaved with
symbols such that for all i : 0 <i < n, ¢; %% ¢;y1. The run is accepting if co = {t} and
c¢n € F. The language of M is the set L(M) of all words with an accepting run. The AFA

emptiness problem, that we are concerned with in this paper, is to decide whether L(M) = 0.
Figure 1 has an example of an automaton with a non-empty language and its accepting run.

In the rest of the paper, we will consider a fixed AFA M = (Q,V,6,t, F).

Antichain algorithm for AFA emptiness. In this paragraph, we will recall the backward
antichain algorithm for AFA emptiness which we optimize in this paper. AFA emptiness
is well known to be a PSPACE-complete problem. It requires deciding the reachability of
a final configuration from the initial one in the graph of the relation —. A naive forward
algorithm explores the graph from the initial configuration in a search for a final one, the
natve backward algorithm starts from the final configurations and searches for the initial
configuration following — backwards. An obvious problem is the possible exponential

explosion of the search space of configurations. The antichain algorithms, first proposed

in [22], introduce a search space pruning strategy based on subsumption of configurations.
Antichain algorithms exist in several variants, from which we use the backward antichain.

It is based on the backward naive algorithm and was found empirically superior over the
forward variant in [15, 24].

Let us first outline the essence of the backward antichain informally. The subsumption
relation used to prune the space of configuration is, in its basic variant which we use here,
simply the set containement: a configuration ¢’ subsumes a configuration c iff ¢ C ¢’. The

15:5
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Algorithm 2 Basic antichain algorithm.
Input: AFA M =(Q,V,6,(,F)
Output: Is the language of M empty?
1 if ¢ € F then return NOT EMPTY;
2 Visited «— {F};
3 W {F};
4 while W # 0 do

5 | (< pop(W);

6 for a € ¥ do

7 for k € Pre(a, ) do

8 if not k & Visited then

9 if ¢ € k then return NOT EMPTY;
10 Visited « [ Visited U {k}];
11 push(W, k);

12 return EMPTY

key property that allows to discard the configurations subsumed by other already reached
configurations in antichain algorithms is that the subsumption is a simulation relation on
the (reversed) relation —. The property that holds with our definition of AFA is actually

even stronger: If k — €, k" C k, and € C £, then k' — ¢’. This can be shown to justify the

correctness of an optimized AFA emptiness test that: (1) starts the backward exploration
of configuration space from only the maximal accepting configuration F, (2) keeps only
the antichain (a set of incomparable elements) of the subsumption-maximal configurations
through the search, and (3) concludes reaching the target on finding any configuration that
includes ¢.

Let us now recall the backward antichain algorithm for testing AFA emptiness more
formally. For a set/configuration ¢ and a set of configurations/sets A, the subset query of
¢ towards A, denoted ¢ G A, stands for 3d € A.c C d. An antichain is a set of elements
incomparable wrt some preorder, here a set of configurations ordered by C. For any set of
configurations A, [A] ={c € A| =3d € A. ¢ C d} is the set of its inclusion-maximal elements.

The pseudocode of the backward antichain algorithm is in Algorithm 2. In addition to
the antichain of the inclusion-maximal set of visited configurations Visited, it maintains a
worklist W of configurations to be explored, where exploring a configuration means finding
all its predecessors on lines 6-7, filtering out the subsumed ones on line 8, checking for the
initialness on line 9, and updating the antichain and worklist on lines 10-11. In the paper, we
focus on scenarios where the transition relation is large as a consequence of a large alphabet
2. In such cases, Algorithm 2 has two bottlenecks.

First, the algorithm spends most of its time on line 8 with the subset query, where, for
every predecessor of a visited configuration ¢, it checks that it is not subsumed by other
visited configurations stored in the antichain Visited. The efficiency of this subset query is
obviously the primary concern since the antichain may grow exponentially large. A similar
and also expensive operation is line 10, pruning the antichain from configurations subsumed
by k. Line 10 is however called only a fraction of times line 8 is called (only when the test
on line 8 passes), so it is much cheaper overall.

The second bottleneck is the iteration through all predecessors, Pre(€), on lines 6 and 7.
We call it predecessor iteration. When the alphabet is large, it is often the case that Pre(a,¢)
and Pre(b, ) have a non-empty intersection, and the inner for-loop body is thus called many
times to generate the same predecessor k.
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6(q1) =q1V (vi Agq2) (d)
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Figure 2 Representation of § and its transformation to CNF. The transition formulae in (a)
correspond to the trees in (b) where isomorphic sub-trees can be shared as in (c¢) and the CNF
obtained by Tseyitin transformation is in (d). The links connecting states to their transition formula
in (b) and (c¢) are shown in blue. In (d), the green literals are the names assigned by the Tseyitin
transformation to the original sub-formulae (shown in grey), A is shown in blue, and original
sub-formulae are also annotated with their equivalents produced by Tseyitin transformation. The
Tseytin variables are indexed by the top-most operator of the sub-formulae they represent plus a
number to distinguish between sub-formulae with the same top-most operator. A is depicted in blue.

This paper addresses the two bottlenecks, the subset query and the predecessor iteration,
via the use of a succinct symbolic representation of the transition function and SAT solvers.

4 Symbolic Transition Function as Formula DAG

Various tools use a symbolic representation of large transition relations with large alphabets,
using BDDs, intervals, formulae, effective boolean algebras, and implement the predecessor
iteration efficiently in a manner that does not unfold the succinct representation. We use an
alternative that is general and often very succinct. The transitions from a state are represented
as a state-positive boolean formula in a compact DAG form (each single sub-formula is
represented only once). The transition function § particularly maps states to boolean formulae.
The forest of abstract syntax trees of all formulae in the image of § is a directed acyclic graph
(DAG). Nodes are labelled by the function symbols 0,1, € Q,v € V, A, V, = and represent
subformulae, and each state ¢ in the domain of § is linked to the node representing d(g). See
Figure 2b, where links from the domain are blue. Structurally equivalent nodes are merged,
see Figure 2c.

Since we are going to process the formulae in a SAT solver, we transform the forest of
transition formulae into CNF using the Tseytin transformation. It is almost the standard
Tseytin transformation, up to that it does not generate a Tseytin variable for the entire
formula. We briefly detail it below. It generates the CNF formula CNF(6). First, the name
of a formula @, n(yp), is defined as ¢ itself if ¢ is a variable, as =(n(y)) if ¢ is ¢, and as
the Tseytin variable v, if ¢ =y @ y’,® € {A, V}. In the last case, we also define a naming
formula of ¢ as the CNF version of the equivalence v, < n(y¢) @ n(¢’). Finally, CNF(9) is
the conjunction of all naming formulae of (con/dis)junctions that are sub-formulae in the
image of 8.

The representation of § that we will use then consists of 1) the formula CNF(6§), 2) the
mapping A: Q - VUV UQU{-v |v e VyrUV} that maps each g € Q to the name of §(g),
the literal n(6(g)). An example is in Figure 2d.
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5 Predecessor-subset Query with SAT Solvers

We will now show how SAT solving with preferences can be used in AFA emptiness check
in a way that makes good use of the fast internal data structures of the solver, and how to
further improve this by specialised data structures.

We combine the subset query and the predecessor iteration into a predecessor-subset
query. Given a successor ¢ and an antichain of configurations Visited, the predecessor-subset
query returns the antichain of maximal predecessors of ¢ that are not subsumed by Visited,
that is, the set

newpre({, Visited) = [Pre(€) U Visited] \ Visited

This is done by calling the procedure SAT-PREF (P := A(Q), ¢, ¢ visiteq) from Algorithm 1
on the formula that consists of the immutable part ¢ that represents the AFA transition
relation and ¢, and the mutable part ¢ v;s;teq that represents the antichain Visited. The set
of preferred literals is specified as P := A(Q), the variables that correspond to the predecessor
states in the CNF formula CNF(§) from Section 4 representing the transition relation.

The immutable part ¢ is

¢ :=CNF(6) A ¢r where ¢ = /\ —q
qeQ\l

After the transition relation in the first conjunct, the second conjunct ¢, expresses that we
want a predecessor of particularly €. It asserts that after taking the transition from the
predecessor, no state outside € should be touched.

The mutable formula ¢ v;siteq, used to prune the solutions subsumed by the antichain
Visited, is

P Visited = /\ \/ A(q)

ce Visited qeQ\c

Here, a clause for ¢ € Visited says that some state not in ¢ must appear in a new predecessor
clause, a solution to the SAT problem. The new predecessor cannot be a subset of ¢. The
antichain Visited is initialised with Visited := {F}.

The predecessor will be read from each model my from the returned set of preferred
models as

k(mi) :=={q € Q| m E Alq)}

Note that, by the construction of the input formulae, m; encodes precisely one transition
k -4 €. We extract the states of k by taking the A-variables, representing the pre-image,
that are set to 1. The procedure SAT-PREF guarantees that it will be a maximal predecessor
of £ not subsumed by Visited.

The emptiness test needs to add the newly generated predecessor to the antichain. In
SAT-PREF, this is done automatically because of the choice of ¢ v;siteq as the mutable part
and of A(Q) as the preferred literals. Indeed, adding a configuration ¢ to the antichain
Visited represented by ¢ visiteq means adding a clause with the literal A(q) for every g not
contained in c¢. Let ¢ = k(my). Since the states g that are not contained in ¢ are just the
ones for which A(q) is not satisfied by my, adding the predecessor k(myg) to the antichain
can be described by the following assignment:

@ Visited € ¢ Visited \/ A(Q)
q€Q A mil=-A(q)
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Algorithm 3 Clausal antichain, antichain algorithm with combined subset-predecessor
query.
Input: AFA M =(Q,V,6,,, F)
Output: Is the language of M empty?
1 if ¢ € F then return NOT EMPTY;
2 PVisited < \/qu\F A(Q);
3 W {F},
4 while W # 0 do
5 ¢ — popMaxSize! (W) ;
6
7
8
9

for my € SAT-PREF(A(Q), CNF(6) A w¢, var ¢ visiteq) do
if ¢ € k(my) then return NOT EMPTY;
push(W, k(mi));
return FMPTY

Since we call SAT-PREF with ¢mut := @ visited and P := A(Q), this assignment corresponds to
the update of @t at line 10 of Algorithm 1, namely ¢mut <= @mut A Vaep A myaa 4-

The full SAT-enhanced antichain algorithm is summarized in Algorithm 3, where the
predecessor-subset query covers the entire loop on line 6 of Algorithm 2, except worklist
update and the initialness check. Note that SAT-PREF here indeed simultaneously finds
newpre({, Visited), i.e., solves the subset query and the maximal predecessor iteration, and
updates the antichain represented by ¢ visited-

We call Algorithm 3 the clausal antichain. A brief experiment has shown that its
maximisation of predecessors via preferences is fundamental for the performance of the
antichain algorithm, hence we use the feature by default in all our experiments. The lack of
support for preferences in incremental SAT solvers is a major reason why one cannot just
seamlessly exchange out-of-the-shelf solvers in the clausal antichain algorithm. The ease of
implementing modifications such as this is one of the reasons why we are using MiniSAT.

6 Trie for Storing the Antichain

The antichain is the largest data structure that can grow exponentially in |Q| and the

subsumption queries over it are the most costly operations of the emptiness check. We

have therefore introduced a specialised data structure based on trie for it. It replaces the

internal SAT solver structures for the mutable formula, that represents the antichain. The

clausal antichain equipped with a trie will be called trie antichain. Our trie data structure is

designed to fit the following requirements:

1. a compact representation of the antichain Visited,

2. a fast insertion of the newly found predecessors into Visited, and

3. a fast subset query that integrates well with the routines and data structures of the SAT
solver.

Our choice to use the trie was based on a small experiment that we did with known data
structures for storing sets of sets, specialized for fast subset queries. The experiment was
running unoptimized implementations of lattice-valued BDD (LVBDD) [30], set tries [27],

1 popMaxSize is a simple heuristic, implemented previously e.g. in VATA [37], that takes a configuration

with the greatest cardinality first, in a belief that its predecessors could prune a large part of the search
space (our short experiment has indeed shown a performance improvement over FIFO/LIFO).
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Figure 3 Clauses (a) and the corresponding trie (b) with the fixed ordering vy < --- < v7.
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Figure 4 Trie that is smaller with a nonfixed ordering than with any fixed one.

covering sharing trees [20], and SAT unit propagation for positive boolean formulae (AND-
OR graphs) with various approaches to formula simplification and sharing detection. The
algorithms were solving a number of subset queries x G Y with random sets. We were
counting the numbers of reads and writes to the internal data structures, to get a picture
of how could the optimized counterparts perform. LVBDDs solved the subset query very
efficiently but their construction was unbearably prone to explosion. Set tries performed the
best, closely followed by covering sharing trees (which are harder to implement). AND-OR
graphs performed much worse than set tries and covering-sharing trees.

Standard trie. Trie is a data structure that was originally introduced in [27] for a compact
representation of sets of strings. It is an ordered tree with a single root on top, denoted
e, and edges pointing downwards. The other nodes are labelled with alphabet symbols.
Immediate successors of a parent node are its children and nodes without children are leaves.
A branch of a trie node n is a path from n to a leaf, excluding n. A trie represents a set
of strings, which are obtained by concatenating node labels of branches of &, denoted root
branches. Trie has been used to represent sets of sets of totally ordered elements, where a
single set corresponds to a sorted string of its elements. It can thus be used to represent
a CNF, viewed as a set of sets of literals. We use it to represent the antichain clauses of
Y visited- An example of a trie representing the clauses from Figure 3a is shown in Figure 3b.

Mixed order trie. Sorting each branch using the same (fixed) order does not give optimal
sharing of subsets as prefixes, as illustrated in Figure 4, where no fixed order would create
as small trie as the one shown in the figure. Even if a good fixed order existed, it would
be hard to guess it in advance. We therefore introduce a mized-order trie where we do not
fix the ordering. Allowing every branch to be sorted differently does indeed make our trie
more compact. A new set x is added to the trie by finding a root branch y with a longest
prefix that is a subset of x, and appending a new branch with the elements x \ y after its
prefix with the elements x Ny (with elements sorted arbitrarily). This would normally make
the addition more expensive, as it would involve a search for a root branch with the largest
prefix included in x. However, as we will explain in Section 6.2.2, in the context of AFA
emptiness and generation of newpre(¢, Visited), the search can be completely avoided.
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6.1 Clausal Watches

We adapt the well known double-watch literals scheme to our trie data structure. The
scheme has been introduced in [55] and is consistently used in modern SAT solvers where it is
essential for the efficiency of unit propagation and detection of conflicts. Let us recapitulate
it briefly. The solver constantly watches two unassigned literals at each clause that is not
yet known to be satisfied.? When one of the watched literals is assigned 0 and all the other
unwatched literals are 0 as well, then unit propagation is triggered and assigns 1 to the other
watched literal because it is the only way to satisfy the clause. When 0 gets assigned to both
watched literals and all other literals in the clause are assigned 0, then a conflict is detected.
Otherwise, if other literals are unassigned or 1 on assigning 0 to a watched literal, the watch
is simply moved to one of them. No action is required during backtracking where some of
the watched variables may change values from 1 to X, keeping the only invariant that two
distinct non-0 literals are watched.

6.1.1 Double-Watch Scheme in Trie

We will detail our adaptation of the double-watch literals scheme to the clauses stored in the
trie. It concerns clause prefix sharing, avoidance of repeated scanning of clauses on triggering
a watch, and handling of backtracking. We will also show in Section 6.2 how our technique
can work in synergy with the SAT search for preferred models, especially when it is used to
generate newpre(c, Visited).

The double-watch technique is implemented on tries using two sets of guards, the Front
and the Rear guards, that are essentially watches that can be assigned to nodes (and store
some additional data, e.g., a pointer from Front to Rear). The SAT solver will start with
one Front and one Rear at the root of the tree, and they will descend down the tree, Rear
following Front. The following invariant will hold after the initialisation (described below)
and after every unit propagation phase. For every root branch of the trie (clause):

1. If the root branch is not yet satisfied (does not have a 1 valued node), then it contains a
single Front and a single Rear. In satisfied root branches, Front may be missing.

2. The Rear is never below the Front.

3. The Rear is at the first node valued X or 1 (X means no value assigned yet).

4. If the Rear is valued X, then the Front is on the second highest node that is X or 1.

Initially, we have a single Front and a single Rear at the root of the trie. Note that
the root is a special node without a literal. We work with it as it had the constant value
0. The invariant (points 1-4 above) is established by initialisation, by calling functions
move-front-down and then move-rear-down on the root. The functions implement a
recursive descent of the guard watches through the tree and spreading of the guard watches

to the branches, and are used to reestablish the invariant after a decision or unit propagation.

The descend functions and the handlers of assigning 0 to literals are given in pseudocode in
Algorithm 4.

The move-front-down procedure searches for a new place for Front in the branches of
the node on which it was called. In every branch, it either

2 The MiniSAT solver provides a watch interface where handlers can be registered to a literal. When the
SAT solver valuates the watched literal with 0, its registered handlers get triggered.
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Figure 5 Initial movement of front (blue) and rear (tan) guards; unit propagation is violet.

1. places a watched copy of the Front at the highest node valued X (unassigned value) (lines
7-9), or,

2. on arrival at the leaf without seeing X on the way, it calls unit propagation (line 12) that
assigns 1 to the literal guarded by the Rear above or triggers a conflict if the Rear’s
literal is already O.

The move-rear-down procedure called on a node with a Rear guard works analogously, but
1. The Front is also sent downwards, in order to stay below the Rear (lines 19-22).

2. Rear never triggers unit propagation at leaves, as that is done when handling Front.

It is important to note that both move-front-down and move-rear-down are always
called from a node where the respective guard is no longer present/watched. Either they are
called from the watch handler, that calls line 1 or 13 and removes the watch automatically,
or from line 22, which is preceded by the removal of the watch on line 21.

There are also two interesting implementation details important for efficiency. First,
nodes keep a flag allowing to detect that the guard Front is watched on the node (on line
19), and the flag is kept up to date on lines 8 and 4. Second, a fast unit propagation on line
12 uses instant access from the Front to its Rear. The instant access is used also at line 2,
to check if the root branch is not already satisfied, in which case move-front-down would
be useless. This is facilitated by the pointer front.rear, which is up-to-date initially and is
updated on line 20, where the Rear catches up with the front. Updating only at this point is
indeed enough. Notice that when Rear moves, the connection from the Front guards to its
copies created on line 8 will not be correctly established. It will however be reestablished
in time on line 20. Indeed, the Front must be below the new Rear, hence all the literals
on the way to it are valued 0, since Front moves down only via 0 valued nodes. Therefore,
the descend of Rear, which also continues uninterrupted on 0 valued nodes, will reach the
Front, where the connection is reestablished by line 20. When Front is moving down, it and
its copies are keeping the connection to the right Rear (the function new-front copies the
pointer).

We note that in our implementation of Algorithm 4, every active Rear guard has a list of
locations of the Front guards below and every Front guard has a pointer to its Rear above.
This is used when Rear is assigned 0, to immediately “jump” to the Front guards.

» Example 1. Guard movement from their initial position at &, is shown in Figure 5. At
first, Front guards perform a series of move-front-down from all nodes that have value 0
(including &). Then, Rear guards are similarly transported from the root node to the nodes
guarded by Front guards, triggering their move-front-down again. The node v7, on which a
front guard lands, is valuated to zero but as it is a leaf node, instead of a downward move, a
unit propagation of the literal under its rear guard (—vs) is triggered.
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Algorithm 4 Implementation of Assignment Watches in a Trie.

1 Function front-watch-handler (front):
2 ‘ if value (front.rear.literal) # 1 then move-front-down(front) ;

3 Function move-front-down (front):

4 front.node.front <« NULL;

5 if front.node is not a leaf then

6 foreach child of front.node do

7 if value (child.literal) = X then

8 child.front < new-front (front, child);

9 watch (—child.literal, front-watch-handler, child.front);

10 else if value (child.literal) = 0 then

11 ‘ move-front-down (new-front (front, child));

12 else unit-propagate (front.rear.literal, front.node); // front may cause
conflict

13 Function rear-watch-handler (rear):

14 move-rear-down (rear);

15 Function move-rear-down (rear):

16 foreach child of rear.node do

17 childRear < new-rear (rear, child);

18 if value (child.literal) # 1 then

19 if child.front then

20 child.front.rear « childRear;

21 unwatch (child.front);

22 move-front-down (child.front);
23 if value (child.literal) = X then
24 ‘ watch (—child.literal, rear-watch-handler, childRear);
25 else move-rear-down(childRear) ;

6.1.2 Backtracking in Trie with Double Watches

In the case without the trie, there is no need for backtracking a clause state because clauses
have no state. A clause is just scanned from left to right whenever its watched literal is
valuated. The case with the trie is different: the watched guards must satisfy their invariant,
mainly, that on root branches that are not satisfied, Rear and Front watch the highest and the
second highest unassigned node and every other node above them is valued 0. Backtracking
must thus return the positions of the guards to the previous state.

This is achieved by using guard snapshots that are created when decisions happen. A
snapshot at the decision level L consists of two vectors: 1) one capturing the state of new
guards, those that exist after the unit propagation triggered by the decision terminates but
did not exist before the decision, 2) and one capturing the state of old guards, those that
existed before but not after L. When the decision L is undone by backtracking, the new
guards get removed and the old guards get reestablished.

As depicted in Figure 6, both lists of guards are empty when a new decision level is
enetered and get updated when guards move downwards within the decision level. Namely,
the functions move-front-down and move-rear-down would additionally call a procedure
that updates the snapshot. The first move of a guard within the decision level adds its
position to the list of old guards, and every further move replaces the guard in the list of
new guards by its descendants received by the children of the current node.
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Figure 6 Backtracking. On the left, the position of Rear Ry and Front Fy at the end of level
0 (L0) is shown. Then, at the start of L1, the assignment vg := 1 is decided, from which an
external clause unit propagates v1 := 0. This triggers the movement of Rg, which further triggers the
movement of Fy. As Ry and Fy were not created in the current level L1, they are added to the list of
old guards. The list of new guards is updated with R1, F1, F2. The unit propagation continues and
another external clause unit propagates vo := 0, which triggers further guard movement. The moved
guards have been created in L1, therefore, oldy; is untouched. The moved guards are replaced
in newy with their descendants. As F; was moved down from the leaf node, it caused a unit
propagation vg :=1 at its rear Ro. The consequent unit propagation raises a conflict. If we were in
the context of CDCL, a conflict analysis follows, during which the node of the former F; is queried
for the reason of the propagation. The reason contains negations of 0-valued literals of the root
branch that ends in the queried leaf node, namely —v{ A —vo. Backtracking from L1 recreates the
guards from oldy and deletes the guards listed in newy 1, which reverts the trie to the state at the
end of LO.

This mechanism can be implemented fairly efficiently by equipping every guard with a
pointer to its place in the snapshot. The pointer allows a constant-time quick removal/re-
placement of the guard from the snapshot and an addition of a guard to the snapshot is
constant time.

6.2 Constructing a Trie

A SAT solver can use the trie in two ways. A generic mode that can be used in general SAT
solving can be optimized and fine-tuned to fit the generation of newpre(c, Visited) in the
AFA emptiness check. We will first comment on the generic mode and then contrast the
AFA specialised mode against it.

6.2.1 Constructing a Trie For General SAT Solving

The set of clauses in the input of a SAT solver is added to the trie in a standard way. For
the input clauses to be added to the trie, we first need to pick an ordering of literals and sort
the clauses (a good option is for instance ordering by the frequency of literals in the input
clauses).

A clause is then added by traversing the trie from the root (¢) down, simultaneously with
the added clause. The child into which the traversal descends is chosen as the one with the
ith literal of the clause. If the child with the ith literal is not present, the descend ends and
the remaining literals of the clause are added as a new branch of the current node.
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» Example 2. Let us add the clause vy V v3 V =5 into the trie from Figure 3 b). The first
literal vy of the clause is found among the children of the root. The second one is not found
among the children of the node vi, so the new branch vs, —v5 is added under the node vy.

In case that all literals of the added clause are exhausted (i is larger than the length of
the clause), the descend also ends and the entire subtree beyond the (i — 1)th visited node is
removed (rather all the sub-trees rooted by the children of the (i — 1)th node). Indeed, the
removed root branches represented clauses strictly larger than the added clause, hence they
were redundant (by boolean absorption).

» Example 3. Adding the clause v3 into the trie from Figure 3b would remove the nodes
-vs, Vg, V7. Note that not all boolean absorption is detected this way — it is highly dependent
on the order of clauses. E.g., the clause v4 would be created as a new branch of & and the
absorbed branches v1,v4 and va, v4 would remain in the trie.

6.2.2 Constructing a Trie for AFA

In the AFA emptiness check, we optimize handling of the trie for the particular case of
generating newpre(c, Visited). We use the mixed-order trie, with root branches representing
clauses ordered arbitrarily. The flexible ordering of root branches allows to maximize sharing
of prefixes and hence to reduce the size of the trie. Normally, the cost of allowing the mixed
order would be heavy. Whenever adding a clause, we would have to perform an expensive
depth-first search for a branch with a longest prefix included in the clause. However, as we will
explain below, due to the particular way we are using the trie in generating newpre(c, Visited)
and the particular way of how guards are implemented (Section 6.1.1), an addition of a
clause is cheap and requires no search at all.

Let us now describe the mechanism in detail. Recall that root branches are clauses of the
formula ¢ v;siteq- The search for a new predecessor starts in a state in which the previous
SAT call finished with a model my that encodes the newly found predecessor k such that for
each g € O, (my EA(q)) & g €k.

Adding a predecessor to the antichain. To find the next predecessor, we need to add k to
Visited and restart the SAT solver, preferably in a way that reuses as much of the previous
computation as possible. Recall that adding k to Visited means adding to the trie the clause

we=\/ M= \/ AW

qeQ\k q€Q N mil=-A(q)
As discussed in Section 6.1.1, the SAT solver finished in a state where on every branch =,
the Rear guard is on the first non-0-valued literal, and everything in the prefix 7 above it is
valued 0.

» Lemma 4. On every branch n, the prefix @ ending at the parent of the rear guard is the
largest prefiz valued only by zeroes.

Hence, on every branch =, the path 7 from the root (excluded) to the parent of the rear
guard is the longest prefix included in ¢ We can therefore add . efficiently to the trie as
follows. We chose a root branch n with a deepest rear guard. Thus, 7 is a root branch with

a largest prefix, &, included in ¥x. We append elements of ¢ \ 7 as a new branch after 7.

We call it newly added branch.

(We abuse the notation and implicitly convert between sequences of nodes and sets of literals.

For example, ¥ \ 7 above stands for the branch that arises from the branch ¢ by removing
the nodes with literals of the path .)

15:15

SAT 2024



15:16

Antichain with SAT and Tries

€0
V10 va=1 V30
V4=1 V4:1 V50
Ve=1 V7=1 V=0

Figure 7 Adding a new clause ¢ =v1 V v3 V =5 to a trie. Rear/Front guards are tan/blue, the
largest prefix included in ¥ is yellow, the added branch is green.

» Example 5. In Figure 7, we are adding a clause ¢y = vi V v3 V =5 to the trie. The
deepest rear guards are vg, v7, we select one of them arbitrarily, vg. The path from & to the
parent of vg is © = v, —v5. It is a longest prefix of the root branches that is included in the
set Y. The branch ¢y \ 7 = v is added to the end node of 7. Note that 1) the new root
branch vs, —ws, v1 is fully valuated with 0, hence conflicting; and 2) if we used the fixed order
vi < --- < vy instead, we would add a longer branch vs, =vs under the node vy.

Restarting the SAT solver. With a clause k added to the antichain, the next call of the
SAT solver that finds the next maximal predecessor can reuse much of the previous state.
First, note that after finding my, addition of the branch ¥ will cause a conflict exactly in ¢
(since all its literals are 0 in mg). We may reuse much of the solver’s state by just starting
backtracking from the conflict in ;. We need to ensure that after the backtracking, the
guard invariant from Section 6.1.1 will be satisfied. These invariants would hold in common
backtracking during SAT solving, but as we have added a new branch ¢ \ 7, we have to
enrich the snapshots of the guard history with guards in the newly added branch, as if it
always existed. The snapshots of the guards are reconstructed using a simulation of the
decisions that led to constructing my.

The simulation uses decision levels of literals in the new root branch to determine positions
of Rear and Front in each decision level. It is based on the property that whenever a guard
movement is triggered in a level L, the guard moves down through all nodes valuated with a
lesser or equal level to L, because they already have the value 0, and it stops at the first node
with a higher level than L, which is still unassigned, or raises a conflict if such node does not
exist. The guard may also temporarily stop at nodes with the same decision level L, as they
might not be valuated yet, but it will continue from them later in L (we are interested only
in the position of the guard at the end of the decision level L).

For efficient backtracking in the newly added branch, we sort it by the decision levels of
the literals. This way, during the backtracking, the guards in the branch will simply climb up.

» Example 6. Before describing the general algorithm, this example shows an intuitive
reconstruction of the guard history in a newly added branch. Figure 8 shows a new root
branch ¥, with the newly added branch ¢ \ 7 starting at its fifth node vs. Literals at
nodes are not used in the reconstruction (we only know that they all have values 0, and,
consequently, the deduction always ends with a conflict). The reconstruction is based solely
on decision levels when literals were valuated in the previous SAT solving. The decision
levels are shown on the left side of the nodes. At the right side, we can see the results of the
reconstruction — deduced positions of Rear and Front guards at the end of levels when they
moved.

We start the example at the end of level 1, when Rear is at v1 and Front is at vs (we
skip explanation of why the guards are at those positions, anyway, before level 3, the guard
positions are irrelevant for enriching snapshots, as no guards are present in the newly added
branch).
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Figure 8 Reconstructing the history of guards in a new branch from decision levels of variable
assignments.

During level 3, node vq is assigned 0 and the Rear triggers the downward move of the
Front, which stops as far as at node vg, as it is the first node that is assigned after level
3. The Front is then moved two steps down during level 4, because of 0-assignment to the
literals of the two nodes. In level 5, 0 is assigned to the literal under Rear, and Rear therefore
moves down to Front, triggering the move of Front to the next node. In level 7, another 0
assignment moves Rear one step down, which again moves Front one step down. In level 9,
both guards move from their positions but raise a conflict.

Let us generalize the deduction of guard positions from the previous example in a deduction
algorithm.

The input to the deduction is the new root branch ¥, partitioned to the shared prefix 7 and
the newly added branch ¢ \ 7. The root branch ¥ is ordered as it is present in the trie —
the new suffix ¥ \ 7 is ordered by the decision levels of its literals, but it may not be the
case for the shared prefix 7.

The output of the deduction are two movement sequences, one for Rear the other for Front.
A movement sequence is either an empty sequence (if the guard does not visit the newly
added branch before the conflict level) or it is an alternation Lq, N1, Lo, Na,...,N,-1, L, of
levels L; and such nodes N;, onto which the guard moved in L;. The level L; is when the
guard enters the newly added branch and L, is the level of the conflict.

1. First, we find the level Lgg, when the Rear enters the newly added branch. It is the
greatest level of the shared prefix 7, or 0 if 7 is empty.

2. Then, we find the node Ngg, where Rear resides at the time when Front enters the newly
added branch (Rear stays at that node as long as until Lgg). It is the topmost node with
Lgo, possibly ¢.

3. Next, we find the level Lpy when Front enters the newly added branch. It is the highest
level of 7w\ {Ngo}, or 0 if |7] < 1.

This can be explained as follows. Rear visits Ngg in the highest level above Ngg (or in
level 0 if Ngg is the first in ), let us call that level Lyyen. It immediately triggers the
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downward move of Front. The Front then continues its movement in the suffix of 7 below
Ngo without being pushed down by Rear and exits 7 in the highest level of the suffix (or
immediately if the suffix is empty or Lpyen is higher).

4. Next, we record Front movements in the levels L such that Lpg < L < Lgg using the
following loop. The loop starts with L « Lgg and ends when Lgg < L (which may hold
initially). The following is the loop body. To the movement sequence of Front, we append
a movement L, N where N is the topmost node of ¢ \ 7 that has a greater level than L. If
there is no such node, conflict is reached and the whole deduction is finished. Otherwise,
we set L to the level of that node and repeat.

5. In the levels L such that Lrg < L, both Rear and Front move in the newly added branch.
Rear moves in the same way as Front moved in the previous point. Front is always just
one node below Rear, which follows from the ascending order of decision levels in the
newly added branch. If Rear gets to the leaf, Front cannot be lower, conflict is reached
and the deduction is done.

After the movements of the two guards in the relevant levels are deduced, snapshots are
enriched in an obvious way. Namely, for all levels where a guard moves down (or causes a
conflict), 1) the guard is added to the list of old guards if the move started in the newly
added branch, 2) the moved copy of the guard is added to the list of new guards if it lands
in the newly added branch.

» Example 7. In Figure 8, the Front movement sequence is L3, vg, L4,vg, L5, vg, L7,v19, L9
and the Rear movement sequence is L5, vs, L7,vg, L9. In level 3, Front has moved into the
newly added branch from outside and landed at node vg. Therefore, only the list of new
guards of L3 is enriched with Front at that node. In level 4, the old (v¢) and new (vg)
position of Front is added to the old and new list respectively. In level 5, Rear is coming
from outside, so its position at vg is added only to the new guards, while both old (vg)
and new (vg) positions of Front are added to the respective lists. In level 7, both lists are
enriched with old/new positions of both guards. In level 9, both Rear at vg and Front at vig
are added only to the list of old guards, as they started to move but a conflict was raised.

Initialization of the trie. The trie is initialized with the starting configuration Q \ F of the
backward search represented as the clause V co\r A(g) with an arbitrary ordering of the
literals, and both guards are placed at the root.

7 Experiments

Implementation. We have implemented the clausal and the trie antichain in the tool
AntiSAT, in C++, as a modification of MiniSAT [46], which we have chosen as a competent
and modern solver, yet still simple and well documented enough to be modified with
a reasonable effort. To implement the trie, we needed the version 1.12b, which is the
last version that supports other constraints than clauses. We have however ported back
major enhancements of the newer versions (except improvements of preprocessing), namely
StrengthenCC [45]. We have implemented the trie data structure with memory locality
and cost of allocations in mind: siblings are stored in a contiguous vector; added branch
is allocated in a single array; guard data are present just next to the data of the guarded
node. For SAT problems, the trie does not change during the solving, so we allocate a single
memory region where the whole trie is moved after the construction.
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Evaluation of AFA emptiness checking. The main focus of our experiment is to evaluate
our AFA emptiness checker against other checkers, and evaluate the impact of using trie
on the performance. We do not present a detailed evaluation of predecessor maximisation.
Without it, our solver was not competitive at all, hence we include it to the baseline.

We have used the benchmark set from [24] with the following modifications. We have
regenerated AFA from LTL because there was an unnecessary removal of final states applied
previously. Additionally, to mitigate the effect of obvious redundancies in automata structure,
we have applied simple preprocessing consisting of basic structural subformula sharing
detection, merging of states with the same subformula and the same finalness, removing
structurally unreachable states and their transitions, removing variables that occur only
positively or only negatively, and applying few boolean laws: double negation, idempotence,
annulment, absorption and complement law.?

We have compared the two variants of AntiSAT (with and without a trie) with the two
most successful tools from [24]: ABC [10] (using IC3/PDR) and Mata [13] (Mata does not
check AFA but boolean combinations of NFA, so it is not applicable to all benchmarks). All
solvers and preprocessing tools are run with a time limit of 60 seconds and a memory limit of
10GiB. The 60s seem sufficient and extending the time limit does not seem to influence the
overall comparison of tools significantly. Memory errors (which are very rare) are displayed
together with timeouts. The experiments were run on a machine with 12th Gen Intel(R)
Core(TM) i7-1260P CPU, running Linux. The results can be seen in Table 1 and Figure 9.
The following can be concluded:

1. The trie in AntiSAT improves solving times (by a factor of 2 to 11 on average), except on

“automata inclusion”, where it is slightly slower (but Mata is here much faster anyway).
2. ABC and Mata are both complementary to AntiSAT. AntiSAT shines in “bool comb”

benchmarks, Mata is very good at solving “automata inclusion”, while ABC wins at

“stranger afa”, “1tl afa”, and “noodler” benchmarks. There are several exceptions though.
3. The “email filter” benchmarks are easy for all solvers and most of the “noodler” benchmarks

too.

The main positive takeout is that AntiSAT solves the entire “bool comb” and many
examples from “ltl afa” and “noodler” much faster than the others, and it is strongly
orthogonal to the other tools.

Regarding the impact of the trie data structure, Table 2 compares numbers of literals
in the clausal and the trie representation of Visited (i.e. the number of trie nodes for
AntiSAT][trie], or the total number of literals in all clauses of @p,t) at the end of solving an
AFA instance. In fact, for the “bool comb” benchmark, where the trie had the greatest effect
in terms of solving time, less prefix sharing is shown than for other benchmarks (but still
saving 500 thousand of literals on average).

Figure 10 shows the solving of three chosen nontrivial benchmark instances: the time
that was spent on each predecessor query, the overall number of predecessor queries, and
the results of the queries. Trie and clausal AntiSAT are compared. In the “bool comb”
benchmark, clausal SAT spends a lot of time on finding predecessors (the SAT queries
that find a model), while final proofs that there are no more predecessors (when the query
results in UNSAT) are very fast. Trie is fast in both cases. The other two benchmarks are
different: SAT queries with the UNSAT result are usually slower than queries that found
predecessors. In the last benchmark, from “automata inclusion”, the trie is slower than
clausal AntiSAT. The performance of the trie does not seem to correlate with the number of
states or symbol-variables.

3 The instances are available at https://github.com/p4l1ly/antisat-afa-benchmarks at tag sat2024.
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Table 1 Statistics from the solver run-times. |B| is the number of instances in the benchmark,
S1 is the number of benchmarks solved only by the first solver of the two in the column, S only
by the second one, S12 by both. T; is the average time the first/second solver has taken to solve
interesting instances. An instance is interesting if both solvers solved it within 60 seconds and at

least one solver took more than 1 second (to have a comparison of run-times not cluttered by trivial
instances).

AntiSAT/[clause] x AntiSAT [trie] ABC x AntiSAT|[trie] Mata x AntiSAT|[trie]
benchmark |B| S1 S S12 Ty T S1 So S12 Ty Ty S1 S S T T
automata inclusion 136 0 0 123 6.3 9.0 4 9 114 103 74 |12 0 123 1.0 8.7
bool comb 653 0 6 540 11.6 1.0 0 78 468 143 1.6 6 97 449 4.1 2.2
email filter 500 0 0 500 NaN NaN 0 0 500 7.3 0.2 0 0 500 1.2 0.1
1t afa 7087 0 19 5724 149 7.9 1161 58 5685 0.3 14.2 Mata not applicable
noodler 13840 | 0 6 13790 9.0 5.6 42 14 13782 04 99 Mata not applicable
stranger afa 4058 0 291 3131 319 18.1 597 0 3422 0.7 340 Mata not applicable
60 €5 o0 (e W 0] S )
60 7 i o1 5 . .
3
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é 30 §_} 30 i_ 30 iy
= < =
< < 5 <
1 20
u&.__,,“, R EOTEET. *‘ Uig, ‘
AntiSAT[clausal] ) ABC ) Mata )
@ automata inclusion ® email filter @ noodler v empty % unknown
® bool comb o It afa stranger afa ® not empty

Figure 9 Detailed comparison of pairs of AFA emptiness checkers. Exact times are marked with
black dots but to give an idea about the number of overlapping points, there are semitransparent
associated points with small random shifts. The colour of the associated points indicates the
benchmark set, while the shape indicates the answer (empty or not).

Table 2 Statistics of sizes of the clausal and trie representation of Visited taken from the
interesting instances of the comparison AntiSAT[clause] x AntiSAT[trie]. |Bj| is the number of
the interesting instances in the benchmark. The abbreviations SzC/SzT mean size (i.e., the total
number of literals) of clausal/trie representation of Visited.

SzC / 1000 SzT / 1000

benchmark |By| | min  max avg min  max avg

automata inclusion 86 108 5792 2509 51 1019 456

bool comb 60 182 19360 1510 65 18727 1065
1tl afa 62 244 60569 4145 8 15910 540
noodler 62 88 4605 1169 19 1470 245
stranger afa 87 | 270 32892 10110 5 622 312

total 357 | 88 60569 4245 5 18727 501
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Figure 10 A detailed insight into solving three emptiness tests. Each graph shows SAT solving
times throughout the solving of AntiSAT[clausal] and AntiSAT[trie] — the individual solving times
and their accumulation.

8 Conclusion and Future Directions

We have proposed an AFA emptiness check that uses a SAT solver to generate a maximal
predecessor not subsumed by the set of visited configurations. Our techniques performed
significantly better than the state-of-the-art on a large portion of benchmarks. The same
techniques can most probably be used also in the IC3-based AFA emptiness check (which
can be seen as an augmentation of the backward antichain with a form of an abstraction
refinement). Application of our techniques in IC3 may potentially be even more interesting
than the presented adaptation to the backward antichain. A question is whether tries could
be implemented in some top-performing SAT solver as CaDiCal. and have an impact in
general SAT solving or whether a faster base solver would improve the performance of the
AFA emptiness check.
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