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—— Abstract

Vertex deletion problems for graphs are studied intensely in classical and parameterized complexity
theory. They ask whether we can delete at most k vertices from an input graph such that the
resulting graph has a certain property. Regarding k as the parameter, a dichotomy was recently shown
based on the number of quantifier alternations of first-order formulas that describe the property.
In this paper, we refine this classification by moving from quantifier alternations to individual
quantifier patterns and from a dichotomy to a trichotomy, resulting in a complete classification of
the complexity of vertex deletion problems based on their quantifier pattern. The more fine-grained
approach uncovers new tractable fragments, which we show to not only lie in FPT, but even in
parameterized constant-depth circuit complexity classes. On the other hand, we show that vertex
deletion becomes intractable already for just one quantifier per alternation, that is, there is a formula
of the form Vz3yVz(y), with ¢ quantifier-free, for which the vertex deletion problem is W[1]-hard.
The fine-grained analysis also allows us to uncover differences in the complexity landscape when
we consider different kinds of graphs and more general structures: While basic graphs (undirected
graphs without self-loops), undirected graphs, and directed graphs each have a different frontier of
tractability, the frontier for arbitrary logical structures coincides with that of directed graphs.
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1 Introduction

A recent research topic in parametrized complexity are distance to triviality problems. We are
asked how many modification steps (the “distance”) we need to apply to a logical structure
in order to transform it into a “trivial” one — which can mean anything from “no edges at all”
to “no cycles” or even more exotic properties like “no cycles of odd length.” Such problems
have been found highly useful in modern algorithm design [1, 2, 11, 21] and are now an
important test bed for new algorithmic ideas and data reduction procedures [14, 15, 22, 23].

Many problems that have been studied thoroughly in the literature turn out to be vertex
deletion problems. The simplest example arises from wverter covers, which measure the
“distance in terms of vertex deletions” of a graph from being edge-free: A graph has a vertex
cover of size k iff it can be made edge-free by deleting at most k vertices. For a slightly more
complex example, the cluster deletion problem asks whether we can delete at most k vertices
from a graph so that it becomes a cluster graph, meaning that every connected component is
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a clique or, equivalently, is Ps-free (meaning, there is no induced path on three vertices). The
feedback vertex set problem asks if we can delete at most k vertices, such that the resulting
graph has no cycles. The odd cycle transversal problem asks if there is a set of vertices of
size at most k, such that removing it destroys every odd cycle. Equivalently, the problem
asks if we can delete at most k vertices, such that the resulting graph is bipartite.

To investigate the complexity of vertex deletion problems in a systematic way, it makes
sense to limit the graph properties to have some structure. An early result in this direction [25]
is the NP-completeness of vertex deletion to hereditary graph properties that can be tested
in polynomial time. Intuitively, vertex deletion problems should be easier to solve for graph
properties that are simpler to express. Phrased in terms of descriptive complexity theory, if
we can describe a graph property using, say, a simple first-order formula, the corresponding
vertex deletion problem should also be simple. The intuition was proven to be correct in
2020, when Fomin et al. [17] established a dichotomy based on the number of quantifier
alternations that characterizes the classes of first-order logic formulas for which the vertex
deletion problem is fixed-parameter tractable.

The results of Fomin et al. directly apply to some of the above examples: Consider
the problem p-VERTEX-COVER, whose “triviality” property is described by the formula
¢dve = VaVy(z £ y), or the problem p-CLUSTER-DELETION, whose triviality property is
described by ¢.q = VmVsz((xNy ANyr~z) — xwz). Both first-order formulas use no
quantifier alternations, which by [17] already implies that the problems lie in para-P = FPT.
Naturally, not all problems can be characterized so easily: Properties like acyclicity (which
underlies the feedback vertex set problem) cannot be expressed in first-order logic and, thus,
the results of Fomin et al. do not apply to them. Fomin et al. also show that if there are
enough quantifier alternations (three, to be precise) in the first-order formulas describing the
property, then the resulting vertex deletion problem can be W[1]-hard. Nevertheless, the
descriptive approach allows us to identify large fragments of logical formulas and hence large
classes of vertex deletion problems that are (at least fixed-parameter) tractable.

A first central question addressed in the present paper is whether the number of quantifier
alternations (the property studied in [17]) overshadows all other aspects in making problems
hard, or whether the individual quantifier pattern of the formula plays a significant role as
well. This question appears to be of particular importance given that formulas describing
natural problems (like ¢y, and ¢.q above) tend to have short and simple quantifier patterns:
We might hope that even though we describe a particular triviality property using, say, four
alternations, the fact that we use only, say, two existential quantifiers in total still assures us
that the resulting vertex deletion problem is easy.

A second central question is whether the kind of graphs that we allow as inputs has
an influence on the complexity of the problem. Intuitively, allowing only, say, basic graphs
(simple undirected graphs without self-loops) should result in simpler problems than allowing
directed graphs or even arbitrary logical structures as input. This intuition is known to be
correct in the closely related question of deciding graph properties described in existential
second-order logic. As we will see, in the context of vertex deletion problems it makes a
difference whether we consider basic graphs, undirected graphs, or directed graphs, but not
whether we consider directed graphs or arbitrary logical structures.

Our Contributions. We completely classify the parameterized complexity of vertex deletion
problems in dependence of the quantifier pattern of the formulas that are used to express
the triviality property and also in dependence of the kind of graphs that we allow as inputs
(basic, undirected, directed, or arbitrary logical structures). An overview of the results
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is given in Table 1, where the following notations are used (detailed definitions are given
later): For a first-order formula ¢ over the vocabulary 7 = {~?} of (directed, simple)
graphs, the parameterized problem py-VERTEX-DELETIONg;;(¢) (abbreviated p-vDgir(¢))
asks us to tell on input of a directed graph G and a parameter k& € N whether we can
delete at most k vertices from G, so that for the resulting graph G’ we have G’ = ¢. The
problems p-VDyndir(¢) and p-VDpasic(¢) are the restrictions where the input graphs are
undirected or basic graphs (undirected graphs without self-loops), respectively. For instance,
P-VERTEX-COVER = DP-VDpasic(®ve) = D-VDbasic (VxVy(wr;éy)) In the other direction, let
P-VDarb(¢) denote the generalization where we allow an arbitrary logical vocabulary 7 and
arbitrary (finite) logical structures A instead of just graphs G (and where “vertex deletion”
should better be called “element deletion,” but we stick with the established name). For
a (first-order) quantifier pattern p, which is just a string of a’s and e’s standing for the
universal and existential quantifiers at the beginning of a formula ¢, we write p-VDpasic(p)
for the class of all problems p-VDpasic(¢) where ¢ has all its quantifiers at the beginning and
they form the pattern p. For instance, p-VERTEX-COVER € p-VDpasic(aa) as ¢y has two
universal quantifiers. The same notation is used for undirected graphs, directed graphs, and
arbitrary structures.

Table 1 Complete complexity classification of vertex deletion problems for first-order formulas
in dependence of the quantifier pattern p € {a,e}” (where p < ¢ means that p is a subsequence
of ). The four different considered restrictions on the allowed input structures lead to three distinct
complexity landscapes. Note that para-AC® C para-AC°" C para-P = FPT holds and that it is a
standard assumption that FPT N W[2]-hard = @ also holds.

P-VDbasic(p) C para-AC°, when p= e*a* or eae.
¢ para-AC° but C para-AC°", when eeae, aae or ace <p = e*a*e”.
N W2]-hard # @, when aea =p.
P-VDundir (p) C para-AC°, when p = ae or e*a”.
¢ para-AC° but C para-AC°", when eae, aae or ace < p = e*a’e”.
N W][2]-hard # 0, when aea = p.
p-VDuir(p) and  C para-AC°, when p=e‘a*.
P-VDarb(p) ¢ para-AC° but C para-AC°", when ae =p=e‘a*e’.
N W/[2]-hard # 0, when aea = p.

The results in Table 1 give an answer to the first central question formulated earlier,
which asked whether it is the number of alternations of quantifiers in patterns (and not so
much the actual number of quantifiers) that are responsible for the switch from tractable to
intractable observed by Fomin et al. [17], or whether the frontier is formed by short patterns
that “just happen” to have a certain number of alternations. As can be seen, the latter is
true: All intractability results hold already for very short and simple patterns. Thus, while
it was previously known that there is a formula in I3 (meaning it has a pattern of the form
V*3*V* or a*e*a* in our notation) defining an intractable problem, we show that already one
quantifier per alternation (the pattern aea) suffices. On the positive side, Table 1 shows
that all vertex deletion problems that are (fixed-parameter) tractable at all already lie in
the classes para-AC? or at least para-AC°T. From an algorithmic point of view this means
that all of the vertex deletion problems that we classify as fixed-parameter tractable admit
efficient parallel fixed-parameter algorithms.
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Concerning the second central question, which asked whether it makes a difference which
kind of graphs or logical structures we consider, Table 1 also provides a comprehensive
answer: First, the frontier of tractability (the patterns where we switch from membership
in FPT to hardness for W[1]) is the same for all kinds of inputs (namely from “does not
contain aea as a subsequence” to “contains aea as a subsequence”). Second, if we classify the
tractable fragments further, a more complex complexity landscape arises: While p-VDgi; (p)
and p-VD,,(p) have the same classification for all p, the classes p-VDpasic (p) and p-VDynair (p)
each exhibit a different behavior. In other words: For simple patterns p, it makes a difference
whether the inputs are basic, undirected, or directed graphs.

The just-discussed structural results are different from classifications in dependence
of quantifier patterns p established in previous works: Starting with Eiter et al. [13] and
subsequently Gottlob et al. [20], Tantau [27] and most recently Bannach et al. [3], different
authors have classified the complexity of weighted definability problems by the quantifier
patterns used to describe them. In these problems, formulas have a free set variable and we
ask whether there is an assignment to the set variable with at most k elements such that
the formula is true. Since it is easy to see that the vertex deletion problems we study are
special cases of this question, upper bounds from earlier research also apply in our setting.
However, our results show that (as one would hope) for vertex deletion problems for many
patterns p we get better upper bounds than in the more general setting. Furthermore, there
is an interesting structural insight related to our second central question: While the results
in [3] for weighted definability show that, there, the complexities for undirected graphs,
directed graphs, and arbitrary logical structures all coincide (but differ for basic graphs),
for the vertex deletion setting, we get three different complexity characterizations for basic,
undirected, and directed graphs — but the latter coincide with arbitrary structures once more.

Related Work. The complexity-theoretic investigation of vertex deletion problems has a
long and fruitful history. Starting in classical complexity theory, results on vertex deletion
problems were established as early as in the late 1970s [24, 25, 28]. The focus was mostly on
deletion to commonly known graph properties, such as planarity, acyclicity or bipartiteness.

Since it is very natural to regard the number of allowed modifications as the parameter
of the problem, the investigation of vertex deletion problems quickly gained traction in
parameterized complexity, with continued research to this day [7, 19, 26]. Specifically for
graphs, similar problems like the deletion or modification of edges [8] or alternative distance
measures such as elimination distance [18] are also considered. Regarding first-order definable
properties, a dichotomy is shown in [17].

The quantifier patterns we employ in this paper have also received a lot of attention, espe-
cially in the context of descriptive complexity. Early uses go as far back as the classification
of decidable fragments of first-order logic [6]. They were then considered in the context of
classical complexity [13, 20, 27] and later also in the context of parameterized complexity [3].

Organization of this Paper. Following a review of basic concepts and terminology in
Section 2, we present the complexity-theoretic classification of the vertex deletion problems
for basic, undirected and directed graphs in Sections 3, 4 and 5, respectively. For theorems
and lemmas marked “¥ [4]”, the proofs can be found in the full version [4].
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2 Background in Descriptive and Parameterized Complexity

Terminology from Finite Model Theory. In this paper, we will use standard terminology
from finite model theory, for a thorough introduction, see, for example [12]. A relational
vocabulary T (also known as a signature) is a set of relation symbols to each of which
we assign a positive arity, denoted using a superscript. For example, 7 = {P!, E?} is a
relational vocabulary with a monadic relation symbol P and a dyadic relation symbol E. A
T-structure A consists of a universe A and for each relation symbol R € 7 of some arity r of
a relation R4 C A”. We denote the set of finite T-structures as STRUC[7]. For a first-order
T-sentence ¢, we write MODELS(¢) for the class of finite models of ¢. A decision problem P
is a subset of STRUC[7] which is closed under isomorphisms. A formula ¢ describes P if
MODELS(¢) = P.

For r-structures A and B with universes A and B, respectively, we say that A is an
induced substructure of B if A C B and for all r-ary R € 7, we have RA=RBNA". Fora
set S C B, we denote by B\ S the substructure induced on B\ S.

We regard directed graphs G = (V, E) (which are pairs of a nonempty vertex set V
and an edge relation E C V x V) as logical structures G over the vocabulary Tdigraph =
{~2} where V is the universe and ~9Y = E. An undirected graph is a directed graph
that additionally satisfies ¢undirected ‘= VaVy(x ~y — y~x), while a basic graph satisfies
¢basic = vay(l‘Ny - (ywx ANz 7é y))

For a first-order logic formula in prenex normal form (meaning all quantifiers are at the
front), we can associate a quantifier prefiz pattern (or pattern for short), which are words
over the alphabet {e,a}.! For example, the formula ¢p.sic has the pattern aa, while the
formula @gegree->2 = VacEIylEIyg((xwyl) A(x~y2) A (Y1 # yg)) has the pattern aee. As
another example, the formulas in the class IIo (which start with a universal quantifier and
have one alternation) are exactly the formulas with a pattern p € {a}* o {e}*, which we write
briefly as p € a*e*. We write p < ¢ if p is a subsequence of q.

Terminology from Parameterized Complexity. We use standard definitions from parame-
terized complexity, see for instance [9, 10, 16]. A parameterized problem is a set Q C X* x N
for an alphabet ¥. In an instance (x,k) € ¥* x N we call = the input and k the parameter.
The central problem we consider in this paper is the following:

» Problem 2.1 (p-VD,1,(¢), where ¢ is a first-order 7-formula).

Instance:  (An encoding of) a logical T-structure A and an integer k € N.

Parameter: k.
Question: Is there a set S C A with |S| < k such that A\ S = ¢?

As mentioned earlier, we also consider the problems p-vDypagic(¢), where the input structures
are basic graphs (formally, p-VDpasic(¢) = P-VDarb(¢) N (MODELS(ngbaSiC) X N)), the problems
P-VDundir(¢), where the input structures are undirected graphs, and p-vDgi,;(¢), where the
input structures are directed graphs. For a pattern p € {a, e}*, the class p-VD,(p) contains
all problems p-vD,,(¢) such that ¢ has pattern p. The classes with the subscripts “basic”,
“undir”, and “dir” are defined similarly.

L One uses “a” and “e” in patterns rather than “v” and “3” since in the context of second-order logic one
needs a way to differentiate between first-order and second-order quantifiers and, there, “E” refers to a
“second-order 3” while “e” refers to a “first-order 3”. In our paper, we only use first-order quantifiers so
only lowercase letters are needed.
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We will consider some parameterized circuit complexity classes. We define para-ACP as
the class of parameterized problems that can be decided by a family of unbounded fan-in
circuits (Cy g )n,ken Of constant depth and size f(k) - nP® for some computable function f.
Similarly, para-FACO is the class of functions that can be computed by a family of unbounded
fan-in circuits (Cp, x)n.ren of constant depth and size f(k) - n®W) for some computable
function f. For para-AC°T, we allow the circuit to have depth f(k). Questions of uniformity
will not be important in the present paper. For these classes, we have the following inclusions:
para-ACY C para-ACYT C para-P = FPT.

A parameterized problem @ C ¥* x N is para-AC’-many-one-reducible to a problem
Q' CT* x N, written Q g&am‘Aco @', if there is a function f: ¥* x N — I'* x N, such that (1)
for all (x,k) € X* x N we have (z,k) € Q iff f(z,k) € @', (2) there is a computable function
g: N — N such that for all (z,k) € ¥* x N, we have k' < g(k), where f(x,k) = (2/, k), and
(3) f € para-FAC?. The more general para-AC? disjunctive truth table reduction, written
Q gg?tm'ACO @', is defined similarly, only f maps (z,k) to a sequence (z1,k1),- .-, (z¢, ke)
of instances such that (1’) (z,k) € @ iff there is an ¢ € {1,...,¢} with (z;,k;) € Q' and
(2") k; < g(k) holds for all s € {1,...,¢}. Both para-AC® and para-AC°" are closed under

<Para—ACO - and <Para—ACO

<m <itt -reductions.

3 Basic Graphs

Basic graphs, that is, undirected graphs without self-loops, are one of the simplest non-trivial
logical structures one can imagine. Despite that, many NP-hard problems on graphs, like
vertex cover, clique or dominating set, are NP-hard even for basic graphs. This also transfers
in some sense to our setting: The “tractability frontier”, the dividing line between the
fragments which are tractable and those where we can express intractable problems, is
the same for all graph classes we consider. However, when we shift our attention to the
complexity landscape inside the tractable fragments, we also see that the complexity of the
logical structure has an impact on the complexity of the problems we can define: Basic,
undirected, and directed graphs all have provably distinct complexity characterizations.

We begin by stating the main theorem of the section, the complexity classification for
basic graphs. In the rest of the section, we show the upper and lower bounds that lead to
this classification.

» Theorem 3.1 (Complexity Trichotomy for p-VDyasic(p)). Let p € {a,e}* be a pattern.

1. p-VDpasic(p) € para-AC?, if p < eae or p < e*a*.

2. p-VDpasic(p) € para-AC?T but p-VDpasic(p) € para-ACY, if ecae < p, aae < p or ace < p
holds, but also still p < e*a*e*.

3. p-VDpasic(p) contains a W(2]-hard problem, if aea =< p.

The theorem covers all possible patterns. It follows from the following lemma, where we
state the individual complexity characterizations we will prove:

» Lemma 3.2 (Detailed Bounds for p-VDpasic(p))-

1. p-VDypasic(eae) C para-AC.

2. p-VDpasic(e*a*) C p-VDam,(e*a*) C para-ACP.

3. P-VDpasic(e*a*e*) C p-VDap(e*a*e*) C para-ACOT.
4. p-VDpasic(eeae) contains a problem not in para-ACP.
5. p-VDpasic(

6. p-VDpasic(aee) contains a problem not in para-ACP.
7 (

aae) contains a problem not in para-ACP.

. P-VDpasic(aea) contains a W[2]-hard problem.
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Notice that in particular, we know unconditionally that W[2] Z para-AC?, and, hence,
a W[2]-hard problem cannot lie in para-AC°. It is furthermore widely conjectured that
W[2] € para-ACT, as para-AC?T C FPT. We devote the rest of this section to proving the
individual items of the lemma.

Upper Bounds. Previous work by Bannach et al. [3] showed that in the weighted definability
setting, formulas with the pattern ae already suffice to describe W[2]-hard problems. We
now show that the situation is more favorable in the vertex deletion setting, which is a
special case of weighted definability: All problems in p-VDp,sic(€*a*e*) are tractable and the
problems in p-VDpasic(e*a*) and in p-VDpasic(eae) are even in para-ACP, the smallest class
commonly considered in parameterized complexity. We start with the last claim:

» Lemma 3.3 (V¥ [4]). p-VDpasic(eae) C para-ACP.

Proof idea. To check whether we can delete at most k vertices to satisfy a formula with
prefix pattern eae, we first branch over the possible assignments to the first existentially
quantified variable. Now, the neighborhood of this variable induces a 2-coloring on the rest
of the graph. For the rest of the prefix, ae, we prove that a vertex has to be deleted if and
only if there is no special set of constant size, called stable set. This can all be checked in
para-ACC. <

Since the algorithms used to prove the next two upper bounds do not make use of the
fact that the input structure is a basic graph, we prove them for arbitrary input structures.

» Lemma 3.4. p-VD,p,(e*a*) C para-ACP.

Proof. For a given formula ¢ of the form 3Jzy---JxfVy; ---Vyu(¢b) for a quantifier-free
formula 1, we show that p-VDup(9) §g?§a'ACO p-g-HITTING-SET, where the hitting set
problem is defined as shown below. Since p-g-HITTING-SET is known [5] to lie in para-ACY,

we get the claim.

» Problem 3.5 (p-d-HITTING-SET for fixed d € N).

Instance: A universe U and a set E of subsets e C U (called hyperedges) with |e| < d for
all e € E, and a number k.

Parameter: k.

Question: Is there a hitting set X C V', meaning that X Ne # 0 holds for all e € E, with
| X[ <k?

For an arbitrary input structure A with universe A, we proceed as follows: For the

existentially bound variables x; to xy we consider all possible assignments to them in parallel.

For each of these, we prepare a query to the hitting set problem, resulting in nf queries in
total. For a given assignment, which fixes each x; to some constant ¢;, replace each occurrence

of z; in ¢ by ¢;. Build a hitting set instance H as follows: The universe is A\ {c1,...,¢s}.

For each assignment (di,...,d,) of to the g universally quantified variables, check if the
formula 9 is true, that is, whether A = (c1,...,¢f,di, ..., dg). If this is not the case, add
the hyperedge {d1,...,dg} \ {c1,...,cr} to make sure that at least one element is deleted
from the universe of A that cause this particular violation. If {dy,...,dg} \ {c1,...,¢f} is

empty, an empty hyperedge is generated and the hitting set solver correctly rejects the input.

We claim that A € p-VDgup(¢) iff for at least one of the constructed H we have
(H,k) € p-g-HITTING-SET: For the first direction, let S with |S| < k be the elements
of A’s universe that we can delete, that is, for which A\ S E ¢. Then there are

17:7
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constants (ci,...,cy) that we can assign to the existentially bound variables such that
AN S = Vy -+ Vy, (w(cl, e YTy ,yg)). But, then, S is a hitting set of the instance
corresponding to these constants: If there were an edge e C A with e .S = () in the hitting
set instance, there would be an assignment to the y; to elements in A\ S that makes 1) false,
violating the assumption.

For the other direction, let X with |X| < k be the solution of one of the produced hitting
set instances with (H, k) € p-¢g-HITTING-SET (at least one must exist). Then A\ X | ¢,
since we can assign the existentially bound variables to the values that correspond to H
(which will not be in X by construction) and there can be no assignment to the universally
quantified variables that makes v false as any assignment where this would be case is hit by
X by construction and, thus, at least one element of the tuple that causes the violation gets
removed in A\ X. <

» Lemma 3.6. p-VD,p,(e*a*e*) C para-AC°T.

Proof. Let ¢ be fixed and of the form Jzy - - -z ;Vy1 - - - Vyy321 - - - I, () for a quantifier-free
formula ¢. We describe a para-AC°T-algorithm that, given an arbitrary input structure A
with universe A, decides whether there is a set S with |S| < k such that A\ S = ¢.

Now, we have for each assignment to the universally quantified variables a witness which is
bound by the block of h existential quantifiers. The problem compared to the e*a*-fragment
is that by the deletion of elements, we could potentially destroy witnesses needed to satisfy
other assignments. Because of this, we use a direct search tree algorithm to resolve violations
of the universal quantifiers.

In detail, we once more consider all possible assignments (c1,...,cs) to the z; in parallel.
Then we use k layers to find and resolve violations: At the start of each layer, we will already
have fixed a set D of vertices that we wish to delete, starting in the first layer with D = .
Then in the layer, we find the (for example, lexicographically) first assignment of the y; to
elements (d1,...,dy) that all lie in A\ D for which we cannot find an assignment of the z; to
elements (e1, ..., ep) in A\ D such that A\D = 9¥(c1,...,cp,dv,...,dg,€e1,...,ep). When we
cannot find such an assignment, we can accept since we have found a D for which A\ D = ¢
holds. Otherwise, we have to delete one of the elements in {d1,...,ds}\{c1,...,cy} to make
the formula true, so we branch over these at most g possibilities, entering g copies of the
next layers, where the ith copy starts with D U {d;}.

Since the block of universal quantifiers has constant length, the number of branches in
each level of the search tree is constant, so the total size of the search tree is at most g*. The
depth of the search tree is bounded by the number of vertices we can delete, which is our
parameter. In total, we get a para-ACOT circuit. |

Lower Bounds. We now go on to show the lower bounds claimed in Lemma 3.2. The
next lemmas all follow the same rough strategy: To show that some problems that can be
expressed in the given fragments are (unconditionally) not in para-AC°, we reduce from
a variant of the reachability problem. In contrast, the last lower bound is obtained via a
reduction from p-SET-COVER, and improves a result from Fomin et al. [17]. They establish
that there is a formula ¢ € II3, such that p-VDpasic(¢) is W[2]-hard. In terms of patterns,
the formula they construct has the pattern a®e?®a. We show that there is a formula with
pattern aea for which this holds.
The reachability problem that will be central for the following lower bounds is:
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» Problem 3.7 (p-MATCHED-REACH).

Instance: A directed layered graph G with vertex set {1,...,n} x {1,...,k}, where the ith
layer is V; :== {1,...,n} x {i}, such that for each i € {1,...,k — 1} the edges
point to the next layer and they form a perfect matching between V; and V;i1;
and two designated vertices s € Vi and t € V.

Parameter: k.

Question: Is t reachable from s in G?

(We require that in the encoding of G the vertex “addresses” (i,1) are given explicitly as,
say, pairs of binary numbers, so that even a ACY circuit will have no trouble determining
which vertices belong to a layer V; or what the number k of layers is.)

Observe that the input instance can be alternatively described as a collection of n directed
paths, each of length k. We call the paths in this graph original paths with original vertices
and edges. We call the vertices in the layers Vi and Vi the outer vertices and the vertices in
the layers V; for i € {2,...,k — 1} the inner vertices. The reductions add vertices and edges
to the graphs, which will be referred to as the new vertices and edges (and will be indicated
in yellow in figures).

» Fact 3.8 ([3]). p-MATCHED-REACH ¢ para-AC? and, thus, for any problem Q with
p-MATCHED-REACH <P#12-AC° 0 we have Q ¢ para-ACP.

The proof of every lemma using a reduction from the matched reachability problem will
consist of four parts:

1. The construction of a formula ¢ with the quantifier pattern p given in the lemma.

2. The construction of the instance for the vertex deletion problem (G’, k') from the input
instance of the matched reachability problem (G, s,t) (typically by adding new vertices
and edges).

3. Showing (G, s,t) € p-MATCHED-REACH implies (G', k') € p-VDpasic(¢), called the forward
direction.

4. Showing (G', k') € p-VDpasic(¢) implies (G, s,t) € p-MATCHED-REACH, called the back-
ward direction.

We present the application of the above steps in detail in the following lemma. In
subsequent lemmas, which follow the same line of arguments, but with appropriate variations
in the constructions and correctness proofs, we only highlight the differences.

» Lemma 3.9. p-VDyic(ceae) € para-ACP.

Proof. We want there to be a deletion strategy for (G’,k’) iff in the instance (G, s,t), the
vertices s and ¢ lie on the same original path. We take k' = k, the number of layers in G,
and construct a graph G’ from G by adding two special vertices ¢; and ¢z, and regard the
adjacency of every vertex on the original paths to the vertices ¢; and ¢y as a 3-coloring with
colors ¢ € {0,1,2}. We then add appropriate gadgets at the start and the end of each original
path, with special gadgets being added at s and at ¢ (although, in this proof, their “special
gadgets” are just the empty gadget).

The formula. Consider the following formulas, where ¢, specifies that every vertex that
is neither ¢; nor c¢o should be connected in a certain way to them, and ¢, asks that every
vertex of color ¢ should have a neighbor of color (i — 1) (mod 3). We encode the color 0 with
(x~cy Axgbes), the color 1 with (x 2 ¢y Az~ cy), and the color 2 with (z~c; Ax~cs).
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da(c1y02,2) = (1 £ ea) AN(cr~x Veg~x)
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Figure 1 Example for the reduction from Lemma 3.9. The input graph on the left is a directed
layered graph with perfect matchings between consecutive layers. The reduction maps it to the
undirected graph shown right by forgetting about the direction of edges, by adding gadgets at the
beginnings and ends of the paths (with special empty gadgets at s and t), and by adding two special
vertices c¢i1 and co that are connected in three different ways to the other vertices, corresponding
to three different colors. Newly added vertices and edges are indicated in yellow. Note that the
indicated colors, numbers, and labels are not part of the output, they are only for explaining how
the formula interprets the connection of the vertices to ¢1 and cs.

The reduction. On input (G, s,t) the reduction first checks that the graph is, indeed, a
layered graph with perfect matchings between consecutive levels (this can easily be done by
an AC? circuit due to the way we encode G). Then, we let k¥’ be the number k of layers in
G = (V,~) and construct G’ = (V’,~') by first forgetting about the direction of the edges
(making the graph undirected). We then add the following gadgets:

1. At each end v € V}, of a path, except for v =1t, we add a vertex v’ to V’ and connect v
to v’, so v~'v'. Let Vi1 be the set of all new vertices added in this way. The gadget for
t € Vi, is empty: We do not add anything.

2. At each beginning v € V of a path, except for v = s, add two vertices v’ and v” to V’ and
connect the three vertices to a triangle, so v ~' v’ ~'v” ~"v. Let Vj contain all vertices v’
added in this way and let V_; contain all vertices v" added in this way. Once more, the
special gadget for s € V is just the empty gadget.

3. Finally, we add two further vertices ¢; and ¢ and connect them to the other vertices as
follows: For v € V; with i € {-1,0,1,2,...,k + 1}:
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Ifi=0 mod 3, let ¢; ~' v.

Ifi=1 mod 3, let co ~'v.

Ifi=2 mod 3, let ¢; ~' v and co ~'v.
An example for the reduction is depicted in Figure 1. We claim that through this construction,
the instance (G',k’) is in p-VDpasic(¢P3.9) iff the input graph with vertices s and t is in
P-MATCHED-REACH:

Forward direction. Suppose that (G, s,t) € p-MATCHED-REACH. We show that (G', k') €
P-VDpasic(¢3.9): In input G’, just delete every vertex in the original s-t-path. Then every
vertex v € V; for i € {2,...,k} has its predecessor in the original path as a neighbor, and
the predecessor has the previous color regarding the ordering. Furthermore, every vertex
v € V1 is part of a triangle where the three vertices each have a different color, so every one
of these three vertices has a neighbor of the previous color.

Backward direction. Suppose that (G', k") € p-VDpasic(¢3.9). We show that (G, s, t) €
P-MATCHED-REACH. By assumption, there is a set D of size |D| < k = k' such that G’ \ D is
a model of ¢39. Observe that ¢; ¢ D and ¢y ¢ D must hold since they are the only vertices
satisfying the formula part ¢,, which requires that there are two different vertices that are
connect to everyone else. On the other hand, we have to delete s, since by construction, it
has no neighbor with the previous color (s has color 0, the successor of s has color 1). But,
now, the successor of s has no neighbor of the previous color, so we have to delete it as
well. We have to continue for the whole original path of s, so D has to contain at least the
vertices on the original path starting at s, which encompasses k vertices. If the last vertex
v € V}, on the original path starting at s is not ¢ (that is, if ¢ is not reachable from s), then
there is another vertex v’ € Vi1 with v ~’v" and we also have to delete v’, contradicting the
assumption that we only have to delete k vertices. Thus, ¢ must be reachable from s. |

» Lemma 3.10 (V¥ [4]). p-VDpasic(aae) € para-ACP.
» Lemma 3.11 (V [4]). p-VDpasic(ace) € para-ACP.

» Lemma 3.12 (V¥ [4]). p-VDpasic(aea) contains a W[2]-hard problem.

4 Undirected Graphs

Whether allowing self-loops has an impact on the complexity of the problems is hard to
predict: While in the setting of Fomin et al. [17], the same dichotomy arises for basic and
undirected graphs, in the setting of weighted definability considered by Bannach et al. [3],
one class of problems jumps from being contained in para-ACY to containing para-NP-hard
problems just by allowing self-loops. In our setting, we get an intermediate blow-up of the
complexities by allowing self-loops: While the tractability frontier stays the same, the frontier
of fragments that are solvable in para-ACY shifts.

Let us now classify the complexity of vertex deletion problems on undirected graphs.
We can use some of the upper and lower bounds established in the section before, and only
consider the differences.

» Theorem 4.1 (Complexity Trichotomy for p-VDynair(p)). Let p € {a,e}* be a pattern.

1. p-VDunair(p) C para-ACY, if p < ae or p < e*a*.

2. p-VDunair(p) C para-ACYT but p-VDyunair(p) € para-AC®, if one of eae < p, aae < p or
aee = p holds, but still p < e*a*e* holds.

3. p-VDunair(p) contains a W[2]-hard problem, if aea < p.
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Lemma 4.2.

P-VDunair(ae) C para-ACP.

P-VDunair(€*a*) C para-ACP.

P-VDunair(e*a*e*) C para-ACOT.

pP-VDundir(€ae) contains a problem not in para-ACP.

P-VDunair(aae) contains a problem not in para-ACP.

P-VDundir(aee) contains a problem not in para-ACP.
(aea)

P-VDunair(aea) contains a W[2]-hard problem.

NoorwNMRY

Proof. Item 1 is proven below in Lemma 4.3. Items 2 and 3 follow directly from Lemmas 3.4
and 3.6. Item 4 is proven below in Lemma 4.4, Item 5 follows from Lemma 3.10, Item 6 from
Lemma 3.11 and Item 7 from Lemma 3.12. |

» Lemma 4.3 (V[4]). p-VDunair(ae) C para-AC?.

» Lemma 4.4 (V [4]). p-VDypair(eae) € para-AC®.

5 Directed Graphs and Arbitrary Structures

The final class of logical structures we investigate in this paper are directed graphs. Inter-
estingly, from the viewpoint of quantifier patterns, this class of structures is as complex as
arbitrary logical structures.

» Theorem 5.1 (Complexity Trichotomy for p-VDg;i;(p)). Let p € {a,e}* be a pattern.
1. p-VDgir(p) C para-AC?, if p < e*a*.

2. p-VDgir(p) C para-AC?T but p-VDg;, (p) € para-ACY, if ae < p < e*a*e*.

3. p-VDair(p) contains a W[2]-hard problem, if aeca < p.

» Lemma 5.2.

. p-VDgir(e*a*) C para-AC.

. p-VDgir(e*a*e*) C para-ACOT,

. p-VDgir(ae) contains a problem not in para-ACP.
. p-VDair(aea) contains a W[2]-hard problem.

—

B W

Proof. Items 1 and 2 follow directly from Lemmas 3.4 and 3.6. Item 3 is shown in Lemma 5.3,
and Item 4 follows from Lemma 3.12. <

» Lemma 5.3 (V¥ [4]). p-VDai,(ae) € para-ACP.

6 Conclusion

In this paper, we fully classified the parameterized complexity of vertex deletion problems
where the target property is expressible by first-order formulas and where the inputs are basic
graphs, undirected graphs, directed graphs, or arbitrary logical structures. The classification
is based on the quantifier patterns of the formulas, and sheds additional light on the complexity
properties that emerge from these patterns: We have seen that while the tractability barrier is
the same for all logical structures, p-VDpasic(€*a*€*), p-VDynair(e*a*e*), p-vDgir (€*a*e*) and
P-VDa(e*a*e*) all being tractable and p-VDpasic(aea), p-VDunair(aea), p-vDgir(aea) as well
as p-VDab(aea) all containing intractable problems, in the tractable cases, basic, undirected
and directed graphs have provably different complexities, the latter coinciding with arbitrary
structures.
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The granularity we gained with the viewpoint of quantifier patterns could be useful
to examine the complexity of vertex deletions problems where the property is given by a
formula of a more expressive logic: For both monadic second-order logic (MsO) and existential
second-order logic (ESO), even the model checking problem becomes NP-hard. This would
allow us to express many more natural problems such as feedback vertex set, that have no
obvious formalization as a vertex deletion problem to plain FO-properties. Similarly, we could
allow extensions such as transitive closure or fixed point operators.

Compared to previous work on weighted definability, where the objective is to instantiate
a free set variable with at most, exactly, or at least k elements such that a formula holds, we
only considered deleting at most k elements. How does the complexity of vertex deletion
problems change, if we have to delete exactly k elements — or, for that matter, at least
k elements?
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