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Abstract
We initiate an in-depth proof-complexity analysis of polynomial calculus (Q-PC) for Quantified
Boolean Formulas (QBF). In the course of this we establish a tight proof-size characterisation of
Q-PC in terms of a suitable circuit model (polynomial decision lists). Using this correspondence
we show a size-degree relation for Q-PC, similar in spirit, yet different from the classic size-degree
formula for propositional PC by Impagliazzo, Pudlák and Sgall (1999).

We use the circuit characterisation together with the size-degree relation to obtain various new
lower bounds on proof size in Q-PC. This leads to incomparability results for Q-PC systems over
different fields.
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1 Introduction

Proof complexity studies the problem to understand the minimal size of proofs of specific
formulas in various formal proof systems. The field bears deep connections to computational
complexity [28,40], logic – mainly through the correspondence to bounded arithmetic [8,27,40]
– and has practical significance due to intricate relations to SAT solving [23]. In fact, proof
complexity is the main theoretical framework to assess the strength and limitations of solvers.

While traditionally proof complexity concentrated on propositional logic, there has been
intense work in the past two decades on proof complexity for further logics, most notably
for Quantified Boolean Formulas (QBF) [9], but also for other non-classical logics such as
modal and intuitionistic logics [19, 36, 46]. For QBF, one of the main drivers for the field has
been significant advances in QBF solving [18,44]. As in the propositional case, QBF proof
complexity provides the theoretical tools to model, assess and guide QBF solving [12, 21, 38].

In propositional proof complexity, various proof systems have been studied intensively,
including resolution, Frege systems, algebraic and geometric systems [40]. While resolution
has arguably received most attention – and underpins modern SAT solving in the form of
CDCL [2,5,42] – algebraic proof complexity has enjoyed a boost of interest in the past decade
with many strong results shown for Nullstellensatz, polynomial calculus (PC), sum of squares
(SOS), and very strong systems such as the ideal proof system (cf. e.g. [26,29,31,32,34,35,43]).
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27:2 Polynomial Calculus for Quantified Boolean Logic

Algebraic proof systems typically work with polynomials and the central system of polynomial
calculus [25] is a refutational proof system demonstrating that a given set of polynomial
equations does not admit a common solution.

Similarly, in QBF proof complexity there are many results on various QBF resolution
systems [4,9,11,14]. Yet, in stark contrast to the propositional case, information on algebraic
proof systems for QBF is rather scarce. A version of polynomial calculus for QBF – called
Q-PC here – is straightforward to define [13] as there is a general framework how to lift a
line-based propositional proof system P – fulfilling some modest closure properties – to a
quantified system Q-P by adding just one rule of universal reduction that allows to substitute
a universal variable u from a formula F (under the condition that u is quantified rightmost in
F ) [13]. This system Q-PC naturally works with polynomials as lines and provides a succinct
way to prove the falsity of QBFs. Hence we view this algebraic system as a refutational
system for QBFs. The existential and universal variables are therefore propositional and take
0/1 values in accordance with the QBF semantics, while intermediate values computed by
the polynomials can be arbitrary field elements, making proofs more succinct.

So far, the only information on proof size in Q-PC stems from the general semantic
technique of cost through the size-cost-capacity theorem from [10] which allows to obtain
lower bounds for QBF proof systems of bounded capacity (which applies to Q-PC as well
as to most QBF resolution systems). With the cost technique, QBFs become hard to prove
whenever the universal player needs large winning strategies (measured as the number of
different answers of the universal player in the game interpretation of QBFs) and these lower
bounds simultaneously hold in all QBF systems to which this technique is applicable. Hence
this method does not allow to separate QBF resolution from Q-PC, for example.

One key motivation to study algebraic proof systems in the propositional case is their
recently emerging connection to algebraic circuit complexity [31, 35, 43]. In general, a
correspondence between progress for lower bounds for circuit and proof size has often
been postulated (e.g. [6]), but formal connections for propositional proofs could not yet be
established outside the algebraic domain. In fact, it could be argued that this correspondence
perfectly works in the QBF setting: for QBF resolution – tightly corresponding to a version
of decision lists [11] – and for QBF Frege systems where proof size is characterised by circuit
size in Boolean circuits [13]. This is quite fruitful as it allows a direct transfer of known
circuit lower bounds to proof complexity, e.g. from AC0[p] to the corresponding system of
Q-AC0[p]-Frege [13, 47]. A similar transfer in the propositional case remains wide open.

Curiously, an analogous relation between algebraic circuits and algebraic QBF systems is
missing, whereas exactly in this algebraic case, some connections are known propositionally
[31,35,43], as mentioned above.

Our aim in this paper is to initiate a comprehensive analysis of the algebraic system
Q-PC. In the course of this investigation we achieve a circuit characterisation for Q-PC.
This leads to new lower bound techniques for proof size in Q-PC, which we apply to show a
number of new proof size lower bounds for this system.

Our contributions
A. Circuit characterisation for Q-PC. Our first result is a tight circuit characterisation
of Q-PC proof size by circuit size in an appropriate circuit model. The circuit model in
question is a generalisation of decision lists [45], which are lists of simple statements of the
form: If (condition on existential variables) Then (assignment to universal variables).
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The decision lists – termed PDLs here for polynomial decision lists – have polynomial
equations in existential variables as conditions and compute a complete assignment to the
universal variables. Semantically, a PDL for a quantified set of polynomial equations Φ
computes a countermodel for Φ in the two-player game semantics of QBFs.

We show that the minimal proof size for Φ (of bounded quantifier complexity) in Q-PC
is polynomially equivalent to the minimal size of a PDL for Φ. In fact, we show a more
general result that applies to a whole class of QBF proof systems with bounded capacity [10]
(and fulfilling some closure properties). The result is parameterised by the lines of the proof
system, which in turn correspond to the conditions in the decision lists. This generalises a
result for Q-Resolution [11] and lifts it to Q-PC.

B. Size-degree relation for Q-PC. Having the PDL characterisation in place, we can
obtain a size-degree result, relating minimal proof size in Q-PC to the minimal degree of
polynomials in the refutation. This is similar in spirit to the size-degree method known for
propositional PC [37], albeit the actual relation is different and includes the quantifier depth
of the QBF. Technically, the result is shown via the degree-preserving transfer from Q-PC to
PDLs and back explained above, together with an additional size-degree relation that we
show for PDLs. The technique is similar to a prior size-width result for Q-Resolution [11].

C. New lower bounds for Q-PC. Having both the PDL characterisation and size-degree
relation at hand opens the door to new lower bounds for degree and size in Q-PC.

Specifically, we show that the parity and more generally the modulo k functions modk
n

on n variables as well as the majority function majn all require high-degree PDLs over all
subfields of C. Using a general construction from [13,14] we can turn any Boolean function f

into a QBF Q-f that has f as its only countermodel. Together with our results above this
implies that the Q-modk

n and Q-majn QBFs require both linear degree and exponential
monomial size in Q-PC.

In addition to using the size-degree method to prove lower bounds for PDLs and hence
for Q-PC proofs, we show that for finite fields of characteristic p, PDLs can be efficiently
transformed into AC0[p] circuits. This allows to directly transfer circuit lower bounds of
[47] into Q-PC proof lower bounds. As a result, either if F and G are both finite fields of
different characteristics, or if F is finite and G is a subfield of C, then the systems Q-PC
over F and G are incomparable.

In fact, all our lower bounds are very strong as they apply to a succinct model of
QBF proof systems were propositional sub-derivations – for PC comprised of additions and
multiplications of polynomials – can be abbreviated as semantic entailment steps that are
checked with an NP oracle [17]. This implies that all our lower bounds and incomparability
results also hold in the traditional proof model with “unfolded” computations, but remain
even valid in the mentioned stronger NP oracle model.

Due to space constraints, some proofs are omitted.

2 Preliminaries

We assume familiarity with basic notions from computational complexity, cf. [1], as well as
from logic, cf. [39], and algebra, cf. [41], but define all specific concepts needed in this paper.

We consider propositional formulas φ built from constants 0, 1, connectors ¬, ∧, ∨, →, ↔,
and propositional variables. A literal is a variable v or its negation v. A clause is a disjunction
of literals, and a formula is in Conjunctive Normal Form (CNF) if it is a conjunction of

MFCS 2024



27:4 Polynomial Calculus for Quantified Boolean Logic

clauses. When V is a set of variables, a (partial) assignment to V is a (partial) function
α : V → {0, 1}. We write ⟨V ⟩ for the set of all complete assignments to V , and vars(φ) or
vars(α) for the set of all variables occurring in φ or α. For V ′ ⊆ V , we denote by α|V ′ the
restriction of α to the variables in V ′. We denote by φ[α] the formula φ where each variable
v ∈ vars(α) has been substituted by α(v), and by ϕ[v1/θ1, . . . , vk/θk] the formula φ where
variables vi have been substituted by formulas θi.

Circuit classes. We recall the definitions of standard circuit classes used in this paper. The
class AC0 contains all languages computable by polynomial-size circuits with gates ¬, ∨, ∧
with bounded depth and unbounded fan-in. The class AC0[p] additionally uses MODp gates
determining whether the sum of the inputs is 0 modulo p. P/poly uses circuits of polynomial
size but arbitrary depth. For an in-depth account on circuit complexity we refer to [48].

Proof systems. We refer to [28] for a formal definition of proof systems and only illuminate
certain restrictions. We only consider line-based proof systems where proofs consist of a
sequence of lines (in our case polynomials) that are derived with certain rules. A propositional
base system is a line-based proof system with certain very natural restrictions, formally defined
in [10]. All propositional proof systems discussed in this paper are base systems.

Polynomial Calculus. Polynomial Calculus (PC) [25] is an algebraic proof system showing
that a set of polynomials does not have common roots. For variables V = {v1, . . . , vn} over
a field F , its lines are polynomial equations 0 =

∑m
i=1 ci

∏
v∈Vi

v with m ∈ N, ci ∈ F, Vi ⊆ V .
A PC refutation starts with a set of polynomials, derives linear combinations of previous
polynomials, and ends with the contradiction 0 = 1. The size of a polynomial is its number
of monomials, and the size of a PC refutation is the sum of the sizes of its polynomials.

Here, we view PC as a propositional proof system, and allow only the values 0 and 1 for
each variable. This is ensured by including the Boolean axioms v2 − v = 0 for each v ∈ V .
In order to represent literals and clauses compactly, we introduce complementary variables v

that are required to have the value 1 − v, and introduce axioms v + v − 1 = 0.
Perhaps counterintuitively, a variable that is 0 in a polynomial corresponds to a proposi-

tional variable that is true, and 1 corresponds to false. We recall that a polynomial equation
is true if its polynomial equals 0. This way, a monomial corresponds to a clause containing
the same literals, and a CNF can be efficiently encoded as a set of monomial equations.

When p is a polynomial, v a variable, and c ∈ {0, 1}, we denote by p[v/c] the polynomial
p where v has been replaced by c and v by 1 − c.

Quantified Boolean Formulas. A (closed prenex) Quantified Boolean Formula (QBF) is a
formula Q ϕ where ϕ is a propositional formula and Q is the quantifier prefix that quantifies
all variables v in ϕ either existentially as ∃v or universally as ∀v. We typically use xi for
existentially quantified variables and ui for universally quantified variables. When a system
includes complementary variables v as in PC, those do not occur in the quantifier prefix.
Their values are determined by the corresponding variables v instead.

Whether a QBF is true or not can be defined recursively. The formula ∀u Q φ is true
if both Q φ[u = 0] and Q φ[u = 1] are true. The formula ∃x Q φ is true if at least one of
Q φ[x = 0] and Q φ[x = 1] is true. When a QBF proof system is derived from an algebraic
system such as PC, it nonetheless has these Boolean semantics.

In a fully quantified prenex QBF, the quantifier prefix determines a total order of the
variables. Given a variable v, we will sometimes refer to the variables preceding v in the
prefix as variables left of v; analogously we speak of the variables right of v.
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A QBF Q1x1 · · · Qkxk ϕ can be seen as a game between two players: universal (∀) and
existential (∃). In the i-th step of the game, the player Qi assigns a value to the variable xi.
The existential player wins if ϕ evaluates to 1 under the assignment constructed in the game.
The universal player wins if ϕ evaluates to 0. Given a universal variable u with index i, a
strategy for u is a function from all variables of index < i to {0, 1}. A QBF is false if and
only if there exists a winning strategy for the universal player, that is if the universal player
has a strategy for all universal variables that wins any possible game [1,33].

3 A general characterisation of Q-P proof size by decision lists

We start by characterising proof size in Q-PC by a suitable circuit model. In fact, we will
show a more general result that applies to a class of QBF proof systems which are lifted from
a propositional base system P to the QBF system Q-P . This lifting is done by adding the
∀red rule to the rules of P . The ∀red rule allows to derive l[µ] from a line l and a propositional
assignment µ to universal variables, as long as vars(µ) occur after all existential variables in
l in the quantifier prefix [13].

However, lower bounds for the resulting P + ∀red system are trivial to obtain from lower
bounds for P by existentially quantifying all variables. We are not too interested in such
bounds, but in “genuine” QBF lower bounds that arise from quantifier alternation (cf. [17,24]
for a longer discussion and details). In other words, we want to filter out any propositional
hardness in a QBF by ignoring purely propositional sub-derivations. For this, we introduce
the Sem rule for semantic steps. It can derive a line l from a line r if r |= l. In general this
inference step cannot be checked efficiently, but needs an NP oracle call [17]. Using Sem
steps also removes the need for any other propositional inference rules as these can be carried
out by Sem. We call the resulting system Q-P .

▶ Definition 1 (Q-P ). Let P be a propositional base system. The system Q-P is a refutational
proof system for QBF that has the same lines as P , and rules ∀red and Sem.

The system we are most interested in is Q-PC where the lines are polynomials. We
briefly review the semantics of this system. As specified in Definition 1, its only rules are
∀red and Sem. Its lines are polynomial equations with coefficients from a field F . The ∀red
rule can be applied to a polynomial p to obtain p[u/0] (which is p with variable u set to 0
and u set to 1) or p[u/1] (which is p with variable u set to 1 and u set to 0) as long as u is
quantified universally right of all existential variables in p. This also means that u cannot
be a complementary variable v. The Sem rule allows to derive polynomial equations that
semantically follow from previous equations, the Boolean axioms, and the v + v = 1 axioms.
Semantically, the variables can only take the values 0 or 1, and v must always take the value
1 − v. The propositional rules of PC can be added, but are not strictly needed and do not
shorten proofs in the presence of Sem.

We now define the circuit model that we will use for the characterisation of Q-P proof
size. The model is a variant of decision lists [10,45].

▶ Definition 2 (P -UDL). Let P be a base system and X, U sets of variables. A P -UDL of
length k is a sequence L = (p1, µ1), (p2, µ2), . . . , (pk, µk) where (pi) is a line of P , vars(pi) ⊆
X, µi ∈ ⟨U⟩ for each i ∈ [k] and pk = ⊤. It computes a function fL : ⟨X⟩ → ⟨U⟩ with
fL(α) = µj for the smallest j such that α |= pj.

Intuitively, a P -UDL checks conditions pj , which are negations of lines of P using only
existential variables and outputs a full assignment µj to the universal variables.

MFCS 2024



27:6 Polynomial Calculus for Quantified Boolean Logic

Again the main instantiation of this definition for us is to choose P as PC. To ease
notation we abbreviate PC-UDL by PDL for polynomial decision lists. The lines of PDLs
are then polynomials. As lines in PC are polynomials p with the implicit meaning of p = 0,
conditions in a PDL check that the polynomial is not zero. Hence a line p in a PDL becomes
active, if the p does not evaluate to 0 under the assignment.

We use P -UDLs to compute countermodels for QBFs. More formally, we say that a
P -UDL L is correct for a QBF Q.φ if it has all of the following properties:

All variables in X are existential variables of Q.
All universal variables of Q are in U .
Let α, β ∈ ⟨X⟩, u ∈ U . If fL(α) and fL(β) disagree on u, then α and β disagree on a
variable x ∈ X that occurs before u in Q.
For every α ∈ ⟨X⟩, α ∧ fL(α) falsifies φ.

For P -UDL L = (p1, µ1), . . . , (pkµk), we define the size of L, |L| =
∑k

i=1 sizeP (pi), where
sizeP corresponds to the respective size measure in the base system P . Additionally, the
length of L is defined as len(L) = k.

Our goal is to use P -UDLs to characterise the hardness of Q-P proofs on QBFs of constant
alternation depth, i.e. to show that there exists a short P -UDL for a QBF Φ if and only if
there exists a short Q-P proof of Φ.

From the definition of P -UDL, it is apparent that the size of P -UDL for a QBF Φ is
always at least as big as the size of the smallest countermodel of Φ, since each line always
assigns all universal variables. As such, P -UDL cannot possibly characterise proof size in Q-P
for all base systems P . In fact, we need three restrictions on Q-P for the characterisation to
work. Firstly, the negations of the lines of P must allow to succinctly represent assignments
to variables. Secondly, the base system P must be closed under disjunction, i.e. for two
arbitrary lines l and p of P , the disjunction l ∨ p is also a valid line in P with size O(|l| · |p|).

Thirdly, we require Q-P to have limited capacity. Capacity is a measure introduced in
[10], which counts how many different answers the universal player needs at most to respond
to one line in a Q-P proof π. In particular, we require that the capacity of Q-P is at most
polynomial in the size of π for all proofs π. For the formal definition of capacity, we refer to
[10]. We remark that Q-PC and Q-Res (as well as the QBF cutting planes system Q-CP) all
have bounded capacity [10].

We are now ready to characterise proof size in Q-P by the size of P-UDLs.

▶ Theorem 3. Let P be a line-based, propositional proof system, where the lines are closed
under disjunction, such that Q-P has at most polynomial capacity. Then for QBFs Φ with
bounded quantifier alternation depth, we can efficiently transform a P -UDL for Φ into a
Q-P refutation for Φ and vice versa. In particular, the minimal size of a P -UDL for Φ is
polynomially equivalent to the size of the minimal Q-P refutation for Φ.

Proof sketch. The proof outline follows [11]. From Q-P to P -UDL. Let a QBF Φ of
alternation depth d and a Q-P refutation π of Φ be given. Using bounded capacity, we can
show that w.l.o.g. π always uses universal reductions on entire blocks of universal variables.
Employing the paradigm of strategy extraction [3, 11, 30], we can extract a set of P -decision
lists computing a countermodel of Φ from π. Each of these decision lists computes the
universal strategy for one of the universal blocks and has size at most |π|. We combine these
decision lists to a single decision list, whose size is at most the product of the sizes of the
original lists, using the direct product construction from [11]. The resulting decision list
computes the correct function and is a P -UDL. Since there are d decision lists of size |π|,
the computed P -UDL has size O(|π|d).
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From P -UDL to Q-P . Let a QBF Φ of alternation depth d and a P -UDL L computing a
countermodel of Φ be given. We define the entailment sequence E of L recursively in d.

if d = 1, E(L) := ε1 ∨ µ1, . . . , εs ∨ µs

if d ≥ 2, for each i ∈ [s] define Li as the list obtained from L by replacing the first i − 1
existential terms by their X1 components and setting all U1 components to µi|U1 . E(L)
is the sequence π1, . . . , πs, where πi := (εi|X1 ∨ µi|U1) ⊗ E(Li[α]) and α is some arbitrary
but fixed assignment on X1 ∪ U1 satisfying εi|X1 ∧ µi|U1 .

Here, the ⊗-operator between a line of P and the entailment sequence defines an ele-
mentwise disjunction between the line and each element in the entailment sequence, i.e.
ℓ ⊗ (c1, c2, . . . , cr) = (ℓ ∨ c1, ℓ ∨ c2, . . . , ℓ ∨ cr). For a line ℓ, we call red(ℓ) the line obtained by
using universal reduction on ℓ by some specific universal assignment. Since negations of lines
of P can succinctly represent assignments, µi can be represented in P . If E(L) = (c1, . . . , cr),
then (c1, red(c1), c2, red(c2), . . . , cr, red(cr)) is a Q-P refutation of Φ. ◀

This reproves a characterisation of QBF resolution by decision lists from [11]. The main
application for us is polynomial calculus (PC) for which this result is new. PC has a capacity
of

√
n, where n is the size of the proof [10]. Additionally, PC is closed under disjunctions as

the disjunction of two lines can be expressed as the product of the respective polynomials.
The size of the disjunction is the product of the sizes of the original lines.

▶ Corollary 4. For QBFs of bounded quantifier depth, the minimal size of Q-PC proofs and
the minimal PDL sizes are polynomially equivalent.

4 Size-degree bounds for polynomial calculus in QBF

Using the connection between Q-PC and PDLs from Corollary 4, we now aim to show lower
bounds for Q-PC by proving lower bounds for PDLs. The latter task will be simplified by a
relation between PDL size and PDL degree, which is measured as the maximal degree of
the polynomial conditions in the PDL. As these polynomials are just defined in existential
variables, it makes sense to define the existential degree for PDLs and Q-PC refutations.
This is in line with an analogous definition of existential width for Q-Resolution [11,15].

▶ Definition 5 (Existential degree of a Q-PC refutation). Let f = ∃X1∀U1 · · · ∃Xd+1.φ,
π = (π1, . . . , πs) be a Q-PC refutation of f and X =

⋃d
i=1 Xi. The existential degree deg∃

of f is defined as deg∃(π) = maxi∈[s] deg(πi|X).

Analogously, the degree of a PDL L is defined as the maximal degree of all queries in L. We
can show a size-degree relation for PDLs.

▶ Theorem 6. Let f be a multi-output Boolean function with n input variables. If f is
computed by a PDL of size s, it is also computed by a PDL of degree O(

√
n log s).

In essence, the proof of this theorem is the same as the original size-degree result for
propositional polynomial calculus by Impagliazzo, Pudlák and Sgall [37] (cf. also [7, 22] for
similar arguments). Equivalently, a function f that can only be computed by PDLs of degree
at least k needs PDLs of size exp(Ω( k2

n )).
We can use this size-degree relation for PDLs to obtain a size-degree relation on Q-PC.

▶ Theorem 7. Let f be a QBF with n variables of alternation depth d such that every Q-PC
proof has existential degree at least k. Then every Q-PC proof has size at least exp(Ω( k2

d3n )).
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27:8 Polynomial Calculus for Quantified Boolean Logic

Proof. Let f = ∃X1∀U1 · · · ∃Xd+1.φ, X =
⋃d

i=1 Xi the set of existential variables except
the last block and |X| = v. Additionally, let π be a shortest Q-PC refutation of f . Using
Corollary 4, π can be transformed into a PDL L of size at most |π|d. With Theorem 6, L

can then be transformed into a PDL M with degree at most O(
√

dv log|π|). Transforming
M back into a Q-PC proof with Corollary 4 results in a proof π′ with degree at most
k = O(d

√
dv log|π|). Solving this equation for |π| yields the result. ◀

The proof is similar to Theorem 6.2 in [11]. In contrast to the size-degree relation from [37],
Theorem 7 includes the quantifier depth of the QBF, but not the initial degree of the QBF.

In the rest of this section, we will explore specific lower bounds for the degree of PDLs.
We will first show degree lower bounds for PDLs computing specific functions and then turn
this into Q-PC size lower bounds for related QBFs.

4.1 Parity and mod functions require PDLs of high degree
Let parn(x1, . . . , xn) =

⊕n
i=1 xn be the parity function. Lower bounds for this function only

hold for PDLs over certain fields; in fact, parn is just the sum of input variables in fields of
characteristic 2, and is therefore trivial for PDLs over those fields. However, it seems to be
hard in fields of characteristic 0. We prove a lower bound for C and its subfields.

▶ Proposition 8. A PDL with polynomials over a subfield of C computing parn has degree
at least n

2 .

Proof. We consider the first line of the PDL and assume without loss of generality that it
has output 1.1

Let p be the first line’s polynomial and d its degree. Let X = {x1, . . . , xn}. We can
assume that there is a w ∈ ⟨X⟩ with p(w) ̸= 0 or we could omit the first line. However,
to avoid giving any wrong answers, for every a ∈ ⟨X⟩ with parn(a) = 0, it must hold that
p(a) = 0.

We compute the complex conjugate p∗ by conjugating every coefficient. Because we only
evaluate the polynomials on real numbers (specifically 0 and 1), we know that p∗(a) = (p(a))∗

for every a ∈ ⟨X⟩. We define q := p · p∗ and note that deg(q) ≤ 2d and for all a ∈ ⟨X⟩,
q(a) = p(a) · p(a)∗ ∈ R≥0.

For a polynomial r, define the function

s(r) :=
∑

a∈⟨X⟩
par(a)=1

r(a) −
∑

a∈⟨X⟩
par(a)=0

r(a)

which is linear with respect to r. If r is a monomial that does not contain the variable x,

s(r) =
∑

a∈⟨X\{x}⟩
b∈⟨{x}⟩

par(a,b)=1

r(a, b) −
∑

a∈⟨X\{x}⟩
b∈⟨{x}⟩

par(a,b)=0

r(a, b) =
∑

a∈⟨X\{x}⟩
b∈⟨{x}⟩

par(a,b)=1

r(a) −
∑

a∈⟨X\{x}⟩
b∈⟨{x}⟩

par(a,b)=0

r(a)

=

 ∑
a∈⟨X\{x}⟩

par(a)=1

r(a) +
∑

a∈⟨X\{x}⟩
par(a)=0

r(a)

 −

 ∑
a∈⟨X\{x}⟩

par(a)=0

r(a) +
∑

a∈⟨X\{x}⟩
par(a)=1

r(a)


= 0.

1 If it has output 0, we can invert all outputs in the PDL and replace every occurence of x1 with 1−x1. This
does not change its degree, and the resulting PDL computes ¬parn(x1, x2, . . . , xn) = parn(x1, . . . , xn).
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Because s is linear, s(r) = 0 also holds for any polynomial r of degree < n.
To obtain a value of s(q), we use that∑

a∈⟨X⟩
par(a)=1

q(a) > 0 and
∑

a∈⟨X⟩
par(a)=0

q(a) = 0

(in the left equation, none of the summands are negative; one of them is q(w) = |p(w)|2 > 0).
Consequently, s(q) > 0 and deg(q) ≥ n, so using deg(q) ≤ 2d we conclude that d ≥ n

2 . ◀

To turn this lower bound into a Q-PC bound we need QBFs based on the parity function.
For this we describe a general transformation originating from [13,14] to construct QBFs that
are false, but force the universal player to use a unique strategy by computing a particular
function f . We define the QBF Q-f :

▶ Definition 9 (Q-f). Let f : ⟨X⟩ → ⟨U⟩ be a function that is computed by a P/poly
circuit C. Then Q-f := ∃X∀U∃T φ where φ is the Tseitin transformation of the circuit
U ̸= C(X), and T is the corresponding set of auxiliary Tseitin variables.

In our case above, f is parn and C is a simple P/poly circuit for parn. The existential player
wins if and only if the circuit U ̸= C(X) yields true, after the assignments to X and U were
chosen by the respective players. The universal player therefore has the unique winning
strategy of playing U = f(X).

From Proposition 8 together with the size-degree relation for PDLs (Theorem 6) and the
efficient transformation into Q-PC (Theorem 3) we obtain:

▶ Corollary 10. Q-PC refutations over a subfield of C of Q-parn require size exp(Ω(n)).

We can generalise this to the modulo k functions. Let modk
n(x1, . . . , xn) = 1 if and only if∑n

i=1 xi ≡ 0 mod k (otherwise it is 0). With a similar, but somewhat more technical proof
than for Proposition 8 we can show:

▶ Proposition 11. A PDL with polynomials over a subfield of C computing modk
n has degree

at least 1
2

⌊
n

(k−1)

⌋
.

Consequently, the Q-modk
n QBFs are hard for Q-PC over C.

▶ Corollary 12. Q-PC refutations over a subfield of C of Q-modk
n have size exp(Ω( n

k )).

4.2 Majority PDLs have high degree
Next we want to show degree lower bounds for PDLs that compute the majority functions
majn(x1, . . . , xn), which evaluate to one, if and only if

∑n
i=1 xi ≥ n

2 . In contrast to the parn

and modk
n functions, this lower bound does not depend on the underlying field. We start by

proving a useful lemma about PDLs:

▶ Lemma 13. Let X = {x1, . . . , xn}, α ∈ ⟨X⟩ a complete assignment and p a polynomial
with variables in X that is not the constant 0. There is an assignment β ∈ ⟨X⟩ such that α

and β only differ in at most deg(p) variables, and p(β) ̸= 0.

Proof. We start by taking p and constructing an equivalent polynomial q that contains
no variables according to their polarity in α: when α(x) = 0, we replace x by 1 − x, and
when α(x) = 1, we replace x by 1 − x. Let m be one of the lowest-degree monomials in
q, and β the assignment that satisfies every literal in m, and assigns every other variable

MFCS 2024
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according to α. Note that α and β only differ in at most deg(m) ≤ deg(q) = deg(p) variables.
Because m has minimal degree, every other monomial in q contains a variable v /∈ vars(m),
so β(v) = α(v). Because v only occurs in the polarity opposite of α(v), β does not satisfy
that other monomial. Therefore, 0 ̸= m(β) = q(β) = p(β). ◀

With this, we can show the lower bound fairly easily:

▶ Proposition 14. A PDL computing majn(x1, . . . , xn) has degree at least n
2 .

Proof. Let L be such a PDL, d its degree, and p its first polynomial. We also define
X := {x1, . . . , xn}. If the first line of L has output 1, let α be the assignment that assigns
all xi = 0, and apply Lemma 13. Because p(β) ̸= 0 and L is correct, we obtain majn(β) = 1.
So β has to assign 1 to at least n

2 variables and thus differs from α in at least n
2 variables.

Therefore, n
2 ≤ deg(p) ≤ d. If the first line has output 0 instead, let α be the assignment

that assigns all xi = 1. Lemma 13 yields an assignment β with p(β) ̸= 0, so majn(β) = 0
and β has to assign 0 to at least n

2 variables. Therefore, n
2 ≤ deg(p) ≤ d. ◀

▶ Corollary 15. Q-PC refutations of Q-majn have size exp(Ω(n)).

4.3 Limits of the size-degree method
While the size-degree technique is useful for showing several lower bounds as demonstrated
above, it does not capture all nuances of PDL size. We will illustrate this by constructing
two functions, each having n2 variables and requiring PDLs of degree n. For these values,
Theorem 6 does not yield any useful lower bound. Indeed, one of the functions requires
PDLs of size exp(Ω(n)), while for the other one, size O(n) is sufficient.

▶ Theorem 16. Given a function f , the minimal size of its PDLs is not solely determined
by its number of variables and minimal PDL degree. In particular, there are families of
functions fn and gn, each with n2 input variables and minimal PDL degree n, such that fn

has PDLs of size O(n) and gn requires PDLs of size exp(Ω(n)).

In order to prove this, we introduce examples for those functions g and f . We define the
square-majority function as sqmn(x1, . . . , xn2) = 1 if and only if

∑n2

i=1 xi ≥ n, otherwise 0.

▶ Lemma 17. The sqmn function can be computed by PDLs of degree n, but not by PDLs
of smaller degree. It requires PDLs of size exp(Ω(n)).

The lower bound on the size of PDLs for sqm already cannot be shown by Theorem 6.
This raises the question of whether our size-degree relation is simply too weak, and whether
we could obtain a stronger one that can capture the complexity of the sqm function. It
turns out that this is not the case: there are functions with the same degree and number of
variables, but smaller decision lists. The complexity of the sqm function cannot be derived
from its degree and number of variables alone.

To obtain such a function, let X = {xj
i | i, j ∈ {1, . . . , n}} and fn(X) :=

∨n
i=1

∧n
j=1 xj

i .

▶ Lemma 18. The function fn defined above can be computed by PDLs of degree n and size
O(n), but not by PDLs of smaller degree.

Proof of Theorem 16. Let fn be the function defined above, and gn = sqmn. The statement
follows directly from Lemmas 17 and 18. ◀
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5 Converting PDLs into Boolean circuits

We now establish a different lower bound method for Q-PC that directly imports circuit
lower bounds. For this we show a connection between PDLs over finite fields and AC0[p]
circuits. First we convert PDLs over a finite field to PDLs over a prime-order finite field.

▶ Lemma 19. Let p be a prime, k, l, m ∈ N≥1 and L a PDL of length l and size m over the
finite field Fpk . Then L can be converted into a PDL of length k · l and size k · m over the
finite field Fp that computes the same function.

This lemma is based on the fact that Fpk has the structure of a k-dimensional Fp vector
space with respect to addition. An equation in Fpk that does not use multiplication can
therefore be split up into k equations in Fp. The only multiplication that occurs in the
polynomials of a PDL is between coefficients and the corresponding unit monomials, and
those unit monomials can only be 1 or 0. We can use this to convert each line of a PDL over
Fpk into k lines over Fp.

We will now efficiently convert PDLs over Fp for primes p into AC0[p] circuits.

▶ Proposition 20. Let f : {0, 1}n → {0, 1}s be a function that is computed by a PDL of size
m over a finite field Fp. Then f can be computed by an AC0[p] circuit of depth 6 with only
O(pm + s) AND or OR gates.

Proof. We construct the circuit iteratively starting at the inputs and ending at the output.
At each layer, we describe the semantics of the newly-added circuit gates.

Start with v input gates for the variables.
Add v NOT gates, each negating one of the variables. All literals are now represented in
the circuit.
Consider each monomial c ·

∏
i ti where c ∈ Fp and the ti are literals. Add c identical AND

gates with all the ti as inputs. The sum of the outputs of these gates will be equivalent
to the value of the monomial. Because each c < p, the total number of these gates is
smaller than pm.
For each line, add a MODp gate over all the AND gates of its monomials. The sum of its
inputs will be equivalent to the sum of the values of its monomials, so its output indicates
whether the polynomial equation holds in Fp.
For each line, add a NOT gate negating the MODp gate.
For each line, add an AND gate that checks if all polynomial equations of previous lines
hold, but the equation of the current line does not. Its output indicates whether this
line’s output value is active.
Finally, for each output variable z add an OR gate connecting the AND gates of those
lines whose output sets z = 1. Its output indicates whether the PDL sets z = 1, it is the
output of the circuit for variable z.

This circuit has depth 6 and at most O(pm + s) AND or OR gates. ◀

Using Lemma 19 we can extend this result to fields Fpk :

▶ Corollary 21. Let f : {0, 1}n → {0, 1}s be a function that is computed by a PDL of size m

over a finite field Fpk . Then f can be computed by an AC0[p] circuit of depth 6 with only
O(pmk + s) AND or OR gates.

This corollary allows us to lift lower bounds for AC0[p] circuits to PDLs over finite fields.
We cite such a circuit lower bound by Smolensky [47]. Let p be a prime and r not a power
of p. An AC0[p] circuit of depth k that computes modr

n requires exp(Ω(n 1
2k )) AND or OR

gates. Using Corollary 21 we can apply this result to PDLs:
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▶ Corollary 22. Let p, r be distinct primes. A PDL over the finite field Fpk that computes
modr

n needs size exp(Ω( 12
√

n − log(pk))).

We also want to apply these results to another class of functions that we call balance.
balance2n(x1, x2, . . . , x2n) = 1 if and only if

∑
xi = n, else it is zero.

We now show that PDLs for the balance function can be transformed into AC0[p] circuits
for the function modq

n with arbitrary q.

▶ Proposition 23. If there is a PDL of size m over Fp that computes balance2n, then modq
n

can be computed by an AC0[p] circuit of depth 8 that uses only O(pnm) AND or OR gates.

Proof. Let R = {q · i | i ∈ Z, 0 ≤ q · i ≤ n} = qZ ∩ [0; n], and note that |R| =
⌈

n+1
q

⌉
. When

exactly k of the variables x1, . . . , xn are true, then modq
n(x1 . . . , xn) = 1 if and only if k ∈ R.

Using Proposition 20 we can obtain a circuit that computes balance2n with pm + l AND
gates and one OR gate. We instantiate this circuit once for each k ∈ R, replacing the 2n

inputs with n actual inputs x1, . . . , xn, as well as k constants 0 and n − k constants 1. The
output of such an instance is 1 if and only if k of the actual inputs are 1. We use a single
OR gate over all these outputs to obtain modq

n(x1 . . . , xn). The total number of AND or OR
gates is |R|(pm + l) + 1 =

⌈
n+1

q

⌉
(pm + l) + 1 ≤ (n + 1)(p + 1)m + 1. ◀

▶ Corollary 24. The balance formulas require exponential-sized PDLs over finite fields.

We can now show that many of the systems Q-PC over different fields are incomparable.

▶ Theorem 25. Let F be a finite field, and G either a finite field with different characteristic,
or a subfield of C. Then the Q-PC systems over F and G are incomparable.

Proof. Because PC systems and PDLs are polynomially equivalent, we can use exponential
separations between the respective PDLs to obtain the result. Let p and q be the characterist-
ics of F and G, respectively. The function modp

n is trivial for PDLs over F and requires only
linear size. However, it requires exponential-sized PDLs over G, either due to Corollary 12
(if G is a finite field) or due to Corollary 22 (if G is a subfield of C).

If G is a finite field, the function modq
n requires exponential-size PDLs over F and only

linear-size PDLs over G. If G is a subfield of C, the balancen functions can be computed in
linear size by PDLs over G, but require exponential-size PDLs over F by Corollary 24. ◀

6 Conclusion

While we concentrated on Q-PC in this paper, it is interesting to explore the wider con-
sequences of our P -UDL characterisation in Theorem 3 for further proof systems Q-P .
Besides PC and Res, the most studied base systems are arguably Cutting Planes (CP) and
the various C-Frege systems, where C is some circuit class, e.g. AC0, NC1 or P/poly.

While Q-CP has polynomial capacity (the capacity is 1) [10], the lines are not closed
under disjunction. Hence we cannot use Theorem 3 to obtain a CP-UDL characterisation.
We leave open, whether the result itself does not hold or if it only requires a different proof.

For Q-C-Frege, we cannot use Theorem 3 either. Here the lines are closed under disjunction,
but the capacity is exponential. However, it is known that the circuit class C itself, which
is a strictly stronger model than C-UDL, tightly characterises Q-C-Frege [20]. As such, the
equivalence between C-UDLs and Q-C-Frege fails.

Interestingly, if we consider treelike Q-C-Frege systems, the C-UDL characterisation does
hold, even though the capacity is still superpolynomial. Intuitively, this could be explained by
the fact that limited capacity is only required for blockwise reductions, and such reductions
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can (possibly) be obtained by combining reductions along a path in the proof-tree. We prove
the result even without using Theorem 3, as a direct proof is straightforward to obtain using
a previous characterisation of treelike Q-C-Frege from [16]. We just state the result.

▶ Theorem 26. For a circuit class C and a QBF family, the minimal sizes of Q-C-Fregetree
proofs and the minimal C-UDL sizes are polynomially bounded by each other.

Interestingly, this result even holds for QBFs with unbounded quantifier alternation. We
leave open whether similar characterisations can be obtained for daglike systems Q-P on
formulas with unbounded alternation depth.
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