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Abstract
Which dynamic queries can be maintained efficiently? For constant-size changes, it is known that
constant-depth circuits or, equivalently, first-order updates suffice for maintaining many important
queries, among them reachability, tree isomorphism, and the word problem for context-free languages.
In other words, these queries are in the dynamic complexity class DynFO. We show that most of
the existing results for constant-size changes can be recovered for batch changes of polylogarithmic
size if one allows circuits of depth O(log log n) or, equivalently, first-order updates that are iterated
O(log log n) times.
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1 Introduction

Dynamic descriptive complexity [23, 10] is a framework for studying the amount of resources
that are necessary to maintain the result of a query when the input changes slightly, possibly
using additional auxiliary data (which needs to be maintained as well). Its main class DynFO
contains all queries for which the update of the query result (and possibly of further useful
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auxiliary data) can be expressed in first-order logic FO. Equivalently1, the updates can be
computed using (DLOGTIME) uniform circuits with constant-depth and polynomial size that
consist of ¬- as well as ∧- and ∨-gates with unbounded fan-in, that is, within uniform AC0.

It is known that many important queries can be maintained in DynFO if only one bit of the
input changes in every step. This includes reachability for acyclic graphs [11, 23], undirected
graphs [23, 12, 17], and general directed graphs [6], tree isomorphism [14] and every problem
definable in monadic second-order logic MSO for graphs of bounded treewidth [8], all under
insertions and deletions of single edges. Also, membership in context-free languages can be
maintained under changes of single positions of the input word [15].

Some of these results have been extended to changes beyond single-bit changes: reachability
in undirected graphs is in DynFO if simultaneously polylog(n) = (log n)O(1) edges can be
inserted or deleted [7], where n is the size of the graph; regular languages are in DynFO
under changes of polylog(n) positions at once [24]. Reachability in directed graphs can be
maintained under insertions and deletions of O( log n

log log n ) many edges [9].
Thus, only for few problems it is known that changes of polylogarithmic size (or: even

non-constant size) can be handled in DynFO, or, equivalently, by AC0-updates. Trivially, if a
problem can be maintained in DynFO under single-bit changes it can also be maintained under
polylog(n) changes using AC-circuits of polylog(n)-depth. This is achieved by processing the
changed bits “sequentially” by “stacking” polylog(n) copies of the constant-depth circuit for
processing single-bit changes.

The starting point for the present paper is the question which problems can be maintained
by AC-circuits of less than polylog(n) depth under polylog(n)-sized changes, in particular
which of the problems known to be in DynFO under single-bit changes. The answer is short:
for almost all of them circuits of depth O(log log n) suffice.

A first observation is that directed reachability under polylogarithmic changes can be
maintained by AC-circuits of depth O(log log n). This can be derived by analyzing the
proof from [9] (see Section 3). For this reason, we introduce the dynamic complexity class2

DynFOLL of problems that can be maintained using circuits with polynomial size and depth
O(log log n) or, equivalently, by first-order formulas that are iterated O(log log n) times. We
investigate its power when changes affect polylog(n) input bits and prove that almost all
problems known to be maintainable in DynFO for constant-size changes fall into this class
for changes of polylog(n)-size, see Table 1. One important problem left open is whether all
MSO-definable queries for bounded treewidth graphs can be maintained in DynFOLL under
polylog(n) changes. We present an intermediate result and show that tree decompositions
can be maintained within DynFOLL (see Section 5).

This power of depth-O(log log n) update circuits came as a surprise to us. Statically,
circuits of this depth and polynomial size still cannot compute the parity of n bits due
to Håstad’s famous lower bound for parity: depth-(d + 1) AC-circuits with alternating ∧-
and ∨-layers require 2Ω(n1/d) gates for computing parity (see, e.g., [20, Theorem 12.3]).
Dynamically, while such update circuits are powerful for changes of non-constant size, they
seem to provide not much more power for single-bit changes. As an example, the parity-exists
query from [26] is conjectured to not be in DynFO, and it also cannot easily be seen to be in
DynFOLL.

1 assuming that first-order formulas have access to numeric predicates ≤, +, ×
2 The class could equally well be called (uniform) DynAC[log log n]. We opted for the name DynFOLL as

it extends DynFO and its static variant was introduced as FOLL [2].
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Table 1 Overview of results for DynFO and DynFOLL. Entries indicate the size of changes that
can be handled by DynFO and DynFOLL programs, respectively.

Dynamic query DynFO DynFOLL
reachability

general graphs O( log n
log log n

) [9] (log n)O(1) (Theorem 3)
undirected graphs (log n)O(1) [7] (log n)O(log log n) (Theorem 4)
acyclic graphs O( log n

log log n
) [9] (log n)O(1) (Theorem 3)

distances
general graphs open open
undirected graphs O(1) [17] (log n)O(1) (Theorem 6)
acyclic graphs O(1) (log n)O(1) (Theorem 6)

bounded tree width
tree decomposition open (log n)O(1) (Theorem 16)
MSO properties O(1) [8] O(1)

other graph problems
tree isomorphism O(1) [14] (log n)O(1) (Theorem 12)
minimum spanning forest (log n)O(1) (Theorem 5) (log n)O(log log n) (Theorem 5)
maximal matching O(1) [23] (log n)O(1) (Theorem 5)
(δ + 1)-colouring (log n)O(1) (Theorem 5) n2 (static, [16])

word problem
regular languages (log n)O(1) [24] (log n)O(log log n) (Theorem 4)
context-free languages O(1) [15] (log n)O(1) (Theorem 9)

The obtained bounds are almost optimal. For all mentioned problems, DynFO can
handle changes of size at most polylog(n) and DynFOLL can handle changes of size at most
(log n)O(log log n). This is an immediate consequence of Håstad’s lower bound for parity and
standard reductions from parity to these problems. For the queries that are known to be
maintainable under polylog(n) changes in DynFO, we show that they can be maintained
under (log n)O(log log n) changes in DynFOLL.

Our results rely on two main techniques for handling changes of polylogarithmic size:
In the small-structure technique (see Section 3), it is exploited that on structures of
polylogarithmic size, depth-O(log log n) circuits have the power of NC2 circuits. Dynamic
programs that use this technique first construct a substructure of polylogarithmic size
depending on the changes and the current auxiliary data, then perform a NC2-computation
on this structure, and finally combine the result with the rest of the current auxiliary data
to obtain the new auxiliary data. This technique is a slight generalization of previously
used techniques for DynFO.
In the hierarchical technique (see Section 4), it is exploited that auxiliary data used in
dynamic programs is often “composable”. Dynamic programs that use this technique first
construct polynomially many structures depending on the current auxiliary data, each of
them associated with one of the changes (in some cases, known dynamic programs for
single changes can be exploited for this step). Then, in O(log log n) rounds, structures are
combined hierarchically such that after ℓ rounds the program has computed polynomially
many structures, each associated with 2ℓ changes.

2 Preliminaries and setting

We introduce some notions of finite model theory, circuit complexity and the dynamic
complexity framework.

MFCS 2024
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Finite model theory & circuit complexity. A (relational) schema σ is a set of relation
symbols and constant symbols. A relational structure S over a schema σ consists of a finite
domain D, relations RS ⊆ Dk for every k-ary relation symbol R ∈ σ, and interpretations
cS ∈ D of every constant symbol c ∈ σ. We assume in this work that every structure has a
linear order ≤ on its domain. We can therefore identify D with the set {0, . . . , n − 1}.

First-order logic FO is defined in the usual way. Following [19], we allow first-order formulas
to access the linear order on the structures and corresponding relations + and × encoding
addition and multiplication. We write FO(≤, +, ×) to make this explicit. FO(≤, +, ×) can
express iterated addition and iterated multiplication for polylogarithmically many numbers
that consist of polylog(n) bits, see [18, Theorem 5.1].

First-order logic with ≤, +, × is equivalent to (DLOGTIME) uniform AC0, the class of
problems decidable by uniform families of constant-depth circuits with polynomially many
“not”-, “and”- and “or”-gates with unbounded fan-in. We write AC[f(n)] for the class that
allows for polynomial-sized circuits of depth O(f(n)), where n is the number of input bits.
For polynomially bounded and first-order constructible functions f , the class AC[f(n)] is
equal to IND[f(n)], the class of problems that can be expressed by inductively applying an
FO(≤, +, ×) formula O(f(n)) times [19, Theorem 5.22]. So, we can think of an AC[f(n)]
circuit as being a stack of O(f(n)) copies of some AC0 circuit. The class FOLL, see [2], is
defined as IND[log log n] = AC[log log n].

The circuit complexity classes uniform NCi and SACi are defined via uniform circuits
of polynomial size and depth O((log n)i); besides “not”-gates, NC circuits use “and”- and
“or”-gates with fan-in 2, SAC circuits allow for “or”-gates with unbounded fan-in.

Dynamic complexity. The goal of a dynamic program Π is to maintain the result of a query
applied to an input structure I that is subject to changes. In this paper, we consider changes
of the form insR(P ), the insertion of a set P of tuples into the relation R of I, and delR(P ),
the deletion of the set P from R. We usually restrict the size of the set P to be bounded
by a function s(n), where n is the size of the domain of I. Most of the time, the bound is
polylogarithmic in n, so s(n) = log(n)c for some constant c. A pair (Q, ∆) of a query Q and
a set ∆ of (size-bounded) change operation insR, delR is called a dynamic query.

To maintain some dynamic query over σ-structures, for some schema σ, Π stores and
updates a set A of auxiliary relations over some schema σaux and over the same domain as the
input structure. For every auxiliary relation symbol A ∈ σaux and every change operation δ,
Π has an update program φA

δ (x̄), which can access input and auxiliary relations. Whenever
an input structure I is changed by a change δ(P ), resulting in the structure I ′, the new
auxiliary relation AA′ in the updated auxiliary structure A′ consists of all tuples ā such that
φA

δ (ā) is satisfied in the structure (I ′, A).

We say that a dynamic program Π maintains a dynamic query (Q, ∆), if after applying
a sequence α of changes over ∆ to an initial structure I0 and applying the corresponding
update programs to (I0, A0), where A0 is an initial auxiliary structure, a dedicated auxiliary
relation is always equal to the result of evaluating Q on the current input structure. Following
Patnaik and Immerman [23], we demand that the initial input structure I0 is empty, so, has
empty relations. The initial auxiliary structure is over the same domain as I0 and is defined
from I0 by some first-order definable initialization.



S. Datta, A. Khan, A. Mukherjee, F. Tschirbs, N. Vortmeier, and T. Zeume 46:5

The class DynFO is the class of all dynamic queries that are maintained by a dynamic
program with FO(≤, +, ×) formulas as update programs3. Equivalently, we can think of the
update programs as being AC0 circuits. The class DynFO[f(n)] allows for AC[f(n)] circuits
as update programs. We often use the equivalence AC[f(n)] = IND[f(n)] and think of update
programs that apply an FO(≤, +, ×) update formula f(n) times. In this paper, we are
particularly interested in the class DynFOLL = DynFO[log log n].

3 The small-structure technique

The small-structure technique has been used for obtaining maintenance results for DynFO for
non-constant size changes [7, 24]. The idea is simple: for changes of size m, (1) compute a
structure with a domain of size roughly m, depending on the changes and the current auxiliary
data, then (2) compute information about this structure (as m ≪ n, this computation can
be more powerful than AC0), and (3) combine the result with the current auxiliary data to
obtain the new auxiliary data.

For DynFO and changes of polylogarithmic size, one can use SAC1-computations in
step (2), as formalized in the next lemma.

▶ Lemma 1 ([24, Corollary 3]). Let Q be a k-ary query on σ-structures, for some k ∈ N. If Q

is uniform SAC1-computable, then there is an FO(≤, +, ×) formula φ over schema σ ∪ {C}
such that for any σ-structure S with n elements, any subset C of its domain of size polylog(n)
and any k-tuple ā ∈ Ck it holds that: ā ∈ Q(S[C]) if and only if (S, C) |= φ(ā). Here, S[C]
denotes the substructure of S induced by C.

For DynFOLL, this generalizes in two directions: (a) for structures of size polylog(n)
one can use NC2-computations, (b) for structures of size (log n)O(log log n) one can use SAC1-
computations. This is captured by the following lemma.

▶ Lemma 2. Let Q be a k-ary query on σ-structures, for some k ∈ N.
(a) If Q is uniform NC2-computable, then there is an FOLL formula φ over schema σ ∪ {C}

such that for any σ-structure S with n elements, any subset C of its domain of size
polylog(n) and any k-tuple ā ∈ Ck it holds that: ā ∈ Q(S[C]) if and only if (S, C) |= φ(ā).

(b) If Q is uniform SAC1-computable, then there is an FOLL formula φ over schema σ ∪ {C}
such that for any σ-structure S with n elements, any subset C of its domain of size
(log n)O(log log n) and any k-tuple ā ∈ Ck it holds that: ā ∈ Q(S[C]) if and only if
(S, C) |= φ(ā).

Proof.
(a) Let C have size m, which is polylogarithmically bounded in n. The NC2-circuit for Q

has polynomial size in m and depth O((log m)2), so its size is polylogarithmic in n and
the depth is O((log log n)2). It is well-known4 that for every NC-circuit of depth f(n)
there is an equivalent AC-circuit of depth O( f(n)

log log n ) and size polynomial in the original
circuit, so we can obtain an AC-circuit for answering Q on C with depth O(log log n).

3 Other papers write DynFO for the class that uses FO update formulas without a priori access to the
arithmetic relations ≤, +, × and DynFO(≤, +, ×) for the class that uses FO(≤, +, ×) update formulas. If
changes only affect single tuples, there is no difference for most interesting queries, see [6, Proposition 7].
For changes that affect sets of tuples of non-constant size, all DynFO maintainability results use
FO(≤, +, ×) update formulas, as FO update formulas without arithmetic are not strong enough to
maintain interesting queries. We therefore just write DynFO and omit the suffix (≤, +, ×) to avoid
visual clutter.

4 Divide the circuit into layers of depth log log n. Each layer depends only on log n gates of the previous
layer, as each gate has fan-in at most 2, and can be replaced by a constant-depth circuit for the CNF of
the layer, which has polynomial size.

MFCS 2024
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(b) The proof of [1, Lemma 8.1] can easily be extended towards the following statement: if a
language L is decided by a non-deterministic Turing machine with polynomial time bound
mc and polylogarithmic space bound (log m)d then for every positive, non-decreasing
and first-order constructible function t(n) there is a uniform AC circuit family for L with
depth O(t(n)) and size 2O(m

c
t(n) (log m)d). For m = log ne log log n and t(n) = 2ce log log n,

the size is exponential in
√

log n (log log n)O(1), and therefore, as this function grows
slower than log n, polynomial in n. The statement follows as all SAC1 languages can be
decided by a non-deterministic Turing machine with polynomial time bound and space
bounded by (log n)2, see [4]. ◀

A straightforward application of the technique to dynamic programs from the literature
yields the following DynFOLL-programs. For directed reachability, adapting the DynFO-
program for O( log n

log log n ) changes from [9] yields (with more proof details in the full version):

▶ Theorem 3. Reachability in directed graphs is in DynFOLL under insertions and deletions
of polylog(n) edges.

For undirected reachability and regular languages, replacing Lemma 1 by Lemma 2(b) in
the DynFO maintainability proofs for polylog(n) changes from [7, 24] directly yields:

▶ Theorem 4.
(a) Reachability in undirected graphs is in DynFOLL under insertions and deletions of

(log n)O(log log n) edges.
(b) Membership in regular languages is in DynFOLL under symbol changes at (log n)O(log log n)

positions.

The small-structure technique has further applications beyond graph reachability and
regular languages. We mention a few here. The proofs are deferred to the full version.

▶ Theorem 5.
(a) A minimum spanning forest for weighted graphs can be maintained

(i) in DynFO under changes of polylog(n) edges, and
(ii) in DynFOLL under changes of (log n)O(log log n) edges.

(b) A maximal matching can be maintained in DynFOLL under changes of polylog(n) edges.
(c) For graphs with maximum degree bounded by a constant δ, a proper (δ + 1)-colouring can

be maintained in DynFO under changes of polylog(n) edges.

4 The hierarchical technique

In this section we describe and use a simple, yet powerful hierarchical technique for handling
polylogarithmic changes in DynFOLL. After changing m

def= (log n)c many tuples, auxiliary
data R1, . . . , Rk is built in k

def= d log log n rounds, for suitable d. The auxiliary data Rℓ−1

after round ℓ − 1 encodes information for certain subsets of the changes of size 2ℓ−1. This
information is then combined, via first-order formulas, to information on 2ℓ changes in
round ℓ. The challenge for each concrete dynamic query is to find suitable auxiliary data
which is defined depending on a current instance as well as on subsets of changes, and can
be combined via first-order formulas to yield auxiliary data for larger subsets of changes.

We apply this approach to maintaining distances in acyclic and undirected graphs, context-
free language membership, and tree-isomorphism under polylogarithmic changes. In these
applications of the hierarchical technique, information is combined along paths, binary trees,
and arbitrary trees, respectively.
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4.1 Undirected and acyclic reachability and distances
The articles that introduced the class DynFO showed that reachability for undirected and for
acyclic graphs is in DynFO under single-edge changes [10, 23]. For these classes of graphs,
also distances, that is, the number of edges in a shortest path between two reachable nodes,
can be maintained. For undirected graphs, this was proven in [17], for acyclic graphs it is a
straightforward extension of the proof for reachability from [10].

While reachability for undirected graphs is in DynFO under polylogarithmically many
edge changes [7], we only know the general O( log n

log log n ) bound for acyclic graphs [9]. It is
unknown whether distances can be maintained in DynFO under changes of non-constant size,
both for undirected and for directed, acyclic graphs.

▶ Theorem 6. Distances can be maintained in DynFOLL under insertions and deletions of
polylog(n) edges for
(a) undirected graphs,
(b) acyclic directed graphs.

To maintain distances, a dynamic programs can use a relation of the form dist(u, v, d)
with the meaning “the shortest path from u to v has length d”. The proof of Theorem 6 is then
a direct application of the hierarchical technique on paths. After inserting polylogarithmically
many edges, distance information for two path fragments can be iteratively combined to
distance information for paths fragments that involve more changed edges. Thus polylog n

path fragments (coming from so many connected components before the insertion) can be
combined in log log n many iterations.

To handle edge deletions, we observe that some distance information is still guaranteed
to be valid after the deletion: the shortest path from u to v surely has still length d after
the deletion of some edge e if there was no path of length d from u to v that used e. These
“safe” distances can be identified using the dist relation. We show that after deleting
polylogarithmically many edges, shortest paths can be constructed from polylogarithmically
many “safe” shortest paths of the original graph. We make this formal now.

▶ Lemma 7. Let G = (V, E) be an undirected or acyclic graph, e ∈ E an edge and u, v ∈ V

nodes such that there is a path from u to v in G′ = (V, E − e). For every shortest path
u = w0, w1, . . . , wd−1, wd = v from u to v in G′ there is an edge (wi, wi+1) such that no
shortest path from u to wi and no shortest path from wi+1 to v in the original graph G uses e.

Proof. For undirected graphs, this was proven in [22, Lemma 3.5c]. We give the similar
proof for acyclic graphs. If no node wi+1 on a shortest path u = w0, w1, . . . , wd−1, wd = v

from u to v in G′ exists such that some shortest path from u to wi+1 in G uses the edge e,
the edge (wd−1, v) satisfies the lemma statement. Otherwise, let wi+1 be the first such node
on the path. It holds i + 1 ≥ 1, as the shortest path from u to u trivially does not use e. So,
no shortest path from u to wi in G uses e. There is no shortest path from wi+1 to v in G

that uses e: otherwise, there would be a path from e to wi+1 and a path from wi+1 to e in
G, contradicting the assumption that G is acyclic. ◀

▶ Corollary 8. Let G = (V, E) be an undirected or acyclic graph and ∆E ⊆ E with |∆E| = m.
For all nodes u and v such that v is reachable from u in G′ def= (V, E \ ∆E) there is a shortest
path in G′ from u to v that is composed of at most m edges and m + 1 shortest paths of G,
each from some node ui to some node vi for i ≤ m + 1, such that no shortest path from ui to
vi in G uses an edge from ∆E.

MFCS 2024



46:8 Query Maintenance Under Batch Changes with Small-Depth Circuits

Proof idea. Via induction over m. For m = 1, this follows from Lemma 7. For m > 1 this is
immediate from the induction hypothesis. ◀

We can now prove that distances in undirected and in acyclic graphs can be maintained
in DynFOLL under changes of polylogarithmic size.

Proof of Theorem 6. We construct a DynFOLL program that maintains the auxiliary relation
dist(u, v, d) with the meaning “the shortest path from u to v has length d”.

Suppose m
def= (log n)c edges ∆E are changed in G = (V, E) yielding the graph

G′ = (V, E′). W.l.o.g. all edges in ∆E are either inserted or deleted. In both cases,
the program executes a first-order initialization, yielding auxiliary relations dist0(u, v, d),
and afterwards executes a first-order procedure for k

def= c log log n rounds, yielding auxiliary
relations dist1, . . . , distk. The superscripts on the relations are for convenience, they are all
subsequently stored in dist.

For insertions, we use the standard inductive definition of reachability and distances.
Set dist0(u, v, d) def= dist(u, v, d), where dist(u, v, d) is the distance information of the
unchanged graph G. Then, for k rounds, the distance information is combined with the new
edges ∆E, doubling the amount of used edges from ∆E in each round. Thus distℓ(u, v, d) is
computed from distℓ−1 by including distℓ−1 and all tuples which satisfy the formula:

φins
def= ∃z1∃z2∃d1∃d2(∆E(z1, z2)∧d1 +d2 +1 = d∧distℓ−1(u, z1, d1)∧distℓ−1(z2, v, d2))

For deletions, the program starts from shortest paths u, . . . , v in G such that no shortest
path from u to v uses edges from ∆E and then combines them for k rounds, which yields
the correct distance information for G′ according to Corollary 8. Thus, the first-order
initialization yields dist0(u, v, d) via

dist(u, v, d)∧¬∃z1∃z2∃d1∃d2(d = d1 +d2 +1∧∆E(z1, z2)∧dist(u, z1, d1)∧dist(z2, v, d2))

Then distℓ(u, v, d) is computed from distℓ−1(u, v, d) via a formula similar to φins, using
E instead of ∆E. ◀

4.2 Context-free language membership
Membership problems for formal languages have been studied in dynamic complexity starting
with the work of Gelade, Marquardt, and Schwentick [15]. It is known that context-free
languages can be maintained in DynFO under single symbol changes [15] and that regular
languages can even be maintained under polylog changes [25, 24].

It is an open problem whether membership in a context-free language can be maintained
in DynFO for changes of non-constant size. We show that this problem is in DynFOLL under
changes of polylogarithmic size.

▶ Theorem 9. Every context-free language can be maintained in DynFOLL under changes of
size polylog n.

Suppose G = (V, Σ, S, Γ) is a grammar in Chomsky normal form with L
def= L(G). For

single changes, 4-ary auxiliary relations RX→Y are used for all X, Y ∈ V [15], with the
intention that (i1, j1, j2, i2) ∈ RX→Y iff X ⇒∗ w[i1, j1)Y w(j2, i2], where w

def= w1 . . . wn is
the current string. Let us call I = (i1, j1, j2, i2) a gapped interval. For a gapped interval I

and a set P of changed positions, denote by #(I, P ) the number of changed positions p ∈ P

with p ∈ [i1, j1) ∪ (j2, i2].
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The idea for the DynFOLL program for handling polylog changes is simple and builds on
top of the program for single changes. It uses the same auxiliary relations and, after changing
a set P of positions, it collects gapped intervals I into the relations RX→Y for increasing
#(I, P ) in at most O(log log n) rounds. Initially, gapped intervals with #(I, P ) ≤ 1 are
collected using the first-order update formulas for single changes. Afterwards, in each round,
gapped intervals I with larger #(I, P ) are identified by splitting I into two gapped intervals
I1 and I2 with #(I, P ) = #(I1, P ) + #(I2, P ) such that I can be constructed from I1 and I2
with a first-order formula.

To ensure that O(log log n) many rounds suffice, we need that the intervals I1 and I2 can
always be chosen such that #(I1, P ) and #(I2, P ) are of similar size. This will be achieved
via the following simple lemma, which will be applied to parse trees. For a binary tree
T = (V, E) with red coloured nodes R ⊆ V , denote by #(T, R) the number of red nodes of
T . For a tree T and a node v, let Tv be the subtree of T rooted at v.

▶ Lemma 10. For all rooted binary trees T = (V, E, r) with red coloured nodes R ⊆ V , there
is a node v ∈ V such that:

#(Tv, R) ≤ 2
3 · #(T, R) and

#(T \ Tv, R) ≤ 2
3 · #(T, R)

Proof idea. Walk down the tree starting from its root by always choosing the child whose
subtree contains more red coloured nodes. Stop as soon as the conditions are satisfied. ◀

We now provide the detailed proof of Theorem 9.

Proof (of Theorem 9). We construct a DynFOLL program that maintains the auxiliary
relations RX→Y for all X, Y ∈ V . Suppose m

def= (log n)c positions P are changed. The
program executes a first-order initialization, yielding auxiliary relations R0

X→Y , and after-
wards executes a first-order procedure for k

def= d log log n rounds, for d ∈ N chosen such that
( 3

2 )k > m, yielding auxiliary relations R1
X→Y , . . . , Rk

X→Y . The superscripts on the relations
are for convenience, they are all subsequently stored in RX→Y .

For initialization, the DynFOLL program includes gapped intervals (i1, j1, j2, i2) into the
relations R0

X→Y for which
no position in [i1, j1) ∪ (j2, i2] has changed and (i1, j1, j2, i2) was previously in RX→Y , or
exactly one position in [i1, j1) ∪ (j2, i2] has changed and the dynamic program for single
changes from [15] includes the tuple (i1, j1, j2, i2) into RX→Y .

Afterwards, for k rounds, the DynFOLL program applies the following first-order definable
procedure to its auxiliary relations. A gapped interval I = (i1, j1, j2, i2) is included into
Rℓ

X→Y in round ℓ if it was included in Rℓ−1
X→Y or one of the following conditions hold (see

Figure 1 for an illustration):
(a) There are gapped intervals I1 = (i1, u1, u2, j2) and I2 = (u1, j1, j2, u2) and a non-terminal

Z ∈ V such that I1 ∈ Rℓ−1
X→Z and I2 ∈ Rℓ−1

Z→Y . This can be phrased as first-order formula
as follows:

φa
def= ∃u1, u2

[
(i1 ≤ u1 ≤ j1 ≤ j2 ≤ u2 ≤ i2) ∧

∨
Z∈V

(
RX→Z(i1, u1, u2, i2) ∧ RZ→Y (u1, j1, j2, u2)

)]
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(a) X

Z

Y

i1 u1 j1 j2 u2 i2

(b) X

Z

Z1 Z2

Z ′ Y

i1 v1 u1 u2 v2 j1 j2 v3 i2

(c) X

Z

Z1 Z2

Z ′Y

i1 v1 j1 j2 v2 u1 u2 v3 i2

Figure 1 Illustration of when a gapped interval (i1, j1, j2, i2) is added to RX→Y in the proof of
Theorem 9.

(b) There are gapped intervals I1 = (i1, v1, v3, i2), I2 = (v1, u1, u2, v2), and I3 = (v2, j1, j2, v3)
and non-terminals Z, Z1, Z2, Z ′ ∈ V such that Z → Z1Z2 ∈ Γ and I1 ∈ Rℓ−1

X→Z , I2 ∈
Rℓ−1

Z1→Z′ , I3 ∈ Rℓ−1
Z2→Y and w[u1, u2] can be derived from Z ′. This can be phrased as

first-order formula as follows:

φb
def= ∃u1, u2, v1, v2, v3

[
(i1 ≤ v1 ≤ u1 ≤ u2 ≤ v2 ≤ j1 ≤ j2 ≤ v3 ≤ i2) ∧∨

Z,Z1,Z2,Z′∈V
Z→Z1Z2∈Γ

(
RX→Z(i1, v1, v3, i2) ∧ RZ1→Z′(v1, u1, u2, v2)

∧ RZ′(u1, u2) ∧ RZ2→Y (v2, j1, j2, v3)
)]

Here, RZ′(u1, u2) is an abbreviation for the formula stating that w[u1, u2] can be derived
from Z ′, i.e. RZ′(u1, u2) def= ∃v

∨
W →σ∈Γ (RZ′→W (u1, v, v, u2) ∧ σ(v)).

(c) Symmetrical to (b), with gapped intervals I1 = (i1, v1, v3, i2), I2 = (v1, j1, j2, v2), and
I3 = (v2, u1, u2, v3) and non-terminals Z, Z1, Z2, Z ′ ∈ V such that Z → Z1Z2 ∈ Γ and
I1 ∈ Rℓ−1

X→Z , I2 ∈ Rℓ−1
Z1→Y , I3 ∈ Rℓ−1

Z2→Z′ and w[u1, u2] can be derived from Z ′.

Note that #(I, P ) = #(I1, P ) + #(I2, P ) in case (a) and #(I, P ) = #(I1, P ) + #(I2, P ) +
#(I3, P ) in cases (b) and (c). Using Lemma 10, the intervals Ij can be chosen such that
#(Ij , P ) ≤ 2

3 · #(I, P ) and thus k rounds suffice. ◀

It is known that for single tuple changes one can maintain for edge-labeled, acyclic graphs
whether there is a path between two nodes with a label sequence from a fixed context-free
language [21]. The techniques we have seen can be used to also lift this result to changes of
polylogarithmic size.

▶ Proposition 11. Context-free path queries can be maintained under changes of polylogar-
ithmic size in DynFOLL on acyclic graphs.

4.3 Tree isomorphism
The dynamic tree isomorphism problem – given a forest F = (V, E) and two nodes x, x∗ ∈ V ,
are the subtrees rooted at x and x∗ isomorphic? – has been shown to be maintainable in
DynFO under single edge insertions and deletions by Etessami [14].

It is not known whether tree isomorphism can be maintained in DynFO under changes of
size ω(1). We show that it can be maintained in DynFOLL under changes of size polylog n:
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▶ Theorem 12. Tree isomorphism can be maintained in DynFOLL under insertion and
deletion of polylog n edges.

Intuitively, we want to use Etessami’s dynamic program as the base case for a DynFOLL-
program: (1) compute isomorphism information for pairs of subtrees in which only one change
happened, then (2) combine this information in log log n many rounds. Denote by subtreex(r)
the subtree rooted at r, in the tree rooted at x, within the forest F . The main ingredient in
Etessami’s program is a 4-ary auxiliary relation t-iso for storing tuples (x, r, x∗, r∗) such
that subtreex(r) and subtreex∗(r∗) are isomorphic and disjoint in F . It turns out that this
information is not “composable” enough for step (2).

We therefore slightly extend the maintained auxiliary information. A (rooted) context
C = (V, E, r, h) is a tree (V, E) with root r ∈ V and one distinguished leaf h ∈ V , called the
hole. Two contexts C = (V, E, r, h), C∗ = (V ∗, E∗, r∗, h∗) are isomorphic if there is a root-
and hole-preserving isomorphism between them, i.e. an isomorphism that maps r to r∗ and
h to h∗. For a forest F and nodes x, r, h occurring in this order on some path, the context
C(x, r, h) is defined as the context we obtain by taking subtreex(r), removing all children of
h, and taking r as root and h as hole. Our dynamic program uses

a 6-ary auxiliary relation c-iso for storing tuples (C, C∗) def= (x, r, h, x∗, r∗, h∗) such that
the contexts C

def= C(x, r, h) and by C∗ def= C(x∗, r∗, h∗) are disjoint and isomorphic,
a ternary auxiliary relation dist for storing tuples (x, y, d) such that the distance between
nodes x and y is d, and
a 4-ary auxiliary relation #iso-siblings for storing tuples (x, r, y, m) such that y has m

isomorphic siblings within subtreex(r).
The latter two relations have also been used by Etessami. From distances, a relation
path(x, y, z) with the meaning “y is on the unique path between x and z” is FO-definable
on forests, see [14]. The relation t-iso(x, r, x∗, r∗) can be FO-defined from c-iso.

We will now implement the steps (1) and (2) with these adapted auxiliary relations.
Suppose a forest F

def= (V, E) is changed into the forest F ′ def= (V, E′) by changing a set ∆E

of edges. A node v ∈ V is affected by the change, if v is adjacent to some edge in ∆E. The
DynFOLL program iteratively collects isomorphic contexts C and C∗ of F ′ with more and
more affected nodes. Denote by #(C, C∗, ∆E) the number of nodes in contexts C and C∗,
excluding hole nodes, affected by change ∆E.

The following lemma states that c-iso can be updated for pairs of contexts with at most
one affected node each. Its proof is very similar to Etessami’s proof.

▶ Lemma 13. Given c-iso, dist, and #iso-siblings and a set of changes ∆E, the set of
pairs (C, C∗) of contexts such that C, C∗ are disjoint and isomorphic and such that both C

and C∗ contain at most one node affected by ∆E is FO-definable.

The dynamic program will update the auxiliary relation c-iso for contexts with at most
one affected node per context using Lemma 13. Isomorphic pairs (C, C∗) of contexts with
larger #(C, C∗, ∆E) are identified by splitting both C and C∗ into smaller contexts.

The splitting is done such that the smaller contexts have fewer than 2
3 · #(C, C∗, ∆E)

affected nodes. To this end, we will use the following simple variation of Lemma 10. For
a tree T = (V, E) and a function p : V → {0, 1, 2} which assigns each a node number of
pebbles, let #(T, p) be the total number of pebbles assigned to nodes in T .

▶ Lemma 14. Let T be a tree of unbounded degree and p such that either (i) #(T, p) > 2,
or (ii) #(T, p) = 2 and p(v) ≤ 1 for all v ∈ V . Then there is a node v such that either:
(1) #(T \ Tv, p) ≤ 2

3 · #(T, p) and #(Tv, p) ≤ 2
3 · #(T, p), or

(2) #(T \ Tv, p) ≤ 1
3 · #(T, p) and #(Tu, p) ≤ 1

3 · #(T, p) for any child u of v.
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Proof idea. Use the same approach as for Lemma 10. If no node v of type (1) is found, a
node of type (2) must exist. ◀

We now prove that tree isomorphism can be maintained in DynFOLL under changes of
polylogarithmic size.

Proof (of Theorem 12). We construct a DynFOLL program that maintains the auxiliary
relations c-iso, dist, and #iso-siblings. Suppose m

def= (log n)c edges ∆E are changed.
As a preprocessing step, the auxiliary relation dist is updated in depth O(log log n) via
Theorem 6. Then, c-iso is updated by first executing a first-order initialization for computing
an initial version c-iso0. Afterwards a first-order procedure is executed for k

def= d log log n

rounds, for d ∈ N chosen such that ( 3
2 )k > m, yielding auxiliary relations {c-isoℓ}ℓ≤k and

{#iso-siblingsℓ}ℓ≤k. The superscripts on the relations are for convenience, they are all
subsequently stored in c-iso, dist, and #iso-siblings.

The goal is that after the ℓth round
c-isoℓ contains all pairs C, C∗ with #(C, C∗, ∆E) ≤ ( 3

2 )ℓ which are isomorphic and
disjoint, and
#iso-siblingsℓ contains the number of isomorphic siblings identified so far (i.e., with
respect to c-isoℓ).

Round ℓ first computes c-isoℓ with a first-order procedure, and afterwards computes
#iso-siblingsℓ. For initialization, the DynFOLL program first computes c-iso0, using
Lemma 13, and #iso-siblings0. Afterwards, for k rounds, the DynFOLL program combines
known pairs of isomorphic contexts into pairs with more affected nodes and adapts c-iso
and #iso-siblings accordingly.

Computing C-ISOℓ. In the ℓth round, the program tests whether contexts C
def= C(x, r, h)

and C∗ def= C(x∗, r∗, h∗) with #(C, C∗, ∆E) ≤ ( 3
2 )ℓ are isomorphic by splitting both C and

C∗ into contexts with fewer affected nodes. The splitting is done by selecting suitable nodes
z ∈ C and z∗ ∈ C∗, and splitting the context depending on these nodes.

We first provide some intuition of how z and z∗ are intended to be chosen. Suppose C

and C∗ are isomorphic via isomorphism π. With the goal of applying Lemma 14, let p be
the function that assigns to each non-hole node v of C a number of pebbles from {0, 1, 2}
indicating how many of the two nodes v and π(v) have been affected by the change ∆E.
Note that if (C, p) does not fulfill the precondition of Lemma 14, then (C, C∗) must have
already been included in c-iso0 during the initialization. Therefore, assume the precondition
holds for (C, p). Let Cz denote the subcontext of C rooted at z. Now, applying Lemma 14
to (C, p) yields a node z such that one of the following cases holds:
(1) #(C \ Cz, p) ≤ 2

3 · #(C, p) and #(Cz, p) ≤ 2
3 · #(C, p), or

(2) #(C \ Cz, p) ≤ 1
3 · #(C, p) and #(Cu, p) ≤ 1

3 · #(C, p) for any child u of z.

Intuitively our first-order procedure tries to guess this node z and its image z∗ def= π(z)
and split the contexts C and C∗ at these nodes.

For testing that C and C∗ are isomorphic, the program guesses two nodes z and z∗ and
(disjunctively) chooses case (1) or (2). Note that the program cannot be sure that it has
correctly guessed z and z∗ according to the above intuition. For this reason, the program
first tests that the size restrictions from the chosen case (1) or (2) are fulfilled, which is easily
possible in FO(≤, +, ×) as there are at most polylogarithmically many affected nodes. Since
#(C, C∗, ∆E) ≤

( 3
2
)ℓ, this ensures that, by induction, c-isoℓ−1 is fully correct for all pairs

of contexts that will be compared when testing isomorphism of C and C∗. Note that in case
(2) the subtrees of any pair of children u1 and u2 of z have at most 2

3 · #(C, C∗, ∆E) affected
nodes.
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Next, the procedure tests that there is an isomorphism between C and C∗ that maps z

to z∗. The following claim is used:

▷ Claim 15. Suppose z and z∗ are nodes in C and C∗ that satisfy Condition (1) or (2)
with children Z ⊎ Y and Z∗ ⊎ Y ∗, respectively, with |Y | = |Y ∗| constant. Then a first-order
formula can test whether there is an isomorphism between the forests {subtreez(u) | u ∈ Z}
and {subtreez∗(u∗) | u∗ ∈ Z∗} using the relations c-isoℓ−1 and #iso-siblingsℓ−1.

Proof. The forests are isomorphic iff for each u ∈ Z there is a u∗ ∈ Z∗ such that subtreez(u) ∼=
subtreez∗(u∗) and such that the number of nodes v ∈ Z with subtreez(u) ∼= subtreez(v) is
the same as the number of nodes v∗ with subtrees subtreez∗(u∗) ∼= subtreez∗(v∗), and vice
versa with roles of u and u∗ swapped.

Because z and z∗ satisfy condition (1) or (2), c-isoℓ−1 is correct on the forest
{subtreez(u) | u ∈ Z} ∪ {subtreez∗(u∗) | u∗ ∈ Z∗} by induction. Additionally,
#iso-siblingsℓ−1 is consistent with c-isoℓ−1 by induction. From c-isoℓ−1, the tree isomorph-
ism relation t-isoℓ−1 – storing tuples (x, r, x∗, r∗) such that subtreex(r) and subtreex∗(r∗)
are isomorphic and disjoint – is FO-definable.

For testing whether a node u ∈ Z satisfies the above condition, a first-order formula
existentially quantifies a node u∗ ∈ Z∗ and checks that t-isoℓ−1(z, u, z∗, u∗). The num-
ber of isomorphic siblings of u, u∗ is compared using #iso-siblingsℓ−1 and subtract-
ing any siblings y ∈ Y for which t-isoℓ−1(z, u, z, y) (and, respectively, y∗ ∈ Y ∗ for
which t-isoℓ−1(z∗, u∗, z∗, y∗)). This is possible in FO because (a) |Y | is constant and
(b) #iso-siblingsℓ−1 is consistent with c-isoℓ−1 (even though c-isoℓ−1 is not necessarily
complete on subtrees in Y, Y ∗). ◁

For testing whether there is an isomorphism between C and C∗ mapping z to z∗, the
program distinguishes the cases (1) and (2) from above. Further, in each of the cases it distin-
guishes (A) path(r, z, h) and path(r∗, z∗, h∗), or (B) ¬path(r, z, h) and ¬path(r∗, z∗, h∗).
For all these first-order definable cases, a first-order formula can test whether there is an
isomorphism between C and C∗ mapping z to z∗. The detailed case analysis is deferred to
the full version of the paper.

Computing #ISO-SIBLINGSℓ. The relation #iso-siblingsℓ can be first-order defined
from c-isoℓ and the 4-ary relation #iso-siblingunchanged containing tuples

(x, r, y, m) with m > 0 if subtreex(y) has no affected nodes and the number of isomorphic
siblings of y in subtreex(r) with no affected nodes is m; and
(x, r, y, 0) if subtreex(y) contains an affected node.

Thus the relation #iso-siblingunchanged contains isomorphism counts for “unchanged” sib-
lings. It is FO-definable from the old auxiliary data (from before the change) and the set of
changes.

Given #iso-siblingunchanged and c-isoℓ, the relation #iso-siblingℓ is FO-definable as
follows. Include a tuple (x, r, y, m) into #iso-siblingℓ if m = m1 + m2 where m1 is the
number of unchanged, isomorphic siblings of y and m2 is the number of isomorphic siblings
of y affected by the change (but by at most ( 3

2 )ℓ−1 changes).
The number m1 can be checked via distinguishing whether subtreex(y) has changed or

not. If subtreex(y) has not changed, the formula checks that m1 is such that (x, r, y, m1) ∈
#iso-siblingunchanged. If subtreex(y) has changed, find a sibling y∗ of y with an unchanged,
isomorphic subtree. If y∗ exists then the formula checks that m1 is such that (x, r, y∗, m1) ∈
#iso-siblingunchanged, and otherwise that m1 is 0.
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For checking m2, let S(y) be the set of siblings y∗ of y in subtreex(r) that contain at least
one affected node and where t-isoℓ(x, y, x, y∗). Since there are at most polylog n changes,
|S(y)| = O(polylog n). Therefore, |S(y)| can be counted and compared to m2 in FO. ◀

5 Tree decompositions of bounded-treewidth graphs

One of the best-known algorithmic meta-theorems is Courcelle’s theorem, which states that
all graph properties expressible in monadic second-order logic MSO can be decided in linear
time for graphs with tree-width bounded by some constant k [5]. The tree-width is a graph
parameter and measures how “tree-like” a graph is and is defined via tree decompositions,
see below for details. Courcelle’s theorem is based on Bodlaender’s theorem, stating that in
linear time (1) one can decide whether a graph has tree-width at most k and (2) one can
compute a corresponding tree decomposition [3].

Elberfeld, Jakoby and Tantau [13] proved variants of these results and showed that “linear
time” can be replaced with “logarithmic space” in both theorem statements. A dynamic
version of Courcelle’s theorem was proven in [8]: every MSO-definable graph property is in
DynFO under changes of single edges. The proof of the latter result circumvented providing
a dynamic variant of Bodlaender’s theorem, by using the result of Elberfeld et al. that tree
decompositions can be computed in LOGSPACE, showing that a tree decomposition can be
used to decide the graph property if only logarithmically many single-edge changes occurred
after its construction, and that this is enough for maintenance in DynFO.

It is an open problem to generalize the DynFO maintenance result of [8] from single-edge
changes to changes of polylogarithmically many edges, even for DynFOLL. Here, we provide
an intermediate step and show that tree decompositions for graphs of bounded treewidth
can be maintained in DynFOLL. This result may lead to a second strategy for maintaining
MSO properties dynamically, in addition to the approach of [8].

A tree decomposition (T, B) of a graph G = (V, E) consists of a rooted tree T and a
mapping B from the nodes of T to subsets of V . For a tree node t, we call the set B(t) the
bag of t. A tree decomposition needs to satisfy three conditions. First, every vertex v ∈ V

needs to be included in some bag. Second, for every edge (u, v) ∈ E there needs to be bag
that includes both u and v. Third, for each vertex v ∈ V , the nodes t of T such that v ∈ B(t)
form a connected subgraph in T . The width of a tree decomposition is the maximal size of a
bag B(t), over all tree nodes t, minus 1. The treewidth of a graph G is the minimal width of
a tree decomposition for G.

In addition to the width, important parameters of a tree decomposition are its depth, the
maximal distance from the root to a leaf, and its degree, the degree of the tree T . Often, a
binary tree decomposition of depth O(log |V |) is desirable, while width O(k) for a graph of
treewidth k is tolerable. We show that one can maintain in DynFOLL a tree decomposition
of logarithmic depth but with unbounded degree. The proof is deferred to the full version
of the paper. It does not use the hierarchical technique; a tree decomposition is defined in
FOLL from auxiliary information that is maintained in DynFO.

▶ Theorem 16. For every k, there are numbers c, d ∈ N such that a tree decomposition of
width ck and depth d log n can be maintained in DynFOLL under changes of polylog(n) edges
for graphs of treewidth k, where n is the size of the graph.
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6 Conclusion and discussion

We have shown that most existing maintenance results for DynFO under single tuple changes
can be lifted to DynFOLL for changes of polylogarithmic size. A notable exception are queries
expressible in monadic second-order logic, which can be maintained on graphs of bounded
treewidth under single-tuple changes.

Thus it seems very likely that one can find large classes of queries such that: If a query
from the class can be maintained in DynFO for changes of size O(1), then it can be maintained
in DynFOLL for polylogarithmic changes. Identifying natural such classes of queries is an
interesting question for future research.
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