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—— Abstract

Two graphs G and H are homomorphism indistinguishable over a family of graphs F if for all graphs
F € F the number of homomorphisms from F' to G is equal to the number of homomorphism from
F to H. Many natural equivalence relations comparing graphs such as (quantum) isomorphism,
cospectrality, and logical equivalences can be characterised as homomorphism indistinguishability
relations over various graph classes.

The wealth of such results motivates a more fundamental study of homomorphism indistin-
guishability. From a computational perspective, the central object of interest is the decision problem
HoMIND(F) which asks to determine whether two input graphs G and H are homomorphism
indistinguishable over a fixed graph class F. The problem HOMIND(F) is known to be decidable
only for few graph classes F. Due to a conjecture by Roberson (2022) and results by Seppelt (MFCS
2023), homomorphism indistinguishability relations over minor-closed graph classes are of special
interest. We show that HOMIND(F) admits a randomised polynomial-time algorithm for every
minor-closed graph class F of bounded treewidth.

This result extends to a version of HOMIND where the graph class F is specified by a sentence in
counting monadic second-order logic and a bound k on the treewidth, which are given as input. For
fixed k, this problem is randomised fixed-parameter tractable. If k is part of the input, then it is
coNP- and coW[1]-hard. Addressing a problem posed by Berkholz (2012), we show coNP-hardness by
establishing that deciding indistinguishability under the k-dimensional Weisfeiler—-Leman algorithm
is coNP-hard when k is part of the input.
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1 Introduction

In 1967, Lovész [32] proved that two graphs G and H are isomorphic if and only if they
are homomorphism indistinguishable over all graphs, i.e. they admit the same number of
homomorphisms from every graph F. Subsequently, many graph isomorphism relaxations
have been characterised as homomorphism indistinguishability relations. For example, two
graphs are quantum isomorphic if and only if they are homomorphism indistinguishable over
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all planar graphs [34]. Moreover, two graphs satisfy the same sentences in k-variable first-
order logic with counting quantifiers if and only if they are homomorphism indistinguishable
over all graphs of treewidth less than k [20, 19]. A substantial list of similar results
characterises notions from quantum information [34, 5], finite model theory [20, 24, 22],
convex optimisation [19, 28, 38], algebraic graph theory [19, 28], machine learning [35, 41, 25],
and category theory [18, 1] as homomorphism indistinguishability relations.

The wealth of such examples motivates a more principled study of homomorphism
indistinguishability [3, 37, 40]. Notably, all graph classes featured in the results listed
above are minor-closed and this is not a mere coincidence [40, Theorem 1]. Therefore,
homomorphism indistinguishability relations of minor-closed graph classes are of central
interest in light of the emerging theory of homomorphism indistinguishability. In [37],
Roberson conjectured that any two distinct graph classes which are closed under disjoint
unions and taking minors have distinct homomorphism indistinguishability relations. From
a computational perspective, the central question on homomorphism indistinguishability
concerns the complexity and computability of the following decision problem for a fixed
graph class F [37, Question 9]:

HoMIND(F)
Input Graphs G and H.
Question Are G and H homomorphism indistinguishable over F?

The graphs G and H may be arbitrary graphs and do not necessarily have to be in F.
Typically, the graph class F is infinite. Thus, the trivial approach to HOMIND(F) of checking
whether G and H have the same number of homomorphisms from every F € F does not even
render HOMIND(F) decidable. Beyond this observation, the understanding of the problems
HOMIND(F) is limited to a short list of examples of graph classes F: For the class G of
all graphs, HOMIND(G) is graph isomorphism [32], a problem representing a long standing
complexity-theoretic challenge and currently only known to be in quasi-polynomial time [6].
For the class P of all planar graphs, HOMIND(P) is quantum isomorphism and undecidable [34].
Finally, for the class TWy, of all graphs of treewidth at most k, HOMIND(7 W},) can be decided
in polynomial time with the well-known k-dimensional Weisfeiler—Leman algorithm [20, 19].

These results illustrate that the complexity of HOMIND(F) is not monotone in the sense
that if F; C Fy, then HOMIND(F) is at most as hard as HOMIND(F2). For example, despite
that TWs C P C G, deciding homomorphism indistinguishability over TW5, P, and G
is polynomial-time, undecidable, and quasi-polynomial-time, respectively. Furthermore,
although HOMIND(7T W) is in polynomial-time for every k, there are infinitely many minor-
closed graph classes F of bounded treewidth, e.g. the classes of k-outerplanar graphs, for
which HOMIND(F) could yet be undecidable. Our main result shows that this is not the
case: HOMIND(F) is in randomised polynomial time for every minor-closed graph class F of
bounded treewidth.

» Theorem 1. Let k > 1. If F is a k-recognisable class of graphs of treewidth at most k —1,
then HOMIND(F) is in coRP.

Spelled out, Theorem 1 asserts that there exists a randomised algorithm for HOMIND(F)
which always runs in polynomial time, accepts all YES-instances and incorrectly accepts
NO-instances with probability less than one half. Recognisability is a fairly general property
that arises in the context of Courcelle’s theorem [14], cf. Definition 10. Courcelle showed that
every graph class definable in counting monadic second-order logic CMSOs is recognisable.
This subsumes graph classes defined by finitely many forbidden (induced) subgraphs and
minors, and by the Robertson—-Seymour Theorem, all minor-closed graph classes.
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Thereby, Theorem 1 applies to e.g. the class of graphs of bounded branchwidth, k-outer-
planar graphs, and the class of trees of bounded degree. As a concrete application, we
resolve an open question from [38] by showing in Theorem 22 that the exact feasibility of
the Lasserre semidefinite programming hierarchy for graph isomorphism can be decided in
randomised polynomial-time.

The proof of Theorem 1 combines Courcelle’s graph algebras [15] with the homomorphism
tensors from [34, 28]. Graph algebras comprise labelled graphs and operations on them such
as series and parallel composition. Homomorphism tensors keep track of homomorphism
counts of labelled graphs. We show that recognisability and bounded treewidth guarantee
that homomorphism tensors yield finite-dimensional representations of suitable graph algeb-
ras which certify homomorphism indistinguishability and are efficiently computable. The
algorithm in Theorem 1 is randomised as it employs arithmetic modulo random primes to
deal with integers which would otherwise grow to exponential size. For graph classes of
bounded pathwidth, this issue can be avoided:

» Theorem 2. Let k > 1. If F is a k-recognisable class of graphs of pathwidth at most k —1,
then HOMIND(F) is in polynomial time.

The connection to Courcelle’s theorem motivates considering the parametrised problem
HowmIND. Here, the CMSOs-sentence ¢ allows the graph class to be specified as part of the
input. Using results by Courcelle [14], we generalise Theorem 1 in Theorem 3.

HoMIND

Input Graphs G and H, a CMSOs-sentence ¢, an integer k.

Parameter |p| + k.

Question Are G’ and H homomorphism indistinguishable over the graph class F, ; of

graphs of treewidth at most k — 1 satisfying ?

» Theorem 3. There exists a computable function f: N — N and a randomised algorithm
for HOMIND of runtime f(|¢| + k)n®® for n == max{|V(G)|, |V (H)|} which accepts all
YES-instances and accepts NO-instances with probability less than one half.

Equipped with the parametrised perspective offered by HOMIND, we finally consider lower
bounds on the complexity of this problem. Firstly, we show that it is coW[1]-hard and that
the runtime in Theorem 3 is optimal under the Exponential Time Hypothesis (ETH).

» Theorem 4. HOMIND is coW[1]|-hard under fpt-reductions. Unless ETH fails, there is no
algorithm for HOMIND that runs in time f(|¢| + k)n°U?H%) for any computable function
f:N—N.

Secondly, we show that, when disregarding the parametrisation, HOMIND is coNP-hard.
We do so by showing coNP-hardness of deciding indistinguishability under the k-dimensional
Weisfeiler—-Leman (WL) algorithm (recently, the same result was independently obtained by
[31]). WL is an important heuristic in graph isomorphism and tightly related to notions in
finite model theory [13] and graph neural networks [41, 35, 25]. The fastest known algorithm
for WL runs in time O(k>n**!logn) [29], which is exponential when regarding k as part
of the input. It was shown that when k is fixed, then the problem is PTIME-complete [23].
Establishing lower bounds on the complexity of WL is a challenging problem [7, 8, 26].
Theorem 5 is a first step towards resolving a question posed by Berkholz [7]: Is the decision
problem in Theorem 5 EXPTIME-complete?

» Theorem 5. The problem of deciding given graphs G and H and an integer k € N
whether G and H are k-WL indistinguishable is coNP-hard under polynomial-time many-one
reductions.
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2 Preliminaries

All graphs in this work are finite, undirected, and without multiple edges and loops. For
a graph G, we write V(G) for its vertex set and E(G) for its edge set. A homomorphism
h: F — G from a graph F to a graph G is a map V(F) — V(G) such that h(u)h(v) € E(G)
for all wv € E(F). Write hom(F, G) from the number of homomorphisms from F to G.

Two graphs G and H are homomorphism indistinguishable over a class of graph F,
in symbols G = H, if hom(F,G) = hom(F, H) for all F € F. For an integer n > 2,
G and H are homomorphism indistinguishable over F modulo n, in symbols G =% H, if
hom(F,G) = hom(F, H) mod n for all F € F, cf. [21, 30].

2.1 (Bi)labelled Graphs and Homomorphism Tensors

Let k,¢ > 1. A distinctly k-labelled graph is a tuple F = (F,u) where F' is a graph and
u € V(F)* is such that u; # u; for all 1 <i < j < k. We say u; € V(F), the i-th entry of u,
carries the i-th label. Write D(k) for the class of distinctly k-labelled graphs.

A distinctly (k,0)-bilabelled graph is a tuple F = (F,u,v) where F is a graph and
u € V(F)* and v € V(F)¢ are such that u; # u; for all 1 <i < j < k and v; # v; for all
1 <4 < j < £ Note that v and v might share entries. We say u; € V(F) and v; € V(F)
carry the i-th in-label and out-label, respectively. Weite D(k,{) for the class of distinctly
(k, )-bilabelled graphs.

For a graph G, and F = (F,u) € D(k) define the homomorphism tensor F¢g € NV(@" of
F w.r.t. G whose v-th entry is equal to the number of homomorphisms h: F' — G such that
h(u;) = v; for all ¢ € [k]. Analogously, for F' € D(k,{), define Fg € NV(G)*xV(G) - Ag the
entries of homomorphism tensors are integral, we can view them as vectors in vector spaces
over R as in Section 3 or over finite fields F,, as in Section 4.

As observed in [34, 28], (bi)labelled graphs and their homomorphism tensors are intriguing
due to the following correspondences between combinatorial operations on the former and
algebraic operations on the latter:

Dropping labels corresponds to sum-of-entries (soe). For F = (F,u) € D(k), define the
underlying unlabelled graph soe(F') :== F of F. Then for all graphs G, hom(soe F',G) =
> wevcr Fa(v) = soe(Fg).

Gluing corresponds to Schur products. For F = (F,u) and F' = (F',u’) in D(k), define
F & F' € D(k) as the k-labelled graph obtained by taking the disjoint union of F' and F’
and placing the i-th label at the vertex obtained by merging u; with v for all ¢ € [k].
Then for every graph G and v € V(G)¥, (F © F')g(v) = Fg(v)F(v) = (Fa ® Fg)(v).
One may similarly define the gluing product of two (k, £)-bilabelled graphs.

Series composition corresponds to matrix products. For bilabelled graphs K = (K, u,v)
and K' = (K',u/,v') in D(k, k), define K - K’ € D(k, k) as the bilabelled graph obtained
by taking the disjoint union of K and K', merging the vertices v; and ) for ¢ € [k],
and placing the i-th in-label (out-label) on u; (on v}) for i € [k]. Then for all graphs G
and z, z € V(G)ka (K- K/)G(wv z) = ZyEV(G)k Ke(z, y)K/G(yv z) = (Kg- KIG)(:B’ z).
One may similarly compose a graph in D(k, k) with a graph in D(k) obtaining one in
D(k). This operation corresponds to the matrix-vector product.

2.2 Labelled Graphs of Bounded Treewidth

Labelled graphs of bounded treewidth represent the technical foundation of most proofs in
this article. Several versions of such have been used in previous works [28, 15, 22].
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Let F be a graph. A tree decomposition of F is a pair (T, ) where T is a tree and
: V(T) — 2V is a map such that
. the union of the 8(t) for t € V(T') is equal to V(F'),
. for every edge uv € E(F) there exists t € V(T) such that {u,v} C SB(t),
. for every vertex u € V(F') the set of vertices t € V(T) such that u € §(t) is connected
inT.
The width of (T, ) is the maximum over all |3(¢)| — 1 for t € V(T). The treewidth tw F
of F is the minimum width of a tree decomposition of F. A path decomposition is a tree
decomposition (T, ) where T is a path. The pathwidth pw F of F is the minimum width of
a path decomposition of F'.

WN =®

Building on [9, Lemma 8], we show in the following Lemma 6 that every tree decomposition
can be rearranged such that the depth of the decomposition tree gives a bound on the number
of vertices in the decomposed graph.

» Lemma 6. Let k > 1 and F be a graph such that tw F <k —1 and |V(F)| > k. Then F

admits tree decomposition (T, 8) such that

1. |B(t)] =k for allt € V(T),

2. 1B(s)NB(t)| =k —1 for all st € E(T),

3. there exists a vertex r € V(T') such that the out-degree of every vertex in the rooted tree
(T,r) is at most k.

Proof. By [9, Lemma 8], there exists a tree decomposition (T, 3) of F' satisfying the first
two assertions. Pick a root r € V(T') arbitrarily. To ensure that the last property holds, the
tree decomposition is modified recursively as follows:

By merging vertices, it can be ensured that no two children of r carry the same bag, i.e.
that there exist no two children s; # so of r such that 5(s1) = B(s2).

For every v € 3(r), let C'(v) denote the set of all children ¢ of r such that 8(r)\ 8(t) = {v},
i.e. C(v) is the set of all children of r whose bags do not contain the vertex v. The collection
C(v) for v € B(r) is a partition of the children of r in at most k parts. Note that for two
distinct children #; # t2 in the same part C'(v) it holds that |5(¢t1) N B(t2)| = k — 1. Rewire
the children of r as follows: For every v € 8(r) with C(v) # 0, pick ¢ € C(v), make ¢ a child
of r and all other elements of C(v) children of ¢t. The vertex r now has at most k children
and the new tree decomposition still satisfies the first two assertions. Proceed by processing
the children of r. <

Inspired by Lemma 6, we consider the following family of distinctly labelled graphs. The
depth of a rooted tree (T, r) is the maximal number of vertices on any path from r to a leaf.

» Definition 7. Let k,d > 1. Define TWy(k) as the set of all F = (F,u) € D(k) such that
F admits a tree decomposition (T, 3) of width < k — 1 satisfying the assertions of Lemma 6
with some r € V(T) such that B(r) = {u1,...,ux} and (T,r) is of depth at most d. Let
TW(k) = Udzl TWal(k).

Every graph in TWy(k) has at least k vertices. Conversely, Definition 7 permits the
following upper bound on the size of the graphs in TW;(k) in terms of d and k.

» Lemma 8. Let k,d > 1. Every F € TWq(k) has at most max{k?, d} vertices.

Proof. Let (T,3) and r € V(T) be as in Definition 7. If k = 1, then every vertex in (T, 1)
has out-degree 1 and F at most d vertices.

Suppose that k > 2. The proof is by induction on the depth d of the rooted tree (T, ).
If d =1, then T contains only a single vertex and F' has at most k vertices.
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o o
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(a) 1 € TW(k). (b) AY € D(k, k). (c) J' € D(k, k).

Figure 1 The (bi)labelled generators of TW(k) in wire notion of [34]. A vertex carries in-label
(out-label) i if it is connected to the index 7 on the left (right) by a wire. Actual edges and vertices
of the graph are depicted in black.

For the inductive step, let F' be of depth d. If r has only a single neighbour s, then S =
T —r is such that (S, s) is of depth d — 1. By the inductive hypothesis, | ey (g) B(s)| < K.

Furthermore, |U,cy () B(t) \ Usev(s) B(s)| = 1. Hence, F has at most k71 +1 < k? many
vertices.

If r has multiple neighbours, observe that due to Lemma 6 every vertex in §(r) is also in
B(s) for some neighbour s of . Hence, the number of vertices in F is bounded by the number
of vertices covered by the subtrees of T — r rooted in s. Thus, F has at most k%! -k < k¢
many vertices. <

Clearly, if F € TW(k), then tw(soe F) < k — 1. Conversely, by Lemma 6, for every F
with tw F < k — 1 and |V(F)| > k, there exists u € V(F)* such that (F,u) € TW(k). Thus
the underlying unlabelled graphs of the labelled graphs in TW(k) are exactly the graphs of
treewidth < k — 1 on > k vertices.

The family TW(k) is generated by certain small building blocks under series composition
and gluing as follows: Let 1 € TW; (k) be the distinctly k-labelled graph on k vertices
without any edges. For i € [k], let J* = (Ji,(1,...,k),(1,...,i — 1,i,i +1,...,k)) the
distinctly (k, k)-bilabelled graph with V (J%) == [k] U {i} and E(J?) := 0. Writing (*)) for the
set of pairs of distinct elements in [k], let A = (A% (1,...,k),(1,...,k)) for ij € (U;}) be
the distinctly (k, k)-bilabelled graph with V(A%) := [k] and E(A%¥) = {ij}. These graphs
are depicted in Figure 1. Let B(k) == {J' | i € [k]} U{AY |ij € ([g])}

It can be readily verified that if F € TW(k) and B € B(k), then B - F € TW(k).
Furthermore, if F, F' € TW(k), then F © F' € TW(k). Conversely, the elements of B(k)
generate TW(k) in the following sense:

» Lemma 9. Let k > 1. For every F € TW(k), one of the following holds:

1. F=1,

2. F = H.ijeA AY - F' for some A C (U;}) and F' € TW(k) with less edges than F,
3. F=J"-F for somei€ [k] and F' € TW(k) with less vertices than F,

4. F=F,0F, for F1,Fy € TW(k) on less vertices than F.

2.3 Recogpnisability and CMSO,

Recognisability is a property of a class of unlabelled graphs which is shared by most named
graph classes. It is the assumption of Theorem 1 which rules out esoteric graph classes as
constructed in [12, Theorem 1]. We consider the following definition of recognisability.
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(a) 1. (b) P. (©) Q. d) C.

Figure 2 Representatives for ~1,, and W the class of paths from Example 11.

» Definition 10 ([11]). Let k > 1. For class of unlabelled graphs F, define the equivalence
relation NIJC_- on the class of distinctly k-labelled graphs D(k) by letting F Ni%— F5 if and only
if for all K € D(k) it holds that

soe(K © F1) € F <= soe(K © F3) € F.

The class F is k-recognisable if Nljf has finitely many equivalence classes. The number of
classes of ~% is the k-recognisability index of F.

To parse Definition 10, first recall that K ® F'; is the k-labelled graph obtained by gluing
K and F'; together at their labelled vertices. The soe-operator drops the labels yielding
unlabelled graphs. Intuitively, F'; N’}_— F5 iff both or neither of their underlying unlabelled
graphs are in F and the positions of the labels in F'; and F'5 is equivalent with respect to
membership in F. This intuition is made more concrete in the following example:

» Example 11. The class W of all paths is 1-recognisable. Its 1-recognisability index is 4.

The equivalence classes are described by the representatives in Figure 2.

Proof. To show that the labelled graphs in Figure 2 cover all equivalence classes, let F' = (F, u)
be arbitrary. If F is not a path, then F ~,, C. Indeed, for every K € D(1), F is a subgraph
of soe(K ® F). Hence, regardless of K, both soe(K ® F) and soe(K ® C) are not paths. If
F is a path,, then F' and 1, P, or Q are equivalent depending on whether the degree of u is
0, 1, or 2.

To show that the representatives in Figure 2 are in distinct classes, observe for example
that soe(P ® P) € W while soe(P ® Q) ¢ W, thus P #y, Q. Similarly, soe(1® Q) € W
whereas soe(P ® Q) ¢ W, thus 1 },, P. <

A more involved example is the following. Analogously, one may argue that every class
defined by forbidden minors is recognisable.

» Example 12. Let F be the family of H-subgraph-free graphs for some graph H. Then F
is k-recognisable for every k > 1.

Proof. Suppose H has m vertices. For a distinctly k-labelled graph F' = (F,u), consider the
set H(F) of (isomorphism types of) distinctly k-labelled graphs F’ = (F',u) where F’ is a
subgraph of F' such that V(F') D {uy,...,ur} has at most k + m vertices. Clearly, there are

only finitely many possible sets H(F). Furthermore, if H(F;) = H(F2), then F; ~% F,.

Indeed, if K € D(k) is such that soe(K ® F;) contains H as a subgraph, then so does
soe(K ® F5) since F1 and Fs contain the same subgraphs on k + m vertices containing
their labelled vertices. <

Courcelle [14] proved that every CMSOq-definable graph class is recognisable, i.e. it is
k-recognisable for every k € N. Conversely, Bojainiczyk and Pilipczuk [11] proved that if a
recognisable class F has bounded treewidth, then it is CMSQOs-definable. Furthermore, they
conjecture that k-recognisability is a sufficient condition for a graph class of treewidth at
most k — 1 to be CMSQO,-definable.
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Here, counting monadic second-order logic CMSOs is the extension of first-order logic
by (1) variables that range over sets of vertices or edges, or over edges, (2) atomic formulas
inc(x, y) which evaluate to true if = is assigned a vertex v and y is assigned an edge e such
that v is incident with e, and (3) atomic formulas card,, ,(X) for integers p,q € N and set
variables X expressing that |X| =p mod ¢. See [15] for further details.

3 Decidability

As a first step, we show that the problem HOMIND(F) is decidable for every k-recognisable
graph class F of treewidth at most k — 1. We do so by establishing a bound on the
maximum size of a graph F € F for which hom(F,G) = hom(F, H) needs to be checked
in order to conclude whether G = H. For a graph class F and ¢ € N, define the class
Feo={F e F| |V(F)| < £}.

» Theorem 13. Let k > 1. Let F be a graph class of treewidth < k — 1 with k-recognisability
index C. For graphs G and H on at most n vertices, with fic(n) = max{k:20"k,20nk},

G=rH < G H.

=F<re o

Fix throughout a graph class F as in Theorem 13. In reminiscence of Courcelle’s theorem,
we let @ denote the set of equivalence classes of Nljn as defined in Definition 10, and call
them states. A state g € Q) is accepting if for an (and equivalently, every) F in ¢ it holds
that soe(F') € F. Write A C @ for the set of all accepting states.

To every state g € ), we associate a finite-dimensional vector space spanned by the
homomorphism tensors of the k-labelled graphs F' that belong to state g. We show that these
vector spaces certify homomorphism indistinguishability. Using a dimensionality argument,
we show that these vector spaces are spanned by homomorphism tensors of graphs whose
size is bounded by the function f from Theorem 13. To that end, we decompose the labelled
graphs F' € TW(k) using the operations considered in Lemma 9.

Formally, we associate to a state ¢ € @ and an integer d > 1 the vector space’

Sa(q) = {Fg® Fu | F € TWy(k) in state ¢}) C RV (@) V)"

Here, F is a k-labelled graph of bounded treewidth in the state q. The vector Fg & Fg =
(;g) € RV(@"UWV " i obtained by stacking the homomorphisms vectors of F' w.r.t. G
and H. Since TWy(k) C TWas1(q), the space Sq(q) is a subspace of S4+1(q) for every
d > 1. Ultimately, we are interested in S(q) == {J >, Sa(q), i.e. the vector space spanned by
the homomorphism vectors of all labelled graphs of treewidth < k — 1 in state ¢.

By the following Lemma 14, the vectors in S(q) for ¢ € A can be used to infer whether
G and H are homomorphism indistinguishable over F. For a labelled graph F € TW(k),
the number lg(FG @ Fpr) is equal to the number of homomorphisms from the underlying
unlabelled graph of F' to G. This observation readily yields the backward implication
in Lemma 14. For the forward implication, observe that the space S(q) is spanned by
homomorphism tensors F'¢ @ F' g, which satisfy the assertion by assumption.

» Lemma 14. Two graph G and H are homomorphism indistinguishable over F>y == {F €
F|V(F)| >k} if and only if 150 = 150 for every ¢ € A and every v € S(q).

! Wlog we may suppose that V(G) and V(H) are disjoint.
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Proof. For the forward direction, note that S(q) is spanned by the Fg @ F g where F €
TW(k) is in state q. Let F' in ¢ € A be arbitrary. Then soe(F') = F' € F>j, and it holds
that 15(Fg @ Fy) = soe(Fg) = hom(F,G) = hom(F, H) = 1% (Fg ® Fy). Conversely,
let ' € F>i be arbitrary. Since twF < k — 1, by Lemma 6, there exists u € V(F)*
such that F := (F,u) € TW(k). Furthermore, F belongs to some accepting ¢ € Q. Thus,
Fe®Fy € S(q), and hence hom(F,G) = 15(F¢®Fy) = 15 (Fe®Fy) = hom(F, H). =

By Lemma 8, the space S4(q) for d > 1 is spanned by homomorphism tensors of graphs
of size max{k?,d}. Thus, Theorem 13 follows once we establish that Sy (q) = S(q) for all
g € Q and d’ = 2CnF. This d’' arises as an upper bound on the dimension of the space

D, S(q). The spaces P, Sa(q) for d > 1 form a chain of nested subspaces in P, 5(q)-

The following Lemma 15 shows that once this chain becomes stationary, then the maximal
subspace is reached.

» Lemma 15. If S4(q) = Sat1(q) for d > 1 and all q € Q, then Sq(q) = S(q) for all g € Q.
In particular, Socpr(q) = S(q) for all g € Q.

The proof of Lemma 15 relies on the properties of the relation N’j;-. In particular, it uses
the fact that series composition and gluing, the operations under which 7TW(k) is generated

by Lemma 9, preserve the relation Nﬁf.

» Lemma 16. For F,F' F,, Fy, F, F, € D(k), L € D(k, k),
1. ZfFl N?_—F/l anng N.];_-Fé, thenF1®F2 N:?_—F&@F/Q,
2. if F~% F' then L-F ~A L-F.

Proof. Let K = (K,u) € D(k) be arbitrary. Then soe((K ® F1) ® F3) € F < soe((K ©
F))o F)) € F & soe(K®F), 6o F,) € F.

For a (k, k)-bilabelled graph L = (L, u,v), write L™ := (L, v,u) for the (k, k)-bilabelled
graph obtained by swapping the in-labels and out-labels. Then soe(K @ (L - F')) = soe((L" -
K) ® F). Thus the second claim follows from the first. <

The algebraic operations on homomorphism tensors corresponding to series composition
and gluing are the matrix-vector product and Schur product. Crucially, these operations are
linear and bilinear, respectively. This allows Lemma 15 to be proven by structural induction
along Lemma 9.

Proof of Lemma 15. We argue that Sg(¢) 2 Sq+i(q) for all ¢ > 1 by induction on i. The
base case holds by assumption. The space Syy;+1(¢) is spanned by the vectors Fg @ Fy
where F' € TWyti+1(k) is in g. For such F, by Lemma 9, there exist A C ([g]), L C [k], and
F' € TWa,i(k) for £ € L such that

F=1]] A7-(OJF"
ijeEA LelL
Let o denote the state of F*. By assumption, there exist K™ e TWa(k) in state g, and
o € R such that F5 @ F =3 0, K& @ K4, By Lemma 16,
FN";: H A’L] .QJZKZM
ijeA teL

for all m. Thus, F¢ @ F g can be written as linear combination of vectors in Sq4:(q) C Sa(q),
by induction. For the final claim, consider the chain of nested subspaces

P si(a) P Sala) - < P S(a)

qeQ q€Q q€Q
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By what was just shown, for every d > 1, either EquQ Sa(q) is a proper subspace of

D ,cq Sa+1(q) or D,eq Sa(q) = B eq S(g). Since the dimension of P, S(q) is at most
2Cn*, the chain becomes stationary after at most 2Cn* steps. <

This concludes the preparations for the proof of Theorem 13.

Proof of Theorem 13. It suffices to prove the backward implication. Since k < k2C"k7 it
suffices to show that G =x.,, H by verifying the condition in Lemma 14. By Lemma 15,
Sq(q) = S(q) for d == 2Cn* and all ¢ € Q. Hence, S(q) is spanned by the Fg ® Fy
where F' € TWy(k) is in state g. By Lemma 8, these graphs have at most max{k? d} =
max{kQC”kﬂan} vertices. Thus, 15(Fg ® Fy) = hom(soe F,G) = hom(soe F, H) =
1L(Fg @ Fpg), as desired. <

Finally, we adapt the techniques developed so far to prove the following analogue of
Theorem 13 for graph classes of bounded pathwidth. In contrast to Theorem 13, the function
in Theorem 17 bounding the size of the graphs which need to be considered is polynomial.
The proof is deferred to the full version.

» Theorem 17. Let k > 1. Let F be a graph class of pathwidth < k — 1 with k-recognisability
index C. For graphs G and H on at most n vertices, with frc(n) = 20nF +k—1,

G=rH < G H.

=F<ip o)

4 Modular Homomorphism Indistinguishability in Polynomial Time

The insight that yielded Theorem 13 is that the chain of vector spaces S1(q) C -+ C Sy4(q) C
Sa+1(q) C ... reaches a fixed point after polynomially many steps. In this section, we
strengthen this result by showing that bases B(q) for the spaces S(q) can be computed
efficiently. A technical difficulty arising here is that the numbers produced in the process can
be of doubly exponential magnitude. In order to overcome this problem, we first consider
homomorphism indistinguishability modulo primes. See [21, 30], for background on modular
homomorphism indistinguishability.

MoDHOMIND(F)
Input Graphs G and H, a prime p in binary.
Question Are G and H homomorphism indistinguishable over F modulo p?

» Theorem 18. Let k > 1. If F is a k-recognisable graph class of treewidth < k — 1, then
MoDHOMIND(F) is in polynomial time.

The algorithm yielding Theorem 18 is formally stated as Algorithm 1. The idea is to
iteratively compute bases B(q) for the spaces

S(q) = ({Fg ® Fyr | F € TW(k) in state q}) C FY (@00,

Initially, all B(q) are empty. Only B(qo) where g is the state of 1 € TW(k) from Figure la
contains the homomorphism vector 1 @ 1. Subsequently, the operations from Lemma 9
are applied to compute new homomorphism vectors. For every new vector belonging to
state g, it is checked whether it is a linear combination of the already computed basis vectors
in B(q). If not, it is added to B(gq). Analogous to Lemma 15, this process reaches a fixed
point after a polynomial number of iterations. At this point, the computed B(q) are bases
for the S(g). Finally, Lemma 14 can be invoked to conclude whether the input graphs are
homomorphism indistinguishable over F modulo p.
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Algorithm 1 is supplied with a hard-coded description of the graph class F. To that
end, consider the following objects. Write m: TW(k) — @ for the map that associates an
F € TW(k) to its state ¢ € Q. Write qo for the state of 1 € TW(k). Furthermore, write
g: Q@ xQ — Qand bp: Q — Q for every B € B(k) such that

g(n(F),n(F')) = n(F © F'), (1)
ba(n(F)) = 7(B - F). 2)
for every F,F' € TW(k) and B € B(k). Note that Q, A, g, o and the bg, B € B(k), are

finite objects, which can be hard-coded. The map 7 does not need to be computable and is
only needed for analysing the algorithm.

Algorithm 1 MoDHOMIND(F) for k-recognisable F of treewidth < k — 1.

Input: graphs G and H, a prime p in binary.
Data: k, Q, A, qo, g, bp for B € B(k).
Output: whether G =% H.
1 With brute force check whether G and H are homomorphism indistinguishable over
the finite graph class F<; modulo p and reject if not;

2 Blgo) « {1g @1} C F) (@YD",

3 Blq) « 0 C ]FX(G)]CUV(H)k for all q # qo;

4 repeat

5 foreach B € B(k), g € Q, v € B(q) do
6 w+ (B ®By)v= (5 g )v;

7 if w¢ (B(bg(q))) then

8 ‘ add w to B(bg(q));

9 foreach ¢1,¢92 € Q, v1 € B(q1), v2 € B(g2) do
10 w < v1 O va;
11 if w ¢ (B(g(q1,4q2))) then

12 ‘ add w to B(g(q1,42));

13 until none of the B(q), q € Q, are updated,;
14 if 1Lv =1%v for all ¢ € A and v € B(q) then

15 ‘ accept;
16 else
17 ‘ reject;

» Lemma 19. Write n :== max{|V(G)|,|V(H)|} and C = |Q|. There exists a computable
function f such that Algorithm 1 runs in time f(k,C)n®® (logp)©M).

Proof. Consider the following individual runtimes: Counting homomorphisms of a graph on
k vertices into a graph on n vertices, can be done in time O(n*). Hence Line 1 requires time
f(k)nk for some computable function f.

Throughout the execution of Algorithm 1, the vectors in each B(q), ¢ € Q, are linearly
independent. Thus, |B(q)| < dim S(q) < 2n* and > geq |B@)] < 2Cnk. Hence, the body of
the loop in Line 1 is entered at most 2Cn* many times.

The loop in Line 1 iterates over at most k2 - C - 2n* many objects. Computing the vector
w takes polynomial time in 2n* - log p. The same holds for checking the condition in Line 1,
e.g. via Gaussian elimination. The loop in Line 1 iterates over at most C? - (2n*)? many
objects. Finally, checking the condition in Line 1 takes C - 2n* - (log p)°") many steps. <
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The following Lemma 20 implies that Algorithm 1 is correct.
» Lemma 20. When Algorithm 1 terminates, B(q) spans S(q) for all q € Q.

Proof. First observe that the invariant B(q) C S(q) for all ¢ € Q is preserved throughout
Algorithm 1. Indeed, for example in Line 1, since v € B(q) C S(q), it can be written as
linear combination of Fg @ Fg for F € TW(k) of state q. Because B - F' is in state bg(q)
by Equation (2), (Bg @ By )v is in the span of BcFg ® BgF g € S(bg(q)).

Now consider the converse inclusion. The proof is by induction on the structure in
Lemma 9. By initialisation, 1¢ @ 1y is in the span of B(qp).

For the inductive step, suppose that F' € TW(k) of state ¢ € Q is such that Fg ® Fg =
2 ven(q) Qv for some coefficients a, € F,. Let B € B(k) and F' == B-F. Then
(Be @ Byy)v is in the span of B(bg(q)) for all v € B(q) by the termination condition. Hence,

cOFy = > veB(q) Qw(Bae ® Bp)v is in the span of B(bg(q)).

Let F',F? ¢ TW(k) of states q1,q2 € Q be such that Fg, @ F}; = >veB(q) GV
and F% @ F3, = ZwEB(qz) Byww for some coefficients «,,, 3, € F,. Since the algorithm
terminated, all v ® w for v € B(g1) and w € B(q2) are in the span of B(g(g1,¢2)). Then
(FloF)go (F OF )y = (Fe® Fy) O (F&G®Fh) = Y i) weB(a) Who(v Ow) is
in the span of B(g(¢1,4q2))- <

This concludes the preparations for the proof of Theorem 18:

Proof of Theorem 18. Lemma 20 implies that the conditions in Lemma 14 and Line 1 are
equivalent. Thus, G and H are homomorphism indistinguishable over F>; modulo p if and
only if the condition in Line 1 holds. The runtime bound is given in Lemma 19. |

5 Randomised Polynomial Time

In this section, we give a randomised polynomial-time reduction from HOMIND(F) to
MoDpHOMIND(F). Thereby, we prove Theorems 1 and 2. Theorems 13 and 17 give bounds
N on the size of the largest graph in F which needs to be considered in order to conclude
whether two graphs on at most n vertices are homomorphism indistinguishable over F. A
graph on at most N vertices may have at most n”Y homomorphisms to a graph on n vertices.
Thus, for graphs on at most n vertices, homomorphism indistinguishability over F is the
same as homomorphism indistinguishability over F modulo any number greater than n™v.
Equipped with the following Lemma 21, which is derived from the Chinese Remainder
Theorem and the Prime Number Theorem, we show Theorems 1 and 2. Let log denote the
logarithm to base 2.

» Lemma 21. Let N,n € N be such that Nlogn > e?°%, Let F be a graph class and G and
H be graphs on at most n vertices. If G #r_,, H then the probability that a random prime
2 . —p . 2
Nlogn < p < (Nlogn)* is such that G :?SN H is at most Nogn-
For graph classes of bounded pathwidth, the bound on N from Theorem 17 is polynomial
in n. Thus, one can enumerate all primes N logn < p < (N logn)? in polynomial time and
invoke MODHOMIND(F).

» Theorem 2. Let k > 1. If F is a k-recognisable class of graphs of pathwidth at most k — 1,
then HOMIND(F) is in polynomial time.
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For graph classes of bounded treewidth, the bound on N from Theorem 13 is exponential
in n. The randomised algorithm yielding Theorem 1 stated in the full version samples primes
of polynomial size and invokes MODHOMIND(F). Lemma 21 implies that a random prime p
of appropriate size certifies that G Zz H with high probability. This yields Theorem 1:

» Theorem 1. Let k > 1. If F is a k-recognisable class of graphs of treewidth at most k — 1,
then HOMIND(F) is in coRP.

6 Fixed-Parameter Tractability

In this section, we deduce Theorem 3 from Theorem 1. The challenge is to efficiently compute
the data describing the graph class F j for Algorithm 1 from the CMSO;-sentence ¢ and k.
That this can be done was proven by Courcelle [15]. More precisely, Courcelle proved that
for every CMSOs-sentence ¢ and integer k one can compute a finite automaton processing
expressions which encode (tree decompositions of) graphs of bounded treewidth. It is this
automaton from which the data required by Algorithm 1 can be constructed.

» Theorem 3. There exists a computable function f: N — N and a randomised algorithm
for HOMIND of runtime f(|¢| + k)n®® for n == max{|V(G)|, |V (H)|} which accepts all
YES-instances and accepts NO-instances with probability less than one half.

For graph classes of bounded pathwidth, the analogous problem can be decided determin-
istically in the same time, cf. the full version.

7 Lasserre in Polynomial Time

By phrasing graph isomorphism as an integer program, heuristics from integer programming
can be used to attempt to solve graph isomorphism. Prominent heuristics are the Sherali—
Adams linear programming hierarchy and the Lasserre semidefinite programming hierarchy.
While the (approximate) feasibility of each level of these hierarchies can be decided efficiently,
it is known that a linear number of levels is required to decide graph isomorphism for all
graphs [4, 27, 38].

In [38], for each t > 1, feasibility of the ¢-th level of the Lasserre hierarchy was characterised
as homomorphism indistinguishability relation over the graph class £; which was constructed
in the same paper. Moreover, the authors asked whether there is a polynomial-time algorithm
for deciding these relations. In this section, we give a randomised algorithm for this problem
which is polynomial-time for every level.

The Lasserre semidefinite program can be solved approximately in polynomial time using
e.g. the ellipsoid method. How to decide ezact feasibility is generally unknown [2]. Since the
graph class £; is a minor-closed and of treewidth at most 3t — 1, Theorem 1 immediately
yields a randomised polynomial-time algorithm for each level of the hierarchy. However,
it is not clear how to compute the data describing L£; given t. The following Theorem 22
overcomes this problem by making the dependence on the parameter t effective:

» Theorem 22. There exists a computable function f: N — N and a randomised algorithm
deciding given graphs G and H on at most n vertices and an integer t > 1 whether the
level-t Lasserre relaxation of the integer program for G = H has an exact solution. This
algorithm always runs in time f(t)n®®, accepts all YES-instances and accepts NO-instances
with probability less than one half.
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8 Lower Bounds

In this final section, we establish two hardness results for the problem HOMIND. In both
cases, we show hardness for families of minor-closed graph classes. The approaches are
orthogonal in the sense that the reduction yielding coNP-hardness in Theorem 5 is from a
fixed-parameter tractable problem while the reduction yielding coW[1]-hardness in Theorem 4
is not polynomial-time.

coNP-Hardness. The first hardness result concerns deciding whether two graphs are indis-
tinguishable under the k-dimensional Weisfeiler-Leman algorithm when k is part of the input.
By [20, 13, 19], k~-WL indistinguishability coincides with homomorphism indistinguishability
over the class of graphs of treewidth at most k. Hence, the problem in Theorem 5 is clearly a
special case of HOMIND, i.e. with ¢ set to true. Thus, when disregarding the parametrisation,
HoMIND is coNP-hard under polynomial-time many-one reductions. We obtain Theorem 5
by reducing the NP-complete problem of deciding whether a graph of bounded degree has
treewidth < k [10]. The reduction is based on the ubiquitous CFI construction [13].

» Theorem 5. The problem of deciding given graphs G and H and an integer k € N
whether G and H are k-WL indistinguishable is coNP-hard under polynomial-time many-one
reductions.

Towards the proof of Theorem 5, we recall the following version of the classical CFI
graphs [13] from [37]. Let G be a connected graph and U: V(G) — Zz a function from G to
the group on two elements Zy. For a vertex v € V(G), write E(v) C E(G) for the set of edges
incident to v. The graph Gy has vertices (v, S) for every v € V(G) and S: E(v) — Zs such
that >°.c () S(€) = U(v). Two vertices (u,S) and (v, T) are adjacent in Gy if uv € E(G)
and S(uv) + T'(w) = 0. Note that [V(Gu)| = X ,cv () 2deg()=1 By [37, Lemma 3.2], if
Yvevie) UW) =2 ey U'(v) for U, U": V(G) — Zz, then Gy = Gyr. We may thus write
Go and G for the even and the odd CFI graph of G. We recall the following properties:

» Lemma 23 ([37, Corollary 3.7]). Let G be a connected graph and U: V(G) — Zy. Then
the following are equivalent:

1. Gy = Gy,

2. Y evie) U) =0,

3. hom(G, Gy) = hom(G, Gy ).

Proof of Theorem 5. For a graph G, write A(G) for its maximum vertex degree. The
following problem is NP-complete by [10, Theorem 11]:

BOUNDEDDEGREETREEWIDTH
Input a graph G with A(G) <9, an integer k
Question Is tw G < k?

By deleting isolated vertices, we may suppose that every connected component of G
contains at least two vertices. If G has multiple connected components, take one vertex from
each component and connect them in a pathlike fashion. This increases the maximum degree
potentially by one but makes the graph connected. The treewidth is invariant under this
operation. Thus, we may suppose that G is connected and A(G) < 10.

Given such an instance, we produce the instance (Gg, G1,k) of WL, i.e. the decision
problem in Theorem 5. Here, Gy and G are the even and odd CFI graphs of G.
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Then Gy and G; are k-WL indistinguishable if and only if tw G > k 4+ 1. Indeed, by
[13, 20] and [36, Lemma 4.4], since G is connected, if tw G > k+1, then G and G; are k-WL
indistinguishable. Conversely, if tw G < k + 1, then Gy and G are distinguished by k-WL
since hom(G, Gy) # hom(G, G1) by Lemma 23 and [20]. Hence, (G, k) is a YES-instance of
BOUNDEDDEGREETREEWIDTH if and only if (G, G1, k) is a NO-instance of WL. The graphs
G and G are of size ZUGV(G) 2deg(v)=1 < 99 which is polynomial in the input. <

coW[1]-Hardness. The second hardness result concerns HOMIND as a parametrised problem.

Write G<, for the class of all graphs on at most £ vertices and consider the following problem:

HoMINDSIZE

Input Graphs G and H, an integer k > 1.

Parameter k.

Question Are G and H homomorphism indistinguishable over the class G<}?

The problem HOMINDSIZE fixed-parameter reduces to HOMIND. To that end, consider
the first-order formula ¢y, == Iz ... dz,Vy \/le(y = ;) for k € N. Then, a graph models ¢y,
if and only if it has at most k vertices. Furthermore, |o| = O(k). Hence, transforming the
instance (G, H, k) of HOMINDSIZE to the instance (G, H, ¢, k — 1) of HOMIND gives the
desired reduction. Since |pi| + k = O(k), Theorem 24 implies Theorem 4.

» Theorem 24. HOMINDSIZE is coW[1]|-hard under fpt-reductions. Unless ETH fails, there
is no algorithm for HOMINDSIZE that runs in time f(k)n°®) for any computable function
f:N—N.

Proof. The proof is by reduction from the parametrised clique problem CLIQUE, which is
well-known to be W[1]-complete and which does not admit an f(k)n°®*)-time algorithm for
any computable function f unless ETH fails [16, Theorems 13.25, 14.21].

Let K denote the k-vertex complete graph and Ky and K; the even and odd CFI
graphs of K. We first observe that Ko =g_,\(x} Ki1. Indeed, by [37, Theorem 3.13], for
every graph F, hom(F, Kj) # hom(F, K;) if and only if there exists a weak oddomorphism
h: F — K as defined in [37, Definition 3.9]. By definition, a weak oddomorphism is a
homomorphism which is surjective on edges and vertices, i.e. for every uv € E(K) there
exists u'v' € E(F) such that h(u'v") = uv. Hence, if hom(F, Ky) # hom(F, K1), then F has
at least k vertices and (g) edges. The only graph in G<j matching this description is K.

The reduction produces given the instance (G, k) of CLIQUE the instance (G x Ko, G X
K1, k) of HOMINDSI1ZE where K is the k-vertex clique and x denotes the categorical product
(also known as tensor product) of two graphs. Producing this instance is fixed-parameter
tractable. Furthermore, the parameter & is not affected by this reduction. For correctness,
consider the following argument.

If G x Koy =g, G x Kj, then hom(K,G) = 0. Indeed, by assumption and [33, (5.30)],
hom(K, G) hom(K, Ky) = hom(K,G x K) = hom(K,G x K;) = hom(K, G) hom(K, K1).
However, hom (K, Ky) # hom (K, K1) by Lemma 23, and thus hom (K, G) = 0.

Conversely, it holds that Ko =¢g_,\(x} K1 and hence also G x Ko =¢g_,\(x} G X K1 by
the initial observation and [33, (5.30)]. Since hom(K,G) =0, also G x Ky =g, G x K;. <
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9 A Trichotomy for Homomorphism Indistinguishability?

Theorem 1, our central result, asserts that deciding homomorphism indistinguishability is
tractable over every recognisable graph class of bounded treewidth. In particular, Theorem 1
shows that HOMIND(F) is tractable for every minor-closed graph class of bounded treewidth.
Notably, this result does not rely on reformulations of homomorphism indistinguishability
relations in terms of logic etc. but operates with the homomorphism counts themselves.

A reasonable next step is to combine Theorem 1 with a hardness result. To that end, we
propose the following working hypothesis:

» Conjecture 25. Let F be a minor-closed graph class.

1. If F is the class of all graphs, then HOMIND(F) is graph isomorphism.

2. If F has bounded treewidth, then HOMIND(F) is in polynomial time.

3. If F is proper and has unbounded treewidth, then HOMIND(F) is undecidable.

The first assertion is implied by [32]. The second assertions amounts to derandomising
Theorem 1 and is predicted by the complexity-theoretic hypothesis P = BPP. The third
assertion is wide open: The only minor-closed graph class F for which HOMIND(F) is known
to be undecidable, is the class P of planar graphs, as shown by Manéinska and Roberson [34].
Conjecture 25 is inspired by this example and a result from graph minor theory [39] which
asserts that every minor-closed graph class is either of bounded treewidth or contains all
planar graphs. Intuitively, HOMIND(P) is undecidable since the problem amounts to solving
an infinite-dimensional system of equations. Roughly speaking, the dimension corresponds
to the number of labels needed to generate all planar graphs under operations like series
composition. Theorem 1 makes the other direction of this vague argument precise: We
show that if the number of labels is bounded (e.g. the graph class has bounded treewidth),
then considering finite-dimensional spaces suffices, rendering the problem tractable. That
treewidth might be the right parameter in Conjecture 25 is also suggested by the complexity
dichotomy for counting homomorphisms [17].

Conjecture 25 implies a weak version of Roberson’s conjecture [37, Conjecture 5] asserting
that =z is not the isomorphism relation = for every proper minor-closed graph class F.
Towards Conjecture 25, one could devise reductions between HOMIND(F;) and HOMIND(F3)
for distinct minor-closed graph classes F; and F>. We are not aware of any such reduction.

Another pathway to Conjecture 25 is suggested by Theorems 13 and 17: Instead of
proving hardness of the problem HOMIND(F), one may attempt to give lower bounds on any
function® f: N — N such that G =7 H if and only if G =F. ;. H for all graphs G and H
on at most n vertices. This problem is purely combinatorial and avoids the intricacies of
computation. Theorems 13 and 17 give such functions for every recognisable graph class of
bounded treewidth. By [32], for the class G of all graphs, f can be taken to be the identity
n — n. By [34], there exists no such function for the class P of all planar graphs which is
computable. Conjecture 25 implies that no such function is computable for any minor-closed
graph class of unbounded treewidth.

» Question 26. For a graph class F, what is the least function f: N — N such that
G=rH — G=r_,,, H

for all graphs G and H on at most n vertices?

2 Such a function always exists since there are only finitely many equivalences classes of = on graphs on
most n vertices, each pair of which is distinguished by homomorphism counts from a single graph F' € F.
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