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Abstract
In the all-pairs suffix-prefix (APSP) problem [Gusfield et al., Inf. Process. Lett. 1992], we are given a
dictionary R of r strings, S1, . . . , Sr, of total length n, and we are asked to find the length SPLi,j of
the longest string that is both a suffix of Si and a prefix of Sj , for all i, j ∈ [1 . . r]. APSP is a classic
problem in string algorithms with applications in bioinformatics, especially in sequence assembly.
Since r = |R| is typically very large in real-world applications, considering all r2 pairs of strings
explicitly is prohibitive. This is when the data structure variant of APSP makes sense; in the same
spirit as distance oracles computing shortest paths between any two vertices given online.

We show how to quickly locate k-approximate matches (under the Hamming or the edit distance)
in R using a version of the k-errata tree [Cole et al., STOC 2004] that we introduce. Let SPLk

i,j be
the length of the longest suffix of Si that is at distance at most k from a prefix of Sj . In particular,
for any k = O(1), we show an O(n logk n)-sized data structure to support the following queries:

One-to-Onek(i, j): output SPLk
i,j in O(logk n log log n) time.

Reportk(i, d): output all j ∈ [1 . . r], such that SPLk
i,j ≥ d, in O(logk n(log n/ log log n + output))

time, where output denotes the size of the output.

In fact, our algorithms work for any value of k not just for k = O(1), but the formulas bounding
the complexities get much more complicated for larger values of k.
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1 Introduction

Given a dictionary R of r strings, S1, . . . , Sr, of total length n, the all-pairs suffix-prefix
(APSP) problem asks us to find, for each string Si, i ∈ [1 . . r], its longest suffix that is a prefix
of string Sj , for all j ̸= i, j ∈ [1 . . r]. APSP is a classic problem in string algorithms [18] with
numerous applications in sequence assembly [18, 26, 31, 7, 10]. Gusfield et al. [19] presented
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85:2 Approximate Suffix-Prefix Dictionary Queries

an algorithm running in the optimal O(n + r2) time for solving APSP, assuming all strings
in R are over an integer alphabet of size σ = nO(1). Many other optimal algorithms exist for
APSP aiming at a smaller memory footprint [27, 36, 24].

DNA sequences (fragments) read by sequencing machines are typically assembled by first
computing the maximal overlap between every pair of sequences. The size r of dictionary R

in this case is very large. In particular, r2 usually dominates n, and thus the r2 factor is the
bottleneck both in the time and the space complexity of assembly applications. For instance,
in typical benchmark datasets for genome assembly using short DNA fragments, r is in the
order of 106 to 108 and n is in the order of 108 to 1010. Hence r2 dominates n significantly.

In [25], we initiated a study on several data structure variants of APSP. Let SPLi,j , for
any i, j ∈ [1 . . r], denote the length of the longest suffix of Si that is a prefix of Sj . We
proposed O(n)-sized data structures to support the following queries:

One-to-One(i, j): output SPLi,j in O(log log r) time.
Report(i, d): output all distinct j ∈ [1 . . r] such that SPLi,j ≥ d, for some d ∈ N, in
O(log n/ log log n + output) time, where output denotes the size of the output.

We also proposed other O(n)-sized data structures for answering One-to-All(i), Count(i, ℓ),
and Top(i, K) queries efficiently (see [25] for the precise definitions of these queries).

This framework is interesting both from a practical and from a theoretical perspective.
By being able to answer different types of such queries efficiently, practitioners may be able
to design alternative algorithms that avoid the r2 factor in their time or space complexity;
see the recent work of Talera et al. [33], which investigates practical aspects of our framework.
Furthermore, the underlying data structure problems are also appealing from a theoretical
perspective: (i) they are analogous to distance oracles for networks [35, 28, 14, 13, 11, 17];
and (ii) they are special types of internal pattern matching data structures [21, 20, 2, 1, 12, 4].

In this work, we make the next natural yet challenging step, that is, extend the framework
we introduced in [25] to support k-approximate suffix-prefix queries. Indeed, these are the
most useful queries in real-world applications. Approximate variants of APSP, under the
Hamming or edit distance, have been considered in the literature. Barton et al. [5] showed
how to solve the problem for two strings (r = 2), under Hamming or edit distance k, in O(nk)
time. Thankachan et al. [34] showed how to solve the problem in O((n+r2) logk n) time under
Hamming or edit distance k, for any r and k = O(1). Many other proposed methods aimed at
practical efficiency and are thus based on filtering strategies [29, 37, 22]. They typically use
a two-step approach: candidate regions are identified that potentially correspond to sought
matches; and those candidates are checked to actually verify the desired matching condition.
These approaches do not yield strong theoretical time bounds but they are very efficient in
practice. In any case, none of the proposed methods addresses the data structure variant.

Problems Statements. Let us start with the following basic definition.

▶ Definition 1. For any given set R = {S1, . . . , Sr} of r strings, we define the longest
suffix-prefix of Si and Sj with k-errors as the longest suffix Ui of Si that is at Hamming/edit
distance at most k from some prefix Vj of Sj. We denote the length of Ui by SPLk

i,j.

By fixing k apriori, we want to efficiently compute the values SPLk
i,j for certain (Si, Sj)

pairs given in an online fashion. In particular, we consider the following queries:
One-to-Onek(i, j): output SPLk

i,j .
Reportk(i, d): output all distinct j ∈ [1 . . r] such that SPLk

i,j ≥ d, for some d ∈ N.
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The offline version (that is, the k-approximate variant of APSP), which we denote by APSPk,
is defined as follows: output SPLk

i,j , for all 1 ≤ i, j ≤ r. Recall that APSPk has already been
solved by Thankachan et al. [34] in O((n + r2) logk n) time for any k = O(1).

▶ Observation 2. For Hamming distance we always have that |Ui| = SPLk
i,j = |Vi|. However,

for edit distance it does not need to be the case: we cannot always maximize the lengths
of both suffix and prefix simultaneously. For Si = xx · · · xabcd, Sj = bcdeyy · · · y, we have
SPL1

i,j = 4 as abcd is at edit distance 1 from bcd, but bcd is at edit distance 1 from bcde, and
abcd is at edit distance 2 from bcde. In this sense, edit distance is a bit more complicated.

Results and Paper Organization. We assume the standard word-RAM model of computa-
tions with word size w = Ω(log n), where n is the input size. We present our results below for
any k = O(1); our algorithms work for any arbitrary value of k but the formulas bounding
the complexities get much more complicated for larger values of k. For the exact time
complexities we defer the reader to the actual theorem statements (Theorems 13 and 14).

Query Space (words) Query time Note
One-to-Onek(i, j) O(n logk n) O(logk n log log n) Theorem 13
Reportk(i, d) O(n logk n) O(logk n(log n/ log log n + output)) Theorem 14

Let us introduce the central notion of extension-prefix pair for any two strings X and Y .

▶ Definition 3. A pair of strings (Y, X) is an extension-prefix pair, if X is a prefix of
Y ; and hence Y is called an extension of X. A pair of strings (Y, X) is a k-approximate
extension-prefix pair, if X is at (Hamming or edit) distance at most k from some prefix of Y .

Section 2 introduces the necessary definitions and notation as well as a few observations.
In Section 3, we introduce a version of the k-errata tree [15] and show its efficient construction
as well as some of its properties that are crucial to arrive at our main results. Specifically in
Section 3.1, we show the construction for edit distance, and then also state the changes for
the (easier) case of the Hamming distance. In Section 3.2, we show the key combinatorial
property of the extension-prefix pairs (Lemma 5) in our k-errata tree. Section 3.3 shows an
upper bound on the size of the k-errata tree introduced here for the interesting case where
k = O( log n

log log n ), which is then used to bound the running time and space of the algorithms
– we are not interested in k = ω( log n

log log n ) as in this case we have poly(n) = O(logk n), and
hence trivial algorithms become (at least) as efficient as our approach. Section 3.4 refines
the combinatorial Lemma 5 to its algorithmic applications (Corollaries 10–12). For the sake
of an application, consider that we have two dictionaries D1 and D2. We concentrate not
only on pairs of strings which are at distance at most k, but globally, for any string Y ∈ D2,
we show how to compute its longest prefix which is at distance at most k from any other
string X ∈ D1, and further show how to compute the set of lengths of all such prefixes.

Finally, in Sections 4.1 and 4.2, we apply our techniques to construct the data structures
for answering One-to-Onek and Reportk queries, respectively. Full detailed proofs omitted
from the main text are included in Appendix A.

2 Preliminaries

We consider strings over an integer alphabet Σ = [1 . . σ] of size σ. The elements of Σ are
called letters. A string X = X[1 . . n] is a sequence of letters from Σ; we denote by |X| = n

the length of X. The fragment X[i . . j] of X is an occurrence of the underlying substring
S = X[i] · · · X[j] occurring at position i in X. A prefix of X is a substring of X of the form
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X[1 . . j] and a suffix of X is a substring of X of the form X[i . . n]. The reverse of X is
the string XR = X[n] · · · X[1]. By LCP(X, Y ), we denote the length of the longest common
prefix of strings X and Y . The Hamming distance of two equal-length strings is the number
of positions where the strings differ. The edit distance (or Levenshtein distance) of two
strings X and Y is the minimum number of edit operations required to transform X into Y .
Here, by edit operation we mean an insertion, a substitution, or a deletion of a single letter.
A set D of strings is called a dictionary.

The following edit-distance property (Lemma 4) underlies most string algorithms on edit
distance; e.g., [23]. We provide a proof of this property in Appendix A for completeness.

▶ Lemma 4. For any two strings X and Y , there exists a smallest sequence of edit operations
changing X to Y satisfying recursively that the first operation occurs at position LCP(X, Y )+1.
By recursively, we mean that after applying the first operation on X to obtain X ′, the leftmost
operation to get from X ′ to Y occurs at position LCP(X ′, Y ) + 1 ≥ LCP(X, Y ) + 1.

Let D be a dictionary of n = |D| strings. A node in the trie of D is called branching if
it has at least two children and terminal if it represents a string in D. The compacted trie
T of D is obtained from the underlying trie by removing all nodes except the root node,
the branching and the terminal nodes. The removed nodes are called implicit while the
remaining ones are called explicit. Each terminal node corresponding to a string X from D

is labeled with the identifier of X: a pointer to X in D. Edge labels are stored as pointers
to fragments of strings in D and so the compacted trie takes |T | = O(n) extra space.

Our algorithms use a version of the famous k-errata tree of Cole et al. [15]. The tree nodes
store information about strings and a representation of edit operations applied on them. In
order to efficiently operate on those edit operations we define their representation here as an
abstract structure and describe the operations that are performed on such structures later.

For convenience we represent multisets of edit operations by lists sorted non-decreasingly.
A Hamming distance list consists of up to k elements, where every element is denoted by
lS , for l ∈ [1 . . n]. An edit distance list consists of up to k elements, where every element is
denoted by lE for l ∈ [1 . . n], E ∈ {S, I, D}; elements are first sorted by l, then by D < S < I,
and lD elements may repeat (denoting that several letter deletions occur at the same position
l). A single list does not contain both lS and lI , or multiple such elements, for the same l.
By |ℓ| we denote the number of elements in list ℓ (counting the multiplicities). For any two
lists ℓ1, ℓ2, by ℓ1 ⊆ ℓ2, we denote that every element of ℓ1 appears in ℓ2 and the multiplicity
of any element in ℓ1 does not exceed its multiplicity in ℓ2. By ℓ1 ∪ ℓ2 we denote the union of
the two lists; for each element of ℓ1 or ℓ2 its multiplicity is equal to its maximum multiplicity
in ℓ1 and ℓ2. By max+(ℓ) we denote the smallest element that can be inserted at the end
of list ℓ without breaking the specified condition of the list being non-decreasing; that is,
the maximum element of the list if this element may appear multiple times and the smallest
larger element if the currently maximal element cannot appear multiple times (max+(ℓ) = lD
when the last element of ℓ is equal to lD, (l − 1)S or (l − 1)I , max+(∅) = 1D). By ℓd we
denote the prefix of list ℓ containing only the elements lE such that l ≤ d, and by surpl(ℓ) we
denote the surplus of lD operations over lI operations in ℓ, that is |{lD ∈ ℓ}| − |{lI ∈ ℓ}|; i.e.,
by how many letters the length of the string decreases after applying the operations from ℓ.

3 Finding Approximate Extension-Prefix Pairs using the k-Errata Tree

For any dictionary D, extension-prefix pairs can be found by using a trie of D. Every such
pair corresponds to a descendant-ancestor node pair in the trie. By using this property, all
such pairs can be listed in the optimal time. In this section, we show that for k-approximate
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extension-prefix pairs, a similar property holds for a version of the k-errata tree of the trie of
D. We start by showing the tree construction, then we show the counterpart of this property,
and we end by showing how to use the tree for finding k-approximate extension-prefix pairs.

The Hamming distance can be treated as a special case of edit distance, where only
substitution operations are allowed; we thus focus on the edit distance construction, and then
comment on the differences that should be made to obtain the tree for Hamming distance.
Let D be a dictionary of n = |D| strings and T be the compacted trie of D. In the complexity
analysis of our construction, we assume that k ≤ log n

2 log log n [15]. (The construction itself and
the combinatorial lemmas do not assume any bound on k.)

We compute the heavy-light decomposition of T in O(n) time [32]. Let s(w) denote the
number of node labels in the subtree of T rooted at w (these labels identify the full strings
from D). We call an edge (u, v) of T heavy if s(v) is maximal among every edge originating
from u (breaking ties arbitrarily). All other edges are called light. We call a node that is
reached from its parent through a heavy edge heavy; otherwise, it is called light. The heavy
path of T is the path that starts at the root of T and at each node on the path descends to the
heavy child as defined above. The heavy path decomposition is then defined recursively: it is
a union of the heavy path of T and the heavy path decompositions of the off-path subtrees of
the heavy path. The crucial well-known property of this decomposition is that every root to
node path in T passes through O(log n) light nodes. Our k-errata tree construction actually
refers to the heavy-light decomposition of the uncompacted trie of D – in particular to the
direct children of the branching nodes even if those are implicit. The decompositions of both
the uncompacted and the compacted versions of T are in a bijection: a child of a branching
node of the uncompacted version is light if and only if its closest explicit descendant is light
in the compacted version. Therefore we refer to the nodes of the uncompacted version of
T , and access all children of the branching nodes in time proportional to the size of its
compacted version, obtaining the compacted version of the errata tree in the process.

3.1 The k-Errata Tree Construction
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Figure 1 Example of an edit distance 1- and 2-errata tree for trie T of strings {Y = abcdefgh, X =
acdebf}. The rectangles mark the nodes with multiple distinct labels. Notice that a node with label
(Y, 6I) has an ancestor with two labels (X, ℓ), since |{2I} ∪ {6I}| ≤ 2, X is at edit distance at most
2 from some prefix of Y . Label (X, 2S , 3I) does not provide such result as |{2S , 3I} ∪ {6I}| = 3 > 2.

We denote the k-errata tree of T by T (k) and construct it as a 1-errata of T (k−1), where T (0) =
T . Before constructing the 1-errata tree of T , we compute the heavy-light decomposition
of T . For every light node v at string depth l = d(v) in T that is reached from its parent
through an edge labeled with a ∈ Σ, we create three copies of its subtree (inspect Figure 1):
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In one copy, corresponding to a substitution, we change the labels of the subtree nodes
from X to (X, lS) and merge it with the subtree of its heavy sibling.
In one copy, corresponding to a deletion, we change the labels of the subtree nodes from
X to (X, lD) and merge it with the subtree of its parent.
In one copy, corresponding to an insertion, we change the labels of the subtree nodes
from X to (X, lI) and merge it with the child of its heavy sibling reached through the
edge labeled with letter a (or create such a child if it does not exist).

A node of 1-errata with label: (X, lS) can be reached by replacing the l-th position of X by
the heavy letter (the letter used to reach the heavy child from the node reached by spelling
X[1 . . l − 1] in T ); (X, lD) can be reached by deleting the letter at the l-th position in X;
and (X, lI) can be reached by inserting that heavy letter before the l-th position of X. It
should be clear that in the Hamming distance case only the first copy is required.

For convenience, we represent all the added parts of labels collectively with lists of
edit operations (see Section 2). To keep the data structure simpler, we avoid introducing
redundant labels that would later make proofs and implementations more complicated (in
particular an insertion or deletion would change the positions of the edits to the right).
Specifically, we produce a copy of a label (X, ℓ) only if the added element lE is greater or
equal to max+(ℓ). This means that the lists are sorted non-decreasingly. We do not miss any
significant sequence of edit operations due to Lemma 4 as shown in the proof of Lemma 5.

Since we may possibly delete a few next letters from the same position (after removing a
single letter the next one takes its position) we have to allow elements lD to appear in a list
multiple times. In case of insertions or substitutions this is not needed (and we can prioritize
deletions over other operations as there is no reason to first modify a letter and then delete
it), hence we do not allow two elements lI or lS (or lI and lS) for the same l ∈ [1 . . n]. As
such, the order of elements lE , l ∈ [1 . . n], E ∈ {S, D, I}, is defined by first comparing l, and
then D < S < I, thus the definition of max+(ℓ) (see Section 2).

In our construction of trie T , unlike the one used in the classic construction [15] where D

is made prefix-free, two terminal nodes can lie on the same heavy path (for an extension-prefix
pair (Y, X) for X, Y ∈ D the node representing X may in fact be an internal labeled node
that lies on a heavy path). This does not allow for checking if Y is a k-approximate prefix of
X in the same way since it is already an extension of X (in case of edit distance one can
always check if the difference of lengths is at most k, and in case of Hamming distance simply
respond negatively if |X| < |Y |); for example, when D = {X = abc, Y = abcde}, T (2) = T ,
there is a single heavy path since T has no light nodes. To mitigate this problem and still
have the nice properties of our construction (ancestor-descendant relations of the labeled
nodes), for a labeled node u with label (X, ℓ) that has (non-trivial) descendants, we also
create a copy with label (X, ℓ ∪ (d(u) + 1)I) and add it to its heavy child (insertion after the
last position of X). Substitution and deletion after the end of a string clearly do not make
sense, thus an insertion operation is the only one allowed. This change does not influence
our bounds on the k-errata tree size as the total size of all such subtrees is the number of
the labeled nodes; we change this from O(|T | logk |T |) to O(|T |(log |T | + 1)k).

We remark, that our structure differs substantially from the original k-errata from [15]. In
particular, we do not use extra letters outside of the alphabet to mark the edges transitioning
from the original tree to a copied part, and instead actually merge the nodes corresponding
to the same string. Thanks to this change we do not need to use the extra copies called group
trees, which makes the search algorithm simpler in the case of our structure (the first place
where the search can diverge from the heavy path is the place where the pattern actually
diverges from the heavy path) and running in asymptotically the same time (up to an f(k)
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factor for some f and k = O( log n
log log n )). We do not describe the algorithm in detail however,

since in this paper we are only interested in internal queries (the data structure is constructed
for the fixed dictionary D and no other string is ever queried). All those simplifications
pose the cost of dealing with the lists of edit operations, which are not present in the data
structure from [15], but we show how to do that efficiently in the remainder of this section.

3.2 Extension-Prefix Pairs in a k-Errata Tree
We now prove the key combinatorial property of the described k-errata tree of dictionary D.

▶ Lemma 5. For any two elements X, Y ∈ D, X is at edit (resp. Hamming) distance at
most k from some prefix of Y if and only if there exist two nodes, u and its descendant v, in
T (k) with labels (X, ℓ1) and (Y, ℓ2) respectively, such that |ℓ1 ∪ ℓ2| ≤ k, where T (k) is the edit
(resp. Hamming) distance k-errata tree of D.

T

a
b

a
c

a
b

b

c

a
b

c
a

b
a

b
c

a

c
c

b
a

b
c

a
X

Y(X, 3S)
(Y, 3S , 5D) (Y, 3S)

Figure 2 Illustration of a part of the edit distance 2-errata tree T for dictionary D containing
X = abacab and Y = abccbabca with the choice of heavy paths depicted with thicker lines. X is
at edit distance 2 from Y ′ = abccbab, which is a prefix of Y ; the operations used to transform X

into Y ′ are substitution at position 3 and insertion at position 5. The lowest common ancestor of
nodes with labels X and Y is at string depth 2 (ab); as shown in the proof of Lemma 5 there exists
a child of this node that is a common ancestor of nodes with labels (X, ℓ′

1) and (Y, ℓ′
2) such that

ℓ′
1 ∪ ℓ′

2 = {3S}, and a descendant of this child with label (X, ℓ1) that is an ancestor of a node with
label (Y, ℓ2), such that |ℓ1 ∪ ℓ2| = 2. Conversely, since there exists such an ancestor-descendant pair
of nodes one can compute the list of at most 2 edit operations that transform X into Y ′.

Sketch of Proof. The proof of the forward implication follows a path down the k-errata
tree – one starts with empty lists ℓ1 and ℓ2. Each time an edit operation is applied to X one
adds an element to ℓ1 or ℓ2 or both (depending on the edit operation and the location of the
heavy child) and finds a descendant of the current node that is a common ancestor of nodes
with labels (X, ℓ1) and (Y, ℓ2). The backward implication can be obtained by reversing that
approach and producing a list of at most k edit operations that transform X into a prefix of
Y (see Appendix A for the full proof and Figure 2 for an example of the construction). ◀

The full proof shows that, if a prefix Y ′ of Y is at distance at most k from X, then
there exists a pair of nodes u and v with labels (X, ℓ1) and (Y, ℓ2), respectively, in an
ancestor-descendant relationship, such that f(d(u)) − k + |ℓ1 ∪ ℓ2| ≤ |Y ′| ≤ f(d(u)), where
f(l) = l + surpl(ℓl

2) is the actual length of the prefix of Y represented by the ancestor of v

at depth l. In particular, the longest prefix is represented by either such a pair for u = v

(the whole Y is at edit distance at most k from X), or a pair where |ℓ1 ∪ ℓ2| = k, and hence
ℓ2 = ℓ

d(u)
2 .

MFCS 2024
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This property and the monotonicity of f(l) for a single label (Y, ℓ2) of node v imply that
to find the longest prefix of Y at distance at most k from X it is enough to focus on the
lowest ancestor u of v with label (X, ℓ1) such that |ℓ1 ∪ ℓ2| ≤ k. In fact, if ℓ2 ̸= ℓ

d(u)
2 , then

both u ̸= v and |ℓ1 ∪ ℓ
d(u)
2 | < |ℓ1 ∪ ℓ2| ≤ k, hence there must exist a pair u′, v′ with labels

(X, ℓ′
1) and (Y, ℓ′

2) respectively, for which d(u′) + surpl(ℓ′d(u′)
2 ) > d(u) + surpl(ℓd(u)

2 ) (we can
extend the prefix Y ′ by inserting the next letter of Y after its last position), hence we get the
following corollary. (The algorithm can easily use ℓ

d(u)
2 for the comparison between different

ℓ2, but it is neater this way.)

▶ Corollary 6. The length of the longest prefix of Y that is at edit distance at most k from
X is equal to the maximum over all node pairs (u, v) of value d(u) + surpl(ℓ2), where u has
label (X, ℓ1), v has label (Y, ℓ2), u is a (potentially trivial) ancestor of v, and |ℓ1 ∪ ℓ2| ≤ k.

This is also the case for the Hamming distance but then surpl(ℓ2) = 0.
When we are interested not only in the longest prefix of Y at edit distance at most k

from X, but in the set of all the prefixes with this property, it is enough to compute the
union of the intervals d(u) + surpl(ℓ2) + [−k + |ℓ1 ∪ ℓ2| . . 0] over all such pairs u and v.

▶ Corollary 7. The set of lengths of prefixes of Y that are at edit distance at most k from X

is equal to the union of intervals d(u) + surpl(ℓ2) + [−k + |ℓ1 ∪ ℓ2| . . 0] over all node pairs
(u, v), where u has label (X, ℓ1), v has label (Y, ℓ2), u is a (potentially trivial) ancestor of v,
and |ℓ1 ∪ ℓ2| ≤ k.

For Hamming distance the same property is simpler as the intervals are singletons {d(u)}.

3.3 Size of the k-Errata Tree
For completeness of the k-errata tree construction, we show a bound on the size of the data
structure for a compacted trie T with at most n explicit nodes and n distinct node labels.
We assume k ≤ log n

2 log log n (for all further complexity considerations), but the properties and
the correctness of the algorithms shown further do not require this assumption on k. For
such a value of k, the size of our data structure is asymptotically the same as of the k-errata
tree from [15] up to an f(k) factor (the bound is not necessarily tight – optimizing the f(k)
value is not a focus of this paper). The proof of Lemma 8 can be found in Appendix A.

▶ Lemma 8. For any compacted trie T with at most n explicit nodes and n distinct node
labels, and for any k ≤ log n

2 log log n , the k-errata tree T (k) has O(nk!(cδ log n)k) explicit nodes
and labels, where cδ = 1 for Hamming distance and cδ = 3 for edit distance.

In particular, a single node label of T has O(k!(cδ log n)k) copies in T (k).

▶ Corollary 9. For any k ≤ log n
2 log log n , we have log |T (k)| = O(k log n).

In what follows, we give the complexity of our algorithms including the proven bound on
the f(k) factor, and additionally the formulas in the most interesting case k = O(1).

3.4 Finding Approximate Prefixes
In Section 3.2, we were interested in a single extension-prefix pair (Y, X), such that X, Y ∈ D.
Here, say that we are given two subdictionaries D1 and D2 such that D1, D2 ⊆ D, and want
to find for every element of D2 its longest prefix that is at distance at most k from some
element of D1 using Corollary 6, or the lengths of all such prefixes using Corollary 7. Let
n = |D|, n1 = |D1|, n2 = |D2|, and let m be the length of the longest string in D.
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By running a DFS on T (k) and storing the labels from all the ancestors of a given node
labeled (Y, ℓ2), Y ∈ D2, we can find all the pairs where this node is the descendant. We need,
however, to take care of the lists of edit operations: for the label (Y, ℓ2), we have to look for
the elements (X, ℓ1), X ∈ D1, stored in the set of ancestor labels, such that |ℓ1 ∪ ℓ2| ≤ k. We
do not want to check all the elements from this set separately however (potentially there are
Ω(n) such elements). We can group the elements based on their lists ℓ1; still for a single ℓ2
there can be

(
m
k

)
such fitting lists ℓ1 for Hamming distance (and even more for edit distance).

Corollary 6 tells us that as long as |ℓ1 ∪ ℓ2| ≤ k it does not matter what is the content of
ℓ1, nor what is the X in the label as long as X ∈ D1. In order to avoid looking for each list
ℓ1 separately, we can store the elements (string depths of nodes with labels (X, ℓ1) for any
X ∈ D1 and ℓ1) grouped by the size of ℓ1 and its intersection with every possible ℓ2.

More formally we can store the information about the ancestors of the current node of
the DFS traversal in stacks indexed with pairs (ℓ, x), where ℓ is a valid list of elements and
x ∈ [0 . . k − |ℓ|]. For a single label (X, ℓ1) of node u we store d(u) in stacks (ℓ, x), such that
ℓ ⊆ ℓ1, |ℓ1|−|ℓ| ≤ x ≤ k−|ℓ| (ℓ1 contains all elements of ℓ plus at most x other elements) upon
reaching u (and remove it when returning to its parent). Since a list can have up to k elements,
every single label (X, ℓ1) is responsible for 2|ℓ1| · (k − |ℓ1| + 1) ≤ 2k(k + 1) elements in stacks,
hence in total the DFS traversal will perform O(2k(k + 1) · |T (k)|) = O(n(k + 1)!(2 · cδ log n)k)
operations on stacks. Notice that we use a sparse representation (hash table) to store only
the non-empty stacks explicitly – the universe of all possible stacks is of size at least mk. We
can access a stack in O(1) worst-case time by using perfect hashing [8].

Now, for a single label (Y, ℓ2) of a node v, Y ∈ D2, to find the deepest node u with label
(X, ℓ1) over all X ∈ D1, such that |ℓ1 ∪ ℓ2| ≤ k, one only needs to take the maximum of the
top elements over at most 2|ℓ2| = O(2k) stacks (ℓ, k − |ℓ2|) for ℓ ⊆ ℓ2. Through the whole
DFS, we need to perform a total of O(n2 · 2kk!(cδ log n)k) such operations for all Y ∈ D2 as
there are O(k!(cδ log n)k) copies of label Y in T (k) by Lemma 8.

▶ Corollary 10. For any two dictionaries D1 and D2 such that D1, D2 ⊆ D, we can find the
longest prefix of Y , for every Y ∈ D2 at (Hamming or edit) distance at most k from some
string X ∈ D1, in O(n(k + 1)!(2 · cδ log n)k) total time; for any k = O(1), this is O(n logk n).

If we rather want to find the list of all the prefixes of Y which are at distance at most k

from any X ∈ D1, we need to look through the whole stacks, not only at the top elements,
and also pay attention to the size of ℓ1 ∪ ℓ2, for labels (Y, ℓ2).

For a single label (Y, ℓ2) of a node v, if a node u with label (X, ℓ1), such that |ℓ1∪ℓ2| = x ≤
k, is an ancestor of v, then upon visiting v, d(u) will be stored on stack (ℓ, y), where ℓ = ℓ1∩ℓ2,
and y = |ℓ1|−|ℓ| = |ℓ1∪ℓ2|−|ℓ2| (as |ℓ1∪ℓ2| = |ℓ1|+|ℓ2|−|ℓ|). For such an element on the stack,
we produce an interval d(u)+surpl(ℓ2)+[−k+|ℓ1∪ℓ2| . . 0] = d(u)+surpl(ℓ2)+[−k+y+|ℓ2| . . 0]
of lengths of prefixes of Y that are at edit distance at most k from X (by Corollary 7), or
simply a length d(u) of a prefix of Y at Hamming distance at most k from X.

The element (X, ℓ1) can be also represented on other stacks (ℓ′, y′) for ℓ′ ⊆ ℓ1 ∩ ℓ2 and
y′ ≥ |ℓ1| − |ℓ′|, but then y′ + |ℓ2| ≥ |ℓ1| + |ℓ2| − |ℓ′| ≥ |ℓ1| + |ℓ2| − |ℓ| = |ℓ1 ∪ ℓ2| = y + |ℓ2|;
hence the interval generated this way is a subset of the interval represented by (ℓ, y) and
thus does not change the union of such intervals (still we do not know what is the right ℓ or
y, so we need to check all valid pairs).

This way we can compute the union of those at most m · 2k(k + 1) elements of stacks for
Hamming distance or of at most (m + k) · 2k(k + 1) intervals for edit distance for a single
label (Y, ℓ2) of node v in time proportional to those values (in case of edit distance using the
sweep line technique).
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▶ Corollary 11. For any two dictionaries D1 and D2 such that D1, D2 ⊆ D, we can find the
lengths of all the prefixes of Y at (Hamming or edit) distance at most k from some string
X ∈ D1 for every Y ∈ D2 in O((n + n2(m + k))(k + 1)!(2 · cδ log n)k) total time; for any
k = O(1), this is O((n + n2m) logk n), where m is the length of the longest string in D.

If the focus of the output is oriented towards D1 instead (we want to know what strings
from D1 are at distance at most k from some prefix of a string in D2), then we can store in
the stacks for each label (X, ℓ1) the identifier of X instead. In this case if we run a DFS,
and for each label (Y, ℓ2) we collect the union of sets represented by the stacks (ℓ, y), then
the union of those results over all Y ∈ D2 and all ℓ2 would be equal to exactly the elements
of D1 at distance at most k from some prefix of some Y ∈ D2.

To avoid handling unnecessary duplicates of strings X for a single (ℓ, y) (with different
lists ℓ1 ⊇ ℓ and ℓ′

1 ⊇ ℓ), or for many different Y , instead of stacks, we store the information
in a multiset data structure: a hash table storing as keys the elements of D1 and as satellite
data the multiplicity of every element. When an element X ∈ D1 is read (and hence also
returned), we delete it from every hash table and store it separately, so that it is never added
again. The removal of those copies from every multiset is easy since we additionally store
pointers to all of them partitioned by the elements of D1. For the label (Y, ℓ2), when reading
this multiset, we iterate over the elements in the hash table in time proportional to their
number (the deleted elements are stored separately). We implement multisets as dynamic
perfect hash tables with O(1)-time worst-case operations [8].

▶ Corollary 12. For any two dictionaries D1 and D2 such that D1, D2 ⊆ D, we can find all
the elements of D1 at (Hamming or edit) distance at most k from a prefix of some Y ∈ D2
in O(n(k + 1)!(2 · cδ log n)k) total time; for any k = O(1), this is O(n logk n).

4 Application to Approximate Suffix-Prefix Dictionary Queries

Recall that we are given a dictionary R = {S1, . . . , Sr} of r strings whose total length is n,
and we want to find, for a given set of pairs i, j, the value SPLk

i,j equal to the length of the
longest suffix of Si that is at (Hamming or edit) distance at most k from some prefix of Sj .

We focus on finding the longest prefix of Sj that is at distance at most k from some
suffix of Si, as our k-errata structures are more focused on the prefix lengths than suffix
lengths; by Observation 2, those values are not necessarily maximized simultaneously in the
edit distance case. Still the two problems reduce to one another by reversing all the strings
in R. Henceforth, SPLk

i,j denotes the length of the longest prefix of Sj that is at (Hamming
or edit) distance at most k from some suffix of Si.

In preprocessing, we construct the generalized suffix tree STR of R (without the commonly
used $ /∈ Σ separators) [16]: STR is the compacted trie of the suffixes of all strings in R. A
node u in STR is labeled by i if and only if u represents a suffix of string Si from R. Provided
that we are given an integer k > 0, we also construct the k-errata tree ST

(k)
R of STR. We also

distinguish the labels corresponding to the full strings Si (and not their non-trivial suffixes) –
we mark all their copies and store links to them for O(1)-time access.

4.1 Approximate One-to-One Queries
We first describe the full data structure for answering One-to-Onek queries; then we give
the querying algorithm; and, finally, we analyze the data structure size and the query time.
Recall that One-to-Onek(i, j) returns SPLk

i,j , for two i, j ∈ [1 . . r].
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Data Structure. After preprocessing ST
(k)
R , we construct the data structure for answering

One-to-Onek queries. It consists of O((k + 1)2k) trees, in total, of three types:
the main tree ST

(k)
R ;

trees STi,ℓ, which contain nodes of ST
(k)
R with labels (i, ℓ1), such that ℓ ⊆ ℓ1, for i ∈ [1 . . r];

trees STi,ℓ,x, for x ∈ [0 . . k − |ℓ|], which contain nodes with labels (i, ℓ1), such that ℓ ⊆ ℓ1
and x ≥ |ℓ1| − |ℓ|.

Note that |ℓ| ≤ k and that we do not actually construct the empty trees (i.e., trees that contain
no labels in the instance of the problem). Even though STi,∅ is basically the counterpart
of the tree STi from the One-to-One without errors solution [25], it is not necessarily equal
to the k-errata tree of the suffix tree of Si, since the heavy-light decomposition of STi and
of the generalized suffix tree (and hence the errata trees) may differ. That is, to obtain a
smaller tree, we make a copy of a larger tree, remove the labels that do not fit, remove the
nodes that do not have any labels in their subtree, and finally compactify the tree.

The trees of the first two types are enhanced with rank-select (RS) [6] and lowest common
ancestor (LCA) data structures [9]; the trees of the third type are enhanced with a weighted
ancestor (WA) data structure [3] plus a pointer from each node to its closest ancestor with a
label. (The latter information can be trivially computed by using a DFS tree traversal.)

While the LCA and WA data structures are by default defined on (rooted) trees, we need
to specify how the RS data structures are defined on trees (as they are usually defined on
arrays). In our case, the RS data structures span over all the node labels (in one of the
constructions a single label will actually be given a few next positions). In particular, the
positions are first ordered by the position of the node (left to right DFS first visit order), and
next its labels (i, ℓ) are ordered lexicographically. In case of ST

(k)
R , the RS data structure

is over the alphabet [1 . . r], where the letter representing the node label (i, ℓ) is i. Each
label of ST

(k)
R is linked with its counterpart from STi,∅. The tree STi,ℓ is connected to

trees STi,ℓ∪{lE}, where lE ≥ max+(ℓ) and trees STi,ℓ,x, where x ≤ k − |ℓ|, and hence it
contains two separate RS data structures. The first one is over the alphabet of valid elements:
[max+(ℓ) . . nS ] for Hamming distance; [max+(ℓ) . . (n + k)I ] for edit distance. Each label
(i, ℓ1) is given a position for every element lE ∈ ℓ1 greater or equal to max+(ℓ) and this
element lE is its representative. This position in the RS array is linked with the corresponding
terminal node of tree STi,ℓ∪{lE}. The second one is over alphabet [0 . . k − |ℓ|]. Each node
label (i, ℓ1) is given k − |ℓ1| + 1 positions that contain values x ∈ [|ℓ1| − |ℓ| . . k − |ℓ|]. Each
such position is connected to the corresponding node label of the tree STi,ℓ,x.

Querying. We want to find SPLk
i,j , i.e., the longest prefix of Sj that is at (Hamming or

edit) distance at most k from some suffix of Si (if we store some additional information
with the labels we can also find the length of this suffix). By Lemma 8, Sj corresponds
to O(k!(cδ log n)k) different node labels (j, ℓ2) in ST

(k)
R ; we will consider each such label

independently, and then choose the optimal result.
For a single node v with label (j, ℓ2), we want to find its lowest ancestor with label (i, ℓ1)

such that |ℓ1 ∪ ℓ2| ≤ k. We know that the ancestor is contained in one of the trees STi,ℓ,k−|ℓ2|
for some ℓ ⊆ ℓ2. If we know a node v′ with a label that is stored in that tree, and is the
closest to v in the DFS order of ST

(k)
R (they have the deepest LCA among all such nodes

v′), then we know that any ancestor of v that belongs to STi,ℓ,k−|ℓ2| is also an ancestor of v′,
and that every ancestor of v′ at depth at most LCA(v, v′) is also an ancestor of v. Thus for
knowing the location of v′ in STi,ℓ,k−|ℓ2| and the value of LCA(v, v′), it suffices to ask a WA
query in STi,ℓ,k−|ℓ2| for node v′ and depth LCA(v, v′) and then ask for the lowest ancestor of
the node with a label (this information is stored in the node as a pointer) - the answer is
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ST
(3)
R

(i, 2S , 4I)

(i, 2S)
(i, 2S , 3I , 5D)

(Sj , 2S , 3D)
(i, 1D, 4S , 6I)

STi,∅

(i, 2S , 4I)

(i, 2S)
(i, 2S , 3I , 5D)

(i, 1D, 4S , 6I)

STi,2S

(i, 2S , 4I)

(i, 2S)
(i, 2S , 3I , 5D)

STi,2S ,1

(i, 2S , 4I)

(i, 2S)

Figure 3 An example traversal through the trees to reach the lowest ancestor (i, ℓ1) of label
(Sj , 2S , 3D), such that 2S ∈ ℓ1 and |ℓ1 ∪ {2S , 3D}| ≤ 3. The green node depicts the label that is
closest to (Sj , 2S , 3D) in ST

(3)
R , out of the ones existing in the tree, while the blue one depicts the

lowest common ancestor of the two nodes (equal to green in ST
(3)
R ). The next green node is obtained

via a rank-select query, while the blue nodes depth is obtained via an LCA query. After reaching a
terminating tree, we ask for the depth of the lowest ancestor of the blue node that contains a label.

the sought ancestor of v. To obtain the location of v′ and the value of LCA(v, v′), we jump
through the trees in between, always storing the two pieces of information: the labeled node
v′′ closest to v that appears in the tree; and the value LCA(v, v′′).

In ST
(k)
R we want to find the closest label (i, ℓ1) for any ℓ1; we simply ask an RS query to

find the closest such node to the left and to the right of v. We compare those two nodes by
the string depth of their LCA with v, choose the one for which this depth is larger (breaking
ties arbitrarily), and then we proceed to the node with this label in STi,∅.

Now, in tree STi,ℓ, for ℓ ⊆ ℓ2, we start with the labeled node v′ closest to v in ST
(r)
R ,

and the string depth of their LCA. For each element lE ∈ ℓ2, such that lE ≥ max+(ℓ), we
find the closest node with label (i, ℓ3) such that ℓ ∪ {lE} ⊆ ℓ3 in STi,ℓ by asking the RS
data structure (the one over [max+(ℓ) . . (n + k)I ]) for lE – both left and right. We compare
those two nodes based on the LCA string depth with v′ to get the node v′′, then compute
LCA(v, v′′) = min{LCA(v, v′), LCA(v′, v′′)}, and jump to the corresponding terminal node of
STi,ℓ∪{lE} with the new LCA value. Additionally we ask the other RS data structure for the
closest label represented by k − |ℓ2|, and jump to the labeled node of STi,ℓ,k−|ℓ2|. There we
find its lowest ancestor at depth at most the value of stored LCA string depth, and ask this
ancestor for the string depth of its lowest ancestor storing a label. If this value is larger than
the value of the currently stored candidate, we replace the candidate with the new one.

After the whole recursive procedure ends for each labeled node v corresponding to the
full string Sj , the stored candidate is the final answer. Inspect Figure 3, for an example.

Data Structure Size. Each node of ST
(k)
R belongs to O((k + 1) · 2k) different trees. In

total, the trees have size N = O(n(k + 1)!(2cδ log n)k). The RS [6], LCA [9], and WA [3]
data structures occupy O(N) space and can be constructed in O(N log log N) time.

Query Time. We have O(k!(cδ log n)k) node labels (Sj , ℓ2) for a full string Sj . For each
of those we reach at most 2k further trees. Each operation of reaching the next tree (from
the previous one) costs a constant number of RS, LCA and WA queries – that is, the cost
of reaching each tree is O(log log n); hence the total cost is O((2cδ log n)k log log n). In
particular, the RS [6] and WA [3] queries take O(log log n) time when O(n) space is used.
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▶ Theorem 13. For any dictionary of strings of total length n and any k ≤ log n
2 log log n , we can

construct a data structure of O(n(k + 1)!(2cδ log n)k) words of space answering One-to-Onek

queries in O((k + 1)!(2cδ log n)k log log n) time. The data structure can be constructed in
O(n(k + 1)!(2cδ log n)k log log n) time.

For any k = O(1), the data structure size is O(n logk n), the query time is O(logk n log log n)
and the construction time is O(n logk n log log n).

4.2 Approximate Report Queries
Once again we use an inverted version of the problem that is equivalent to the original one;
i.e., we want to answer Reportk(j, d) queries that return all the values of i ∈ [1 . . r] such that
there exits a prefix of Sj at distance at most k from some suffix of Si of length at least d.
Recall that by Observation 2, for edit distance, this is not necessarily equivalent to finding all
j such there exists a prefix of Sj of length at least d at distance at most k from some suffix
of Si – this can be done using the idea of Corollary 12 within the same time complexity.

By Corollary 6, to find whether a prefix of length at least d of Sj is at distance at most
k from a suffix of Si, it suffices to check, for every label (j, ℓ2) of a node v representing
the full string Sj , if it has an ancestor u with label (i, ℓ1), such that |ℓ1 ∪ ℓ2| ≤ k and
d(u) ≥ d − surpl(ℓ2). We first describe the data structure for answering Reportk queries and
analyze its size; then we give the querying algorithm and analyze the query time.

Data Structure. We start by constructing ST
(k)
R . For each pair (ℓ, x), such that x ≤

k − |ℓ| and there exists a label with list ℓ in ST
(k)
R , we create a linear-space 2D rectangle

stabbing data structure [30]. For every node u with label (i, ℓ1), we create a rectangle
[L(u) . . R(u)] × [0 . . d(u)] with label i, where L(u) and R(u) are the numbers of the leftmost
and the rightmost label in the subtree of u in ST

(k)
R when ordered in the left-to-right DFS

traversal order, and insert it to data structures (ℓ, x) for each ℓ ⊆ ℓ1 and |ℓ1|−|ℓ| ≤ x ≤ k−|ℓ|.
Next in every structure we make the rectangles of the same type disjoint.

We have in total |ST
(k)
R | = O(nk!(cδ log n)k) labels, hence the total number of rectangles

in all the data structures is |ST
(k)
R | · (k + 1)2k = O(n(k + 1)!(2cδ log n)k), and the dimensions

of the rectangles are in [0 . . |ST
(k)
R |] × [0 . . n]. Hence the total size is O(n(k + 1)!(2cδ log n)k).

Querying. For each label (j, ℓ2) of a node v representing the full string Sj , and for each
ℓ ⊆ ℓ2, we ask a query (L(v), d − surpl(ℓ2)) to the 2D rectangle stabbing data structure
(ℓ, k − |ℓ2|). Over all labels (j, ℓ2), we have in total O(k!(2cδ log n)k) lists of total length
O(|Q| · k!(2cδ log n)k), where |Q| is the size of the output, and we want to output their union.
By using the 2D rectangle stabbing data structure from [30] we obtain the following result.

▶ Theorem 14. For any dictionary of strings of total length n and any k ≤ log n
2 log log n , we can

construct a data structure of O(nk!(2cδ log n)k) words of space answering Reportk queries in
O((k + 1)!(2cδ log n)k(log n/ log log n + |Q|)) time. For any k = O(1), the data structure size
is O(n logk n) and the query time is O(logk n(log n/ log log n + |Q|)).
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A Omitted Proofs

Proof of Lemma 4. Say, that the leftmost operation in an optimal sequence of edit operations
between strings X and Y happens at position l1 ≤ LCP(X, Y ), that is, in particular X[l1] =
Y [l1].

The positions 1, . . . , l1 − 1 of strings X and Y are matched respectively, and we need to
match the letter Y [l1] with something in X. Therefore, the leftmost operation (subset of
subsequent operations) is either an insertion of letter Y [l1] or a possibly empty sequence of
deletions followed by an identity or a substitution on the first not deleted position (if the
first operation after deletions was an insertion, then we can pull this insertion left).

If the first operation is insertion, then we can instead match letter Y [l1] with the letter
X[l1], and insert the letter one position further - since the inserted letter and X[l1] are
equal this does not change the number of operations nor the result.
If a sequence of deletions is followed by an identity, then we can instead match letter
Y [l1] with X[l1] and delete the matched letter X[l2] for l2 > l1 (if the sequence was empty
then the position of the first operation was not l1) shifting the left-most first operation
to the right.
If a sequence of deletions was followed by a substitution of letter X[l2], then we can
instead match letter Y [l1] with X[l1] and delete letter X[l2] obtaining a set of operations
of smaller size - a contradiction with the minimality of the set.

For the recursive part the same proof follows the same way after applying the first operation.
◀

Full proof of Lemma 5. (⇒) Let Y ′ be a prefix of Y at edit distance at most k from X. In
particular there exists a sequence of at most k operations that transform X into Y ′. Using
this sequence of edit operations, we find two nodes u and v in T (k) with labels (X, ℓ1) and
(Y, ℓ2) respectively, satisfying the conditions of the statement.

Recall that T denotes the compacted trie of D. We start our search at the root of T with
two empty lists ℓ1 and ℓ2. By Lemma 4 we can safely assume that the position of the first
edit operation used to change X into Y ′ is l = LCP(X, Y ′) + 1 = LCP(X, Y ) + 1. The letter
at position l in X is changed: it is deleted; substituted with the l-th letter of Y ′; or the l-th
letter of Y ′ is inserted right before this letter.

Let us first assume that neither X is a prefix of Y nor Y ′ is a prefix of X (or that we do
not have any more edit operations to apply).

We know that in T the nodes with labels X and Y have their lowest common ancestor at
depth l − 1. Now, assume, that the heavy child of this common ancestor is reached from its
parent through an edge labeled with letter a. Now depending on the operation performed:

If the operation is a substitution, then if X[l] ̸= a, add lS to ℓ1, and if Y [l] ̸= a, add lS
to ℓ2 (possibly both lists gain the same element).
If the operation is a deletion, then if X[l] ̸= a, add lD to ℓ1, otherwise (Y [l] ̸= a), add lI
to ℓ2.
If the operation is an insertion, then, if Y [l] = a (X[l] ̸= a), add lI to ℓ1, otherwise
(Y [l] ̸= a), add lD to ℓ2.
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Now the nodes with labels (X, ℓ1) and (Y, ℓ2) belong to the subtree of a node at depth
l − 1 in T (1) (and hence also in T (k)), and actually if the added label was not lD also of
the node at depth l (the heavy child of the one at depth l − 1), this ensures that the next
element will be no smaller than max+(ℓ1 ∪ ℓ2). Furthermore, we know that the edit distance
between X and Y ′, with the operations in lists ℓ1 and ℓ2 applied, is smaller by 1 than the
distance between X and Y ′.

We iterate this technique at most k times walking down the tree. At step x ≤ k we
start our work at a node of T (x−1) (a node of T (k) that was there before the x-th step of
the k-errata construction) that is an ancestor of nodes with labels (X, ℓ1) and (Y, ℓ2). After
at most k steps we get to a node in T (k), such that its descendant with label (X, ℓ1) is an
ancestor of the node with label (Y, ℓ2) as no further edit operations remain. Y ′ turns out to
the prefix of Y with the last d(v) − d(u) letters removed.

Now consider the case where, after applying x − 1 operations, the nodes with labels
(X, ℓ1) and (Y, ℓ2), respectively, are already in an ancestor descendant relationship, and there
are still operations changing X into Y ′ not processed yet.

If a node with label (X, ℓ1) is a (non-trivial) descendant of node with label (Y, ℓ2) the
only possible next operation is deletion (we need to remove the suffix of X). If the first edge
used to reach the node with label (X, ℓ1) from the node with label (Y, ℓ2) is heavy in T (x−1)

we can still add lI to ℓ2 (due to the extra copy of labeled nodes), otherwise a node with label
(X, ℓ1 ∪ {lD}) is a descendant of the node with label (Y, ℓ2) in T (x) of smaller depth. We
apply this until we reach a single node with both labels (X, ℓ1) and (Y, ℓ2).

If a node with label (X, ℓ1) is a (non-trivial) ancestor of a node with label (Y, ℓ2), we
already know that the claim is true (for some prefix Y ′′ of Y , that is at smaller edit distance
from X than Y ′). We may still want to pair X with a longer (or a shorter) prefix of Y , in
particular the longest possible. If the next applied operation is an insertion (we want to
make the prefix longer) of letter Y [l], then this is symmetric to the case considered in the
previous paragraph. We do not provide any modification that allows applying deletion in
this case since, in our main application, we care for the longest prefixes only. Still, we know,
that the shortest prefix of Y we could obtain this way would be k − x + 1 letters shorter
than Y ′′, and hence every such prefix is actually represented in T (k).

In case of Hamming distance the set of operations consists solely of substitutions, and
hence the proof reduces naturally (only elements lS are inserted to the lists, hence only copies
of labels with such lists are considered).

(⇐) This is the reversal of the forward (⇒) proof construction, that is, we change ℓ1 and
ℓ2 into a single list of edit operations.

In the Hamming distance case, the set of mismatches between X and Y [1 . . |X|] is
contained in the set {l : lS ∈ ℓ1 ∪ ℓ2}, hence X and a prefix of Y are at Hamming distance at
most |ℓ1 ∪ ℓ2| ≤ k (|ℓ1 ∪ ℓ2| may be greater than the actual Hamming distance if a suboptimal
pair of labeled nodes is chosen, but this is not a problem). In the edit distance case, the
construction is more complicated due to the shifts made by insertions and deletions.

We have two nodes u and v with labels (X, ℓ1) and (Y, ℓ2), respectively, such that u is
an ancestor of v. Let Y ′ be the prefix of Y of length |Y | − d(v) + d(u) = d(u) + surpl(ℓ2)
assuming that ℓ2 = ℓ

d(u)
2 (l ≤ d(u) for lE ∈ ℓ2) – otherwise we can remove those larger

elements as those only affect the part of Y that does not play a role in the transformation of
X into Y ′ (there exists a descendant of u with label (Y, ℓ

d(u)
2 ) which we can choose as our

v). We know that after applying operations from ℓ1 to X and operations from ℓ2 to Y ′ we
obtain the same string: the one obtained by reading the path from root to u in T (k).
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Let ℓ = ℓ1 ∪ ℓ2, and for each element of ℓ we mark whether it comes from ℓ1, from ℓ2, or
from both. For ℓ it may actually be the case that both lS and lI appear (coming from two
different lists ℓ1, ℓ2); this will not be that much of a problem however since this is counted as
two edit operations in |ℓ|. We continue by showing that in fact ℓ encodes a transformation of
X into Y ′ with the use of at most |ℓ| edit operations.

We read ℓ and modify X step by step to reach Y ′ keeping an invariant that when element
lE is about to be processed the first l − 1 + i positions of the modified string X are equal to
the first l − 1 + i positions of Y , where the value i represents the imbalance between deletion
and insertion operations from ℓ2 already applied, and hence it starts from 0. We have that
i = surpl(ℓ′

2), where ℓ′
2 is the prefix of ℓ2 storing operations already applied - ℓ′

2 = ℓl
2 when

we move to the node at depth l for the first time.
If the element is lS , we substitute the letter at position l + i of the current version of X

with Y [l + i].
If the element lD comes from both lists ℓ1 and ℓ2 (multiple lD in both lists are matched
into pairs), we replace the letter at position l + i by Y [l + i] and increase i by 1 (deletion
of the corresponding letters of both strings is equivalent to a substitution, but the depth
of the node decreases by one).
If the element lD comes from list ℓ1 (a surplus in pairing), we remove the letter at position
l + i in the current version of X.
If the element lD comes from list ℓ2 (a surplus in pairing), we add letter Y [l + i] between
letters at positions l + i − 1 and l + i in X and increase i by 1.
If the element lI comes from both lists we do not modify X, and instead decrease i by 1
(inserting the same letter at corresponding positions in X and Y does not change the
edit distance).
If the element lI comes from list ℓ1, we insert letter Y [l + i] between letters at positions
l + i − 1 and l + i in X.
If the element lI comes from list ℓ2, we delete the letter at position l + i in X and decrease
i by 1.

Notice that when i decreases, the value l of the next lE must be strictly greater, hence the
sum l + i never decreases between operations; and when l + i increases, X[l + i] and Y [l + i]
(for X after the changes applied and the old value of l + i) must actually be equal.

Further notice that, as claimed, the prefix Y ′ obtained from X by applying those edit
operations (obtained from ℓ1 and ℓ

d(u)
2 ) has length equal to d(u) + surpl(ℓd(u)

2 ). ◀

Proof of Lemma 8. Let |T (k)| denote the size of the k-errata of T . The proof proceeds by
induction. |T (0)| = |T | ≤ 3n.

Assume, that |T (k−1)| ≤ cn,k−1 · n(k − 1)!(cδ log n)k−1, for a constant 3 ≤ cn,k−1 ≤ 16,
depending only on n and k, to be specified later.

A single node or label can be copied at most cδ log |T (k−1)|+1 times, since the heavy-light
decomposition of the (k − 1)-errata tree is weighted by the number of explicit nodes and
labels. Note that cδ comes from the number of copies made, and +1 comes from the extra
copy of a labeled node that is not a leaf.

Now cδ log |T (k−1)| + 1 ≤ cδ log[cn,k−1 · n(k − 1)!(cδ log n)k−1] + 1 ≤ cδ[log cn,k−1 + log n +
(k − 1) log k + (k − 1)[log cδ + log n]] + 1 ≤ cδ[k(log n + log k + 7)] = cδk log n[1 + log k+7

log n ].
Hence, |T (k)| ≤ |T (k−1)| · (cδ log |T (k−1)|+1) ≤ cn,k−1 ·n(k −1)!(cδ log n)k−1 · cδk log n[1+

log k+7
log n ] = cn,k−1 · [1 + log k+7

log n ] · [nk!(cδ log n)k].
Hence for cn,k = cn,k−1 · [1 + log k+7

log n ] the property |T (k)| ≤ cn,k · nk!(cδ log n)k is satisfied,
and it remains to show, that cn,k ≤ 16 if k ≤ log n

2 log log n . cn,0 = 3, cn,k ≤ 3 · [1 + log k+7
log n ]k.

Recall, that (1 + 1
x )x → e, and that for k ≤ log n

2 log log n we have log k+7
log n ≤ 2 log log n

log n (for large
enough n), hence cn,k ≤ 3e < 16.

The bound on the number of copies of a single label follows analogously. ◀


	1 Introduction
	2 Preliminaries
	3 Finding Approximate Extension-Prefix Pairs using the k-Errata Tree
	3.1 The k-Errata Tree Construction
	3.2 Extension-Prefix Pairs in a k-Errata Tree
	3.3 Size of the k-Errata Tree
	3.4 Finding Approximate Prefixes

	4 Application to Approximate Suffix-Prefix Dictionary Queries
	4.1 Approximate One-to-One Queries
	4.2 Approximate Report Queries

	A Omitted Proofs

