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Abstract
Solution counting and solution space integration over linear constraints are important problems
with many applications. Previous works addressed either only counting integer points in polytopes
(integer counting) with integer variables or alternatively only computing the volume of polytopes
(solution space integration) on variables over the reals, including approximating the integer count
via a polytope’s volume. We are not aware of a non-trivial algorithm which addresses the mixed
case, where linear constraints are over mixed integer and real variables. In this paper, we propose a
new randomized algorithm to approximate guarantees (bounds) of integer solution counts. Then we
present upper and lower bounds for solution space integration over mixed-integer linear constraints.
Thus, proposed algorithms can be extended to mixed-integer cases as well. The experiments show
that approximations are often very close to exact results in practice, and bounds approximated by
our algorithm are often tight and useful.
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1 Introduction

As one of the most fundamental types of constraints, linear constraints (LCs) have been
studied thoroughly in many areas. Counting solutions over LCs has also many applications,
such as counting-based search [27, 32], simple temporal planning [16] and probabilistic pro-
gram analysis [14, 23]. Moreover, it can be incorporated into DPLL (T)-based #SMT (LA)
counters [12] as a core subroutine.

Since a set of LCs corresponds to a convex polytope, counting integer solutions over LCs
is equivalent to counting integer points inside the polytope. For real solutions, the counting
problem is turned into computing the polytope’s volume, which is defined by the Lebesgue
measure. Naturally, we may be interested in the solution counting problem over mixed-integer
variables. In this paper, we will show that it is a problem of computing the integration of
solution space, and then study the methods for approximating such integrations. We will
call such a problem solution space integration for short.
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13:2 Improved Bounds of Integer Solution Counts via Volume

Solution counting problems over LCs were proved to be #P-hard [29]. Barvinok [1, 2]
introduced an algorithm for integer counting. Based on it, tools LattE [18] and barvinok [30]
were implemented, which are still state-of-the-art. For volume of polytopes, tool Vinci [5] is an
implementation and combination of several volume computation algorithms. The Multiphase
Monte-Carlo algorithm [9, 21] is a polynomial time volume approximation algorithm for
convex bodies. The tool Polyvest [10] is a scalable implementation of the Multiphase Monte-
Carlo algorithm over polytopes. A more recent work [11] studied the relation between the
count of inner integer points and the volume of a polytope. They proposed an algorithm called
Vol2Lat to approximate integer counts via volume. This work inspired us to investigate
the relationship among solution space integration, a polytope’s volume and inner integer
points count. For example, let us consider the following simplified formula F extracted from
a scheduling problem:

(2a + 0.3b ≤ t) ∧ (1 ≤ a ≤ 32) ∧ (1 ≤ b ≤ 32) ∧ (0 < t < 50),

where a and b are the numbers of scheduled tasks A and B, the coefficient 2 and 0.3 are the time
cost of two tasks, t is the time limit, which is a real variable. The solution space integration
of F is 14204.5. Therefore, when we uniformly pick an assignment (a0, b0, t0) satisfying the
range constraints, the probability that (a0, b0, t0) satisfies F is 14204.5/(32 ∗ 32 ∗ 49) ≈ 0.283.
Assuming a, b, t ∈ R, the volume of its solution space is 14418.9. Assuming a, b, t ∈ Z,
the integer solution count is 15261. From experiments (see Section 5), we observe that
the values of volume and integer count are usually close to the solution space integration.
Naturally, given a set of mixed-integer LCs, we would like to investigate whether solution
space integrations can be approximated via the volume or the integer lattice count of the
corresponding polytope. The contributions of this paper are the following:

We propose a new randomized algorithm to approximate bounds of integer solution counts
of a set of linear constraints via a polytope’s volume. It returns upper and lower bounds
of integer solution counts with respect to a given confidence.
We introduce and prove bounds for the solution space integration, volume and integer
solution count on a set of LCs with mixed-integer, pure real and pure integer variables
respectively. The bounds show when the three values are close to each other in theory.
Thus, our new algorithm can be directly extended to approximate bounds of solution
space integration on mixed-integer cases.
Experiments show that our approach is promising over mixed-integer cases and also
outperforms the existing bound approximation algorithm Vol2Lat, including instances
generated from program analysis.

2 Background

2.1 Notations and Preliminaries
A Linear Constraint (LC) can be written in the form

∑n
i=1 aixi op b, where xis are numeric

variables, ais and b are real coefficients, and op ∈ {<,≤, >,≥, =}. From a geometric point
of view, a LC is an n-dimensional halfspace, and a finite set of LCs is a polytope. Thus a set
of LCs F corresponds to a polytope P which is in the form of

P = {x⃗ ∈ Rn : Ax⃗ ≤ b⃗}.

Naturally, Zn represents the set of all integer lattices (points with all integer coordinates).
Thus integer models of the linear constraints can be represented by {x⃗ ∈ Zn : Ax⃗ ≤ b⃗}. It is
the same as the integer points inside the corresponding polytope, i.e.,

{x⃗ ∈ Zn : Ax⃗ ≤ b⃗} = P ∩ Zn.
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Now we consider Mixed-Integer Linear Constraints (MILC) whose variables include not
only reals but also integers. We know that changing the sequence of variables of x⃗ will not
affect the size of the solution space of a set of LCs, such as, exchanging two variables xi, xj

and their coefficients ai, aj . So without loss of generality, a set of MILCs F can be written
in the form Ax⃗ = A1x⃗I + A2x⃗R ≤ b⃗, where A = [A1A2], x⃗ = [x⃗I x⃗R] and x⃗I , x⃗R are subsets
of integer and real variables of x⃗ respectively.

▶ Definition 1. Given a set of MILCs F , which corresponds to a polytope P .
Let vol(P ) denote the volume of P , i.e., vol(P ) =

∫
x⃗∈P

1 dx⃗.
Let lat(P ) denote the count of integer lattices in P , i.e., lat(P ) = |P ∩ Zn|.
Let nI = |x⃗I | and nR = |x⃗R|. Obviously, n = nI + nR.
Let M(F ) = {x⃗ = [x⃗I x⃗R] ∈ ZnI ×RnR : A1x⃗I + A2x⃗R ≤ b⃗} = P ∩ ZnI ×RnR denote the
solution space of F .
Let MI(F ) ⊂ ZnI and MR(F ) ⊂ RnR denote the projection from M(F ) to variables
over x⃗I and x⃗R respectively.
Given an integer assignment α⃗I over x⃗I . Let F{x⃗I = α⃗I} denote the remaining constraints
of F by assigning α⃗I to x⃗I , i.e., F{x⃗I = α⃗I} = A1α⃗I + A2x⃗R ≤ b⃗.
Let integral(F ) denote the integral on M(F ). In detail,

integral(F ) =
∑

α⃗I ∈MI(F )

∫
x⃗∈M(F {x⃗I =α⃗I })

1 dx⃗ (1)

=
∑

α⃗I ∈MI(F )

integral(F{x⃗I = α⃗I}). (2)

Note that M(F{x⃗I = α⃗I}) is essentially a polytope in nR-dimensional space. Let Pα⃗I

represent the corresponding polytope of F{x⃗I = α⃗I}. We have integral(F{x⃗I = α⃗I}) =
vol(Pα⃗I

). Consider an assignment β⃗I on x⃗I s.t. β⃗I ̸∈ MI(F ), then vol(Pβ⃗I
) must be zero,

otherwise, ∃β⃗R ∈ M(F{x⃗I = β⃗I}) and [β⃗I β⃗R] would be a solution of F which contradicts
with β⃗I ̸∈ MI(F ). Therefore, Equation (2) is equivalent with

integral(F ) =
∑

α⃗I ∈S

vol(Pα⃗I
),∀MI(F ) ⊆ S ⊂ ZnI . (3)

It also indicates that α⃗Is can be enumerated in a looser space S than MI(F ).

Figure 1 An example over two variables x and y, where x is an integer variable and y is a real
variable. The integration integral(F ) is the sum of lengths of black lines parallel to y-axis. The
count lat(P ) = 40 is the number of dots on those black lines. C(P ) is the set of orange and gray
squares, C(B(P )) is the set of orange squares, and thus the set of gray squares can be represented
by C(P ) \ C(B(P )). union(C(P )) is the union space of orange and grey squares.

CP 2024
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▶ Definition 2. An integer-cube is a unit-cube whose center is an integer point. Given an
integer point α⃗ and a polytope P .

Let cube(α⃗) denote the integer-cube centered at α⃗, i.e.,

cube(α⃗) = {x⃗ ∈ Rn : αi −
1
2 ≤ xi ≤ αi + 1

2 , i = 1, . . . , n}.

Let C(P ) represent the set of all integer-cubes which intersect with P .
Let C(B(P )) represent the set of all integer-cubes which intersects with B(P ), where B(P )
is the boundary (facets) of P .
Let union(C) denote the union

⋃
κ∈C κ, where C is a set of integer-cubes.

Note that each integer-cube corresponds to a unique integer point and its volume is 1.
Therefore, the integer-cube is introduced for bridging the gap between the volume and the
integer count. Figure 1 is an example of integer-cubes, C(P ), C(B(P )), etc.

2.2 Approximating Lattice Counts via Polytope’s Volume
Ge et al. [11] observed that the lattice count and the volume of a given polytope are often
close. They also pointed out that there exist cases in which lattice counts and volume
are greatly different. For example, a very ‘thin’ rectangle whose sides are parallel to the
coordinates and the short side lies in interval (0, 1). Then there is no integer point in it, but
its volume can be arbitrarily large as the long side stretches. Therefore, they focused on the
distance between the count and the volume, and further proposed a method to approximate
the count by the volume. The following theorems are their main results.

▶ Lemma 3. Both vol(P ), lat(P ) are in the interval [|C(P )| − |C(B(P ))|, |C(P )|].

▶ Theorem 4. |vol(P )− lat(P )| ≤ |C(B(P ))|.

▶ Theorem 5. |C(B(P ))| ≤ 2
∑n

i=1
∏

i ̸=j(Mj(P )−mj(P )), where Mi(P ) = ⌊max{xi|
x⃗ ∈ P}+ 1⌋ and mi(P ) = ⌈min{xi|x⃗ ∈ P} − 1⌉.

Take Figure 1 as the example. We observe that each gray square contains exactly
one integer point in the polytope while orange squares maybe not, so it suggests that the
differences between vol(P ), lat(P ) and |C(P )| are related to those orange squares, i.e.,
|C(B(P ))|. It is the intuition behind the proof of Lemma 3. Based on Lemma 3, it is easy to
obtain Theorem 4 that the difference between vol(P ) and lat(P ) is bounded by |C(B(P ))|.
Then by Theorem 5, a looser bound 2

∑n
i=1

∏
i ̸=j(Mj(P )−mj(P )) is proved which is easier

to be computed in practice. As a result, the count of lattices in a given polytope P can be
approximated via its volume vol(P ), i.e.,

|vol(P )− lat(P )| ≤ 2
n∑

i=1

∏
i̸=j

(Mj(P )−mj(P )).

However, according to experimental results in [11], the bound 2
∑n

i=1
∏

i ̸=j(Mj(P )−mj(P ))
may be very loose, which prevents some applications. Naturally, we are interested in
improving the above bounds. In this paper, we first propose a new method to approximate
|C(B(P ))| which is usually much tighter in experiments. Then we extend Theorem 4 to
mixed-integer cases to approximate integral(F ) by vol(P ), where P is the corresponding
polytope of F .
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2.3 Sampling in Polytopes
The classical algorithm [4, 22, 20, 19, 8, 12] for sampling real points in a polytope P is
presented in Algorithm 1. It first calls a rounding method, such as the Shallow-β-Cut Ellipsoid
method [15], to find an affine transformation T , s.t., ball(0, 1) ⊂ T (P ) ⊂ ball(0, 2n), where
ball(0, r) is a radius r ball centered at origin. Then it employs a hit-and-run random walk
method to generate real points in T (P ). It finally returns sample points in P by applying
the inverse transformation T −1. Intuitively, T transforms a very “thin” polytope into a
well-bounded one. Thus, random walks will mix (converge to limiting distribution) faster on
the new polytope T (P ). In addition, it guarantees that T (P ) contains the origin, which will
be used as the start point for the random walks.

Algorithm 1 Real Points Sampling Algorithm.

1 Function Sampling_Real(P , x⃗0, w)
2 T ← Ellipsoid(P );
3 x⃗← T (x⃗0);
4 while w > 0 do
5 x⃗← Hit-and-run(T (P ), x⃗);
6 w ← w − 1;
7 return T −1(x⃗);

The Hit-and-run random walk method was first introduced in [4], where its limiting
distribution was proved to be uniform. It was employed and improved for approximating a
polytope’s volume by [22, 20]. A variation called Coordinate Directions Hit-and-run is found
more efficient by experiments [8, 12]. Thus, we also adopt this variation in our paper, which
consists of the following steps:
Step 1. Given a point x⃗0 ∈ P , it first selects a line L uniformly over n coordinate directions

(parallel to the axes) which passes through the point x⃗0.
Step 2. It then chooses the next point x⃗1 uniformly on the segment of L in P .
Step 3. Repeat above steps w times, x⃗w is finally obtained and adopted.
Earlier works [20] proved that Hit-and-run method mixes in w = O(n2) steps for a random
initial point and O(n3) steps for a fixed initial point. However, further numerical studies [19,
12] reported that w = n is sufficient for nearly uniformly sampling in polytopes with dozens
of dimensions.

3 Our Approach

In this section, we first introduce our new algorithms for approximating lat(P ) via vol(P ).
Then we extend Theorem 4 and algorithms to mixed-integer cases, i.e., approximating
integral(F ) via vol(P ).

3.1 The Framework of Bounds Approximation Algorithm
To compute bounds of lat(P ), i.e., |C(P )| − |C(B(P ))| and |C(P )|, we introduce a Monte-
Carlo algorithm which samples points in union(C(P )) and then counts the number of points
that lie in P and union(C(B(P ))).

CP 2024
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▶ Theorem 6. Suppose X is a set of sample points uniformly generated from union(C(P )).
Let r̂1 = |X∩P |

|X| and r̂2 = 1 − |X∩union(C(B(P )))|
|X| . Then |C(P )| − |C(B(P ))| = vol(P ) ·

lim|X|→∞
r̂2
r̂1

and |C(P )| = vol(P ) · lim|X|→∞
1
r̂1

.

Proof. Let r1 = vol(P )
|C(P )| and r2 = 1− |C(B(P ))|

|C(P )| . Since

vol(union(C(P ))) =
∑

κ∈C(P )

vol(κ) = |C(P )|,

then r1 = vol(P )
vol(union(C(P ))) . Note that sampling in union(C(P )) in uniform and then counting

the number of points that lie in P is a Bernoulli process. Thus r̂1 is the estimated proportion of
successes for r1. Therefore, lim|X|→∞ r̂1 = r1. Similarly, we could find that lim|X|→∞ r̂2 = r2,
and lim|X|→∞

r̂2
r̂1

= r2
r1

= |C(P )|−|C(B(P ))|
vol(P ) . ◀

From Lemma 3 and Theorem 6, we know that r̂2
r̂1
· vol(P ) and 1

r̂1
· vol(P ) are the

approximations of the lower bound and the upper bound of lat(P ) respectively. Therefore,
we aim to approximate 1

r̂1
and r̂2

r̂1
. Since sampling points is a Bernoulli trial, then r̂1 =

|X∩P |
|X| ∈ [0, 1] is an approximation of proportion of a binomial distribution, and r̂2 as well.

The confidence interval (CI) of r1 is thus a binomial CI. The well-known 1 − δ normal
approximation CI on r1 is

r̂1 − z1−δ/2

√
r̂1(1− r̂1)
|X|

≤ r1 ≤ r̂1 + z1−δ/2

√
r̂1(1− r̂1)
|X|

, (4)

where z1−δ/2 is the 1− δ/2 quantile of a standard normal distribution. Intuitively, CIs of
r1 and r2 can be used as the algorithm’s stopping criterion. Let ê1 ≡ z1−δ/4

√
r̂1(1−r̂1)

|X| and

ê2 ≡ z1−δ/4

√
r̂2(1−r̂2)

|X| which are the margin errors. We obtain 1 − δ/2 CIs of r1 and r2:
r̂1 − ê1 ≤ r1 ≤ r̂1 + ê1 and r̂2 − ê2 ≤ r2 ≤ r̂2 + ê2. Then r1 ≥ r̂1 − ê1 and r2 ≤ r̂2 + ê2 with
probability at least 1− δ/4. Thus we have r̂2−ê2

r̂1+ê1
≤ r2

r1
with probability at least 1− δ/2. By

the same way, we obtain the intervals

r̂2 − ê2

r̂1 + ê1
≤ r2

r1
≤ r̂2 + ê2

r̂1 − ê1
and 1

r̂1 + ê1
≤ 1

r1
≤ 1

r̂1 − ê1
, (5)

so that r̂2
r̂1

and 1
r̂1

lie in them with probability at least 1− δ.

▶ Theorem 7. In Theorem 6, if |X| ≥ z2
1−δ/4 · (

1
ϵ ·

√
1−r2

r2
+ 1−ϵ

ϵ ·
√

1−r1
r1

)2 and |X| ≥
z2

1−δ/4 · (
1+ϵ

ϵ )2 · 1−r1
r1

, then Prob(| r̂2
r̂1
− r2

r1
| ≤ ϵ · r2

r1
) ≥ 1−δ and Prob(| 1

r̂1
− 1

r1
| ≤ ϵ · 1

r1
) ≥ 1−δ.

Proof. Note that 1
r̂1−ê1

− 1
r̂1
≤ ϵ · 1

r̂1
⇐⇒ ϵr̂1 ≥ (1+ϵ)ê1 ⇐⇒ |X| ≥ z2

1−δ/4 ·(
1+ϵ

ϵ )2 · 1−r̂1
r̂1
≈

z2
1−δ/4 · (

1+ϵ
ϵ )2 · 1−r1

r1
. From Equation 5, we have Prob(| 1

r̂1
− 1

r1
| ≤ ϵ · 1

r1
) ≥ Prob( 1

r̂1−ê1
− 1

r̂1
≤

ϵ · 1
r̂1

) ≥ 1− δ. The proof of |X| ≥ z2
1−δ/4 · (

1
ϵ ·

√
1−r2

r2
+ 1−ϵ

ϵ ·
√

1−r1
r1

)2 is similar. ◀

Theorem 7 discusses the relations among the confidence δ, the error ϵ and the number
of samples |X|. Since r2

r1
∈ (0, 1] and 1

r1
∈ [1,∞), the scale of samples |X| may vary a

lot with respect to the values of r2
r1

and 1
r1

. Therefore, based on the proof of Theorem 7,
we introduce a dynamical stopping criterion for our algorithm which checks the quality
of the approximation whenever a sample is obtained. The algorithm stops when it found
r̂2
r̂1
− r̂2−ê2

r̂1+ê1
≤ ϵ · r̂2

r̂1
and 1

r̂1−ê1
− 1

r̂1
≤ ϵ

r̂1
, which guarantees Prob(| r̂2

r̂1
− r2

r1
| ≤ ϵ · r2

r1
) ≥ 1− δ

and Prob(| 1
r̂1
− 1

r1
| ≤ ϵ · 1

r1
) ≥ 1− δ.
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Algorithm 2 MixIntCount.

1 Input: P

2 Parameter: ϵ, δ, w, N

3 Output: lb(P ), ub(P )
4 X ← ∅;
5 Initialize x⃗ with an arbitrary point in P ;
6 while |X| ≤ N do
7 x⃗← Sampling(P , x⃗, w);
8 X ← X ∪ {x⃗};
9 r̂1 ← |X∩P |

|X| ;
10 r̂2 ← 1− |X∩union(C(B(P )))|

|X| ;
11 if r̂2

r̂1
− r̂2−ê2

r̂1+ê1
≤ ϵ · r̂2

r̂1
and 1

r̂1−ê1
− 1

r̂1
≤ ϵ

r̂1
then break;

12 return vol(P ) · r̂2−ê2
r̂1+ê1

, vol(P ) · 1
r̂1−ê1

;

The pseudocode of the our main framework is presented in Algorithm 2. The parameters
ϵ, δ and N determine the accuracy and the confidence of approximations and the maximum
number of samples respectively. Note that according to Theorem 7, |X| could be a quite
large number when r2

r1
is close to 0 or 1

r1
≫ 1. In such cases, the approximations of bounds

are meaningless, for example, lat(P )
vol(P ) ≥

r2
r1
≈ 0. So we introduce a sampling limit N . The

bounds would be rather meaningless when the algorithm reachs the limit N . The setting
of parameters will be further discussed in Section 4. In general, Algorithm 2 returns the
bounds of lat(P ), i.e., lb(P ) ≤ lat(P ) ≤ ub(P ) and |vol(P )− lat(P )| ≤ ub(P )− lb(P )
with probability at least 1− δ.

3.2 Sampling in Unions of Integer-cubes
To generate sample points in union(C(P )) nearly uniformly, we combine Algorithm 1 with
rejection sampling. Algorithm 3 presents the new sampling algorithm. It first enlarges P to
obtain a new polytope P ′, such that P ′ contains all integer-cubes in C(P ). Next it samples
real points in P ′ by Algorithm 1. Then it accepts those in union(C(P )). Obviously, the
larger P ′, the lower probability of acceptance. Now a question arises:

How to obtain such a P ′ that is as small as possible?

Algorithm 3 Sampling in union(C(P )).

1 Function Sampling(P , x⃗0, w)
2 P ′ ← Enlarging(P );
3 x⃗← x⃗0;
4 while true do
5 x⃗← Sampling_Real(P ′, x⃗, w);
6 if x⃗ ∈ union(C(P )) then
7 return x⃗;

Intuitively, we can obtain P ′ by shifting every facet H of P to H ′, s.t., the distance
between H and H ′ is sufficient to contain an integer-cube. Minimizing this shifting distance is
formulated into a linear programming (LP) problem, with constraints {−1 ≤ xi ≤ 1} and an

CP 2024
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objective, maximize A⃗kx⃗, where A⃗k is the kth row of the matrix A. Let vk be such maximum
value for the kth LC. Then we shift it by adding vk. The pseudocode of constructing P ′ is
shown in Algorithm 4. The following theorem guarantees that P ′ obtained by Algorithm 4
contains union(C(P )).

▶ Theorem 8. Given the kth LC Hk ≡ A⃗kx⃗ ≤ bk. Let vk = max{A⃗kx⃗| − 1 ≤ xi ≤ 1, i =
1, . . . , n} and H ′

k ≡ A⃗kx⃗ ≤ bk + vk. Then we have κ ⊂ H ′
k,∀κ ∈ C(Hk).

Proof. Let Gk = A⃗kx⃗ ≤ 0 and G′
k = A⃗kx⃗ ≤ vk. Then it is equivalent to prove κ ⊂

G′
k,∀κ ∈ C(Gk). Assume ∃cube(α⃗) ∈ C(Gk) and ∃ ⃗pout ∈ cube(α⃗) s.t., ⃗pout ̸∈ G′

k. Let
cmax = max{A⃗kx⃗|x⃗ ∈ cube(α⃗)} and cmin = min{A⃗kx⃗|x⃗ ∈ cube(α⃗)}. Recall that cube(α⃗) =
{αi − 1

2 ≤ xi ≤ αi + 1
2}, we can find that vk = cmax − cmin. Since cube(α⃗) ∈ C(Gk), then

∃p⃗in ∈ cube(α⃗)∩Gk. Thus the hyperplane A⃗kx⃗ = A⃗k ⃗pout is outside of G′
k, and A⃗k ⃗pout > vk.

Similarly, we could find that A⃗kp⃗in ≤ 0, yielding the contradiction vk = cmax − cmin ≥
A⃗k ⃗pout − A⃗kp⃗in > vk. ◀

Algorithm 4 Enlarging P by shifting hyperplanes.

1 Function Enlarging(P )
2 for each A⃗kx⃗ ≤ bk from P do
3 constraints ← {−1 ≤ xi ≤ 1};
4 object ← A⃗kx⃗;
5 vi ← Simplex(object, constraints);

6 return {Ax⃗ ≤ b⃗ + v⃗};

3.3 Efficient Cube Checking

In Algorithm 2 and 3, we have to frequently check whether a point is in any integer-cube in
C(P ) or C(B(P )). So in this section, we focus on the following question.

How to efficiently check whether a point p⃗ is in union(C(P )) or union(C(B(P )))?

We observe that if p is not on the boundary of an integer-cube, then p⃗ ∈ union(C(P )) iff
cube([⃗p]) ∈ C(P ), where [⃗p] = ([p1], . . . , [pn]) is obtained by rounding numbers to integers.
Since in practice, it is nearly impossible to generate a sample point right on the boundaries
of cubes. We assume p does not sit on the boundary of an integer-cube in this section.
Similarly, we have if p is not on the boundary of an integer-cube, p⃗ ∈ union(C(B(P ))) iff
cube([⃗p]) ∈ C(B(P )). Furthermore, cube([⃗p]) ∈ C(P ) iff p⃗ ∈ P or cube([⃗p]) ∈ C(B(P )).
Since checking whether p⃗ ∈ P is trivial, we only have to find an efficient method to check
whether cube(α⃗) ∈ C(B(P )) with a given integer point α⃗.

Algorithm 5 presents the method for fast cube checking. Note that vk is the same as in
Algorithm 4, that is, vk = max{A⃗kx⃗|−1 ≤ xi ≤ 1, i = 1, . . . , n}, where A⃗k is the kth row of A.
Obviously, vk/2 = max{A⃗kx⃗|−0.5 ≤ xi ≤ 0.5, i = 1, . . . , n}. Since α⃗ is the center of cube(α⃗),
we have A⃗kα⃗ − vk/2 = min{A⃗kx⃗|x⃗ ∈ cube(α⃗)} and A⃗kα⃗ + vk/2 = max{A⃗kx⃗|x⃗ ∈ cube(α⃗)}.
If ∃j, s.t., A⃗jα⃗− vj/2 > bj , it indicates that cube(α⃗) is completely outside P . Otherwise, if
∃j, s.t., A⃗jα⃗ + vj/2 ≥ bj , it indicates that cube(α⃗) intersects with B(P ).
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Algorithm 5 Check whether cube(α⃗) ∈ C(B(P )).

1 Function CubeOnBound(α⃗, P )
2 flag← false;
3 for each A⃗kx⃗ ≤ bk from P do
4 if A⃗kα⃗− vk/2 > bk then
5 return false;

6 if A⃗kα⃗ + vk/2 ≥ bk then
7 flag← true;

8 return flag;

3.4 Extending to Mixed-Integer Cases
In this section, we will introduce and prove the theoretical result on mixed-integer cases.
Combined with Lemma 3, it not only provides bounds for integral(F ), but also shows when
integral(F ) can be approximated by lat(P ) and vol(P ).

▶ Theorem 9. |C(P )| − |C(B(P ))| ≤ integral(F ) ≤ |C(P )|.

Proof. According to Equation (3), the theorem is equivalent with

|C(P )| − |C(B(P ))| ≤
∑

α⃗I ∈MI(F )

vol(Pα⃗I
) ≤ |C(P )|. (6)

From Lemma 3, we have |C(Pα⃗I
)| − |C(B(Pα⃗I

))| ≤ vol(Pα⃗I
) ≤ |C(Pα⃗I

)|. Then∑
α⃗I

(|C(Pα⃗I
)| − |C(B(Pα⃗I

))|) ≤
∑
α⃗I

vol(Pα⃗I
) ≤

∑
α⃗I

|C(Pα⃗I
)|. (7)

Given an arbitrary cube(α⃗R) ∈ C(Pα⃗I
). Obviously, ∃α⃗R

′ ∈ cube(α⃗R) such that α⃗R
′ ∈ Pα⃗I

.
Let α⃗ = [α⃗I α⃗R] and α⃗′ = [α⃗I α⃗R

′] which are concatenations of integer and real variables. Then
α⃗′ is an interior point in P and α⃗′ ∈ cube(α⃗). It means cube(α⃗) ∈ C(P ). By this way, we could
map C(Pα⃗I

) to C(P ∩ α⃗I ×RnR) ⊂ C(P ). Note that C(P ∩ α⃗I ×RnR)∩C(P ∩ α⃗′
I ×RnR) = ∅,

and α⃗I ̸= α⃗′
I , then we have∑

α⃗I

|C(Pα⃗I
)| ≤ |C(P )|. (8)

Given an arbitrary cube(β⃗) ∈ C(P ) \ C(B(P )). Let β⃗ = [β⃗I β⃗R]. Note that cube(β⃗) ⊂ P ,
it means cube(β⃗) ∩M(F ) ̸= ∅. Thus β⃗I ∈MI(F ). Then we obtain an unique integer-cube
cube(β⃗R) ∈ C(Pβ⃗I

) \ C(B(Pβ⃗I
)). Similarly, we have

|C(P )| − |C(B(P ))| = |C(P ) \ C(B(P ))| ≤
∑
α⃗I

(|C(Pα⃗I
)| − |C(B(Pα⃗I

))|). (9)

Combine Equation (7) (8) and (9), then Equation (6) is obtained. ◀

Theorem 9 indicates that Algorithm 2 can be directly applied for solving the solution
space integration problem on mixed-integer constraints, i.e., lb(P ) ≤ integral(F ) ≤ ub(P ).
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4 Implementation

We implemented a prototype tool called MixIntCount in C++. MixIntCount employs
GLPK for linear programming. It calls Vinci [5] and Polyvest [10] for polytopes’ volume
computation and approximation.

In our implementation, the Ellipsoid method is employed only once, and the affine
transformation T will be reused by the real point sampling in Algorithm 3. Moreover,
whenever a sample is obtained, it will immediately update the counts of samples that lie in
P or union(C(B(P ))) and check whether the stopping criterion is satisfied.

Wilson score interval

For convenience, we introduced the normal approximation CI implied by the Central Limit
Theorem for describing Algorithm 2 in Section 3. However, the normal CI suffers from
problems of overshoot and zero-width intervals, e.g., r1 and r2 may sometimes be close to 0 or
1. In such circumstances, the Wilson score interval (or Wilson CI) [31] performs much better
than the normal CI. Therefore, we replace Equation 4 by Wilson CI, and let MixIntCount
compute Wilson CIs as the stopping criterion.

The setting of parameters

We choose parameters ϵ = 0.1, δ = 0.05, w = n, and N = 100000 for MixIntCount, and
ϵ = 0.2, δ = 0.05 for Polyvest. Note that ϵ and δ are different in two tools. In PolyVest,
ϵ and δ control the errors of volume approximations. In MixIntCount, ϵ and δ control
the errors of lower and upper bounds. Since previous numerical studies [19, 12] reported
that w = n is sufficient for nearly uniformly sampling points in polytopes with dozens of
dimensions, we also chose w = n in our implementation. Experiments in Section 5 show
that N = 100000 is sufficiently large, as the lower bounds lb(P ) ≤ 0.001 · vol(P ) are useless
when |X| reaches N .

A straightforward method for mixed-integer cases

Based on the definition, i.e., Equation 2, it is easy to propose an algorithm for computing
integral(F ). First, it enumerates all assignments α⃗I ∈ MI(F ). Then for each α⃗I , it
computes vol(Pα⃗I

) by volume computation algorithms. Finally, integral(F ) is obtained
by summing up vol(Pα⃗I

). We implemented this method and called it ExactMI, which
could provide exact integration. We adopted it as the baseline for performance comparison
in our evaluation (Section 5). Note that in practice, we could try MixIntCount first, and if
approximations of bounds are not tight enough, we would then employ ExactMI.

Approximating bounds on SMT(LA) formulas

We incorporated MixIntCount into the DPLL(T)-based #SMT(LA) counter [12] directly
to approximate bounds of solution space integration of SMT(LA) formulas. Without loss
of generality, an SMT(LA) formula ϕ with l Boolean variables, n numeric variables and
m LCs can be formally represented as a Boolean formula PSϕ(b1, . . . , bm+l) together with
definitions in the form: bi ≡ Hi, i = 1, . . . , m, where His are LCs. Then bm+1, . . . , bm+l are
the pure Boolean variables of ϕ. An assignment γ⃗ of PSϕ is a vector (γ1, . . . , γm+l) ∈ Bm+l,
where γi is either 1 or 0. A partial assignment γ⃗ means there are some γis not assigned. Let
bool(γ⃗) represent the vector (γm+1, . . . , γm+l) ∈ Bl which corresponds to those pure Boolean
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variables. Let Hγ⃗ =
⋃

1≤i≤m Hγ⃗,i, where Hγ⃗,i is {Hi} or {¬Hi} or ∅ if γi is 1 or 0 or not
assigned respectively. Note that Hi and ¬Hi are LCs, Hγ⃗ is the set of LCs that corresponds
to γ⃗. Thus, an assignment µ⃗ of ϕ consists of (x⃗, bool(γ⃗)), where γ⃗ is an assignment of PSϕ

and x⃗ is a point. Let Mϕ,γ⃗ represent M(Hγ⃗)× bool(γ⃗). The solution space of ϕ is then the
union of sets, formally:

M(ϕ) =
⋃

γ⃗∈M(P Sϕ)

M(Hγ⃗)× bool(γ⃗) =
⋃

γ⃗∈M(P Sϕ)

Mϕ,γ⃗ . (10)

To enumerate γ⃗ ∈M(PSϕ), a DPLL(T)-based scheme was introduced:
Step 1. Find a model µ⃗ of ϕ by DPLL(T) algorithm. From Equation 10, there exists a
partial assignment γ⃗ ∈M(PSϕ), s.t., µ⃗ ∈Mϕ,γ⃗ .
Step 2. Conjunct ϕ with the negation formula G of partial assignment γ⃗, which would
prevent the DPLL(T) algorithm finding models in Mϕ,γ⃗ again. In detail, G =

∨
Gi,

where Gi ≡ bi if γi = 0, Gi ≡ ¬bi if γi = 1.
Step 3. Find the next model µ⃗′ ∈ M(ϕ′) and a partial assignment γ⃗′, s.t., µ⃗′ ∈ Mϕ′,γ⃗′

like Step 1. Repeat above steps until M(ϕ′) = ∅, i.e., unsatisfiable.
In this way, we could find a set Γ = {γ⃗, γ⃗′, . . . } ⊂ M(PSϕ). The above scheme guarantees

M(ϕ) =
⋃
γ⃗∈Γ

Mϕ,γ⃗ and Mϕ,γ⃗1 ∩Mϕ,γ⃗2 = ∅,∀γ⃗1, γ⃗2 ∈ Γ, γ⃗1 ̸= γ⃗2. (11)

From Equation 11, we know that Mϕ,γ⃗s are non-overlapping, then

integral(ϕ) =
∑
γ⃗∈Γ

integral(Mϕ,γ⃗) =
∑
γ⃗∈Γ

integral(Hγ⃗) · 2dγ⃗ , (12)

where dγ⃗ is the number of γis which are not assigned, m + 1 ≤ i ≤ l. From Algorithm 2
and Theorem 9, we could approximate bounds for each Hγ⃗ , i.e., lb(Hγ⃗) ≤ integral(Hγ⃗) ≤
ub(Hγ⃗). By summing up, we obtain the total bounds for ϕ:

lb(ϕ) ≤ integral(ϕ) =
∑
γ⃗∈Γ

integral(Hγ⃗) · 2dγ⃗ ≤ ub(ϕ), (13)

where lb(ϕ) =
∑

γ⃗∈Γ lb(Hγ⃗) · 2dγ⃗ and ub(ϕ) =
∑

γ⃗∈Γ ub(Hγ⃗) · 2dγ⃗ .

5 Evaluation

5.1 Experimental settings
Experiments were conducted on a cloud with 48 Core Intel(R) Xeon(R) Gold 6248 CPU @
2.50GHz and 128GB memory. We used a timeout of 3600 seconds and a memory limit of
16GB. The suite of benchmarks consists of two families:

Random Polytopes P (m, n, nI , c), where m, n, nI and c are the number of LCs, the
number of all variables, the number of integer variables and the range size of both xi

and bi, respectively. In detail, a polytope P (m, n, nI , c) = {Ax⃗ ≤ b⃗} is generated by the
following steps: (1) randomly choose nI different integer variables, (2) randomly select
aij ∈ A from −10 to 10 and bi from −c to c, (3) if P is unsatisfiable then repeat above
steps. In our benchmarks, we chose m = n ∈ [3, 15], nI ∈ [1, n] and c ∈ [10, 10000].
Instances from program analysis: We adopted the application benchmarks introduced
by [11] which are generated by analyzing 7 programs (“cubature”, “gjk”, “http-parser”,
“muFFT”, “SimpleXML”, “tcas” and “timeout”) ranging from 0.4k to 7.7k lines of source
code via a symbolic execution bug-finding tool. There are 3803 SMT(LIA) (linear integer
arithmetic) formulas in total.
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(1) n = 5, y-axis: ub(P )
lb(P ) ,

x-axis: c

(4) n = 10, y-axis: ub(P )
lb(P ) ,

x-axis: c

(7) n = 15, y-axis: ub(P )
lb(P ) ,

x-axis: c

(2) n = 5, y-axis: ub(P )
lb(P ) ,

x-axis: S̄

(5) n = 10, y-axis: ub(P )
lb(P ) ,

x-axis: S̄

(8) n = 15, y-axis: ub(P )
lb(P ) ,

x-axis: S̄

(3) n = 5, y-axis: S̄,
x-axis: c

(6) n = 10, y-axis: S̄,
x-axis: c

(9) n = 15, y-axis: S̄,
x-axis: c

Figure 2 Experimental results about tightness of bounds ub(P )
lb(P ) with different c, S̄ and n.

5.2 Experimental results

Table 1 presents experimental results on random polytopes with different values of n and nI

but fixed c = 1000. Due to page limit, we could only provide partial results here. In Table 1,
S̄ = 1

n

∑n
i=1(max{xi|x⃗ ∈ P} −min{xi|x⃗ ∈ P}) is the average range size of variables in real

domain, |X| is the number of sample points generated. ExactMI is the implementation of the
straightforward method presented in Section 4, which is the baseline. Vinci and PolyVest
are tools for computing or approximating vol(P ). MixIntCount approximates the bounds
of differences of integral(F ) and vol(P ). So the closer the bounds lb(P )/vol(P ) and
ub(P )/vol(P ) are to 1, the better.

Table 1 shows that vol(P ) is usually very close to the exact integral(F ). We observe
that ExactMI can only handle instances with only one or two integer variables because
the number of integer assignments generated by ExactMI grows exponentially with respect
to nI . The scalability of ExactMI is also limited by Vinci, which runs out of memory
in a few seconds when n ≥ 9. Polyvest is more scalable as it is a polynomial time
randomized approximation algorithm. Our tool MixIntCount generates approximate
bounds lb(P ) ≤ integral(F ) ≤ ub(P ). The experimental results show that bounds are
mostly useful while the overhead of approximating bounds is negligible compared to the cost
of volume computation or approximation. There are two exceptions when n = 9, nI = 3 and
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Figure 3 Comparison about the tightness of bounds ub(P )
lb(P ) (the smaller the better) between

MixIntCount and Vol2Lat on random polytopes with pure-integer variables.

n = 12, nI = 1 in Table 1. In these cases, the algorithm does not stop before reaching the
maximum number of sample points, i.e., |X| = N , and bounds are also in essence meaningless.
Besides, we observe that bounds are sometimes loose while integral(F ) and vol(P ) are
very close, such as, when n = 6, nI = 1 and n = 8, nI = 1. From Table 1, we observe
that the tightness of bounds by MixIntCount is related to the size of S̄. In addition, the
parameter c, which controls the domain size of variables, is fixed to 1000. So we conducted
more experiments with different values of c.

Figure 2 presents results about tightness of bounds ub(P )
lb(P ) with different settings of c and n.

From Figure 2 (3) (6) (9), we observe that S̄ is highly correlated with c. Comparing Figure 2
(1) (4) (7) and Figure 2 (2) (5) (8), we find that tightness of bounds is more correlated with
S̄ than c. Besides, we also find that tightness of bounds is negatively correlated with n by
comparing each row.

We compared our tool MixIntCount with Vol2Lat on pure integer instances which
can be viewed as the special cases of mixed-integers. Tool Vol2Lat [11] is an approximate
integer solution counter via a polytope’s volume over pure integer constraints. We conducted
experiments on random polytopes where their coefficients are generated in the same way as
the mixed-integer cases. The results are presented in Figure 3, whose x-axis and y-axis are
the tightness of bounds ub(P )

lb(P ) by two tools. Note that we force ub(P )
lb(P ) = 10 when ub(P )

lb(P ) > 10,
thus the line of points at the top of the figure are cases that ub(P )

lb(P ) > 10 for Vol2Lat.
Then we conducted experiments on application benchmarks from program analysis which

are #SMT(LIA) problems. Note that both MixIntCount and Vol2Lat were incorporated
into the DPLL (T)-based #SMT (LA) counter [12]. The results are presented in Table 2. Note
that timeout cases by exact counter barvinok (cannot evaluate bounds without exact results)
and degenerated cases (volume is zero) are excluded, so there are 3682 instances remaining.
In Table 2, ē, ēl and ēu represent the average values of relative errors e = |lat(F )−vol(F )|

lat(F ) ,
el = lb(F )

lat(F ) and eu = ub(F )
lat(F ) . Recall that we chose ϵ = 0.1 for MixIntCount in default, so

el and eu will be at most 95% and at least 105%. With a smaller ϵ = 0.01, MixIntCount
provides a bit tighter bounds as presented in Table 2. In general, our approach provides
much tighter upper bounds than Vol2Lat and consumes more time in exchange.
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Table 2 Comparison about errors of bounds (the close to 100% the better) between MixIntCount
(MIC) and Vol2Lat on pure integer instances from application instances.

Benchmarks Vol2Lat MIC (ϵ = 0.1) MIC (ϵ = 0.01)

Name t̄ (s) ēl ēu t̄ (s) ēl ēu t̄ (s) ēl ēu

cubature 1.65 14.9% 347.4% 6.35 13.8% 215.4% 29.9 14.4% 207.6%
gjk 0.17 <0.1% 806.9% 1.65 <0.1% 389.1% 6.49 <0.1% 375.1%
httpparser 0.44 90.5% 117.5% 1.42 87.8% 111.2% 5.14 90.2% 108.6%
muFFT 0.07 45.6% 500.6% 0.71 43.6% 246.8% 1.65 45.4% 239.2%
SimpleXML 0.21 93.8% 120.3% 0.58 90.6% 109.6% 0.95 94.0% 105.9%
tcas 0.60 >99.9% <100.1% 0.60 95.4% 104.9% 0.59 99.5% 100.5%
timeout 9.45 97.4% 109.3% 14.0 92.8% 108.0% 19.4 97.3% 103.5%

6 Related Works

Ge et al. [11] studied the relation between the count of integer points inside a polytope
and a polytope’s volume. Then they proposed an algorithm to approximate the upper
and lower bounds of integer solution counts via volume. They focused on the pure integer
linear constraints. In this paper, we propose new algorithms for bounds approximation via
a polytope’s volume. The experimental results show that our approach provides tighter
bounds on pure-integer cases. In addition, we extend their results and our algorithms to
mixed-integer cases using Theorem 9.

The existing works on solving weighted model integration (WMI) problems [3, 17, 25, 26,
28] were focusing on formulas with Boolean and real variables, e.g., in SMT(LRA) (linear
real arithmetic) representation. In this paper, we consider the solution space integration
problem over mixed-integer linear constraints, which is a theory atom of SMT(LIRA) (linear
mixed integer real arithmetic).

Ma et al. [24] first studied #SMT problems and proposed a DPLL(T)-based #SMT
framework. Chistikov et al. [7] first extended hashing-based model counting techniques from
#SAT to #SMT problems directly. Soon, Chakraborty et al. [6] proposed word-level hash
functions for #SMT(BV) (bit-vector) and showed that their approach outperforms Chistikov’s
method through experiments. After that, Ge et al. [13] compared more recent hashing-based
counters with exact integer counters in the scope of linear integer constraints. They observed
that exact integer counters combined with the DPLL(T)-based #SMT framework are still
more efficient for #LIA and #SMT(LIA) (linear integer arithmetic) problems. So in this
paper, we also incorporate our algorithms into DPLL(T)-based #SMT(LA) (linear arithmetic)
counters for approximating bounds of solution space integrations of #SMT(LA) formulas.

7 Conclusion

In this paper, we proposed an approximate solution space integration algorithm via a
polytope’s volume. It is based on theoretical analysis of bounds for solution space integration,
volume and integer count. The upper and lower bounds provided by our approach are
useful for users to decide whether to trust the approximations. We evaluated our approach’s
scalability and the tightness of bounds by experiments. Extending the bounds to weighted
solution counting problems would be an interesting and challenging direction for future
research.

CP 2024
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