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Abstract
Constraint Programming (CP) allows for the modelling and solving of a wide range of combinatorial
problems. However, modelling such problems using constraints over decision variables still requires
significant expertise, both in conceptual thinking and syntactic use of modelling languages. In
this work, we explore the potential of using pre-trained Large Language Models (LLMs) as coding
assistants, to transform textual problem descriptions into concrete and executable CP specifications.
We present different transformation pipelines with explicit intermediate representations, and we
investigate the potential benefit of various retrieval-augmented example selection strategies for
in-context learning. We evaluate our approach on 2 datasets from the literature, namely NL4Opt
(optimisation) and Logic Grid Puzzles (satisfaction), and a heterogeneous set of exercises from
a CP course. The results show that pre-trained LLMs have promising potential for initialising
the modelling process, with retrieval-augmented in-context learning significantly enhancing their
modelling capabilities.
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1 Introduction

Constraint Programming (CP) is a powerful paradigm for solving complex combinatorial
decision-making and optimisation problems. It is widely applicable in various industrial
tasks such as scheduling, resource allocation, and various assignment problems [49, 55].
However, utilizing CP requires the translation of real-world problems into a formal model;
defining decision variables, constraints, and potentially an optimisation function. This is a
complex process, necessitating expertise in the specific application domain, in addition to CP
modelling and the semantic and syntactic formalisms of CP solvers or modelling languages.
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20:2 Constraint Modelling with LLMs Using In-Context Learning

The expertise needed for modelling CP problems has been recognised to be a bottleneck
for the wider use of CP [16, 15]. This has motivated the development of tools and meth-
ods to simplify the modelling process, e.g. high-level modelling languages and automatic
reformulation libraries such as MiniZinc [40] or CPMpy [21]. There is also active research
on assisting the user through constraint acquisition, where either the user has to provide
examples of solutions and optionally non-solutions (passive learning) [45, 35, 44] or the user
interacts with the system, classifying partial assignments as solutions or not [3, 51, 50].

While these advancements show potential in assisting the user through the modelling
process, there is still a gap between a natural language description of the problem and
its corresponding CP model. As a result, a number of works have looked at utilizing
Natural Language Processing (NLP) techniques in modelling. For example, in [27], a method
to detect constraints from textual descriptions of combinatorial problems is presented,
while [9] shows how Logic Grid Puzzle (LGP) clues can be formulated in first-order logic
expressions. A classification-based approach to detect and rewrite the typical LGP clues
as constraints was also explored [24]. Recently, the NL4Opt competition at NeurIPS1

formulated the challenge of using NLP methods to transform textual descriptions of small
linear programming optimisation problems into an LP formulation [47]. The most successful
approaches of the competition [25, 22, 41, 18] primarily utilized fine-tuned BERT [12] and
BART [29] architectures.

Orthogonally, the rise of new-generation Large Language Models (LLMs) pre-trained
on web-scale data, such as GPT-3 [4] and similar models, has enabled the introduction of
coding assistants [8]. A coding assistant is an LLM that can write a certain piece of code as a
response to a user request in natural language. Given that these LLMs are trained on large
portions of web data, they can likewise be asked to formulate constraint models for publicly
documented constraint-solving systems. Indeed, there are preliminary reports on prompting
strategies that present initial successes in CP modelling [52, 1]. On arithmetic and logical
reasoning tasks, LLMs have also been used to rewrite the task into a formal specification
that can be solved with an SMT Theorem Prover [62]. For LGPs, LLMs have been prompted
to detect the constants and then rewrite complex clues and translate them to ASP rules [23].
On the NL4Opt dataset, pre-trained LLMs have been shown to outperform the fine-tuned
BERT/BART models [43, 31].

These are promising precursors to employing LLMs to formulate CP models from natural
language descriptions of any combinatorial problem, including logic grid puzzles, integer
linear programs and more. While this is still a distant dream, it requires evaluating on
both satisfaction (CSP) and optimisation problems (COP), for well-defined evaluation
measures. We will define these and systematically investigate two orthogonal techniques
that are commonly used in LLM approaches: 1) using multiple prompts and intermediate
representations to get a final formal CP specification; and 2) using in-context examples
and retrieval-augmented example selection techniques. Our goal is to contribute to the
development and better understanding of coding assistants for CP modelling.

The contributions of this paper are as follows:
We present a framework that transforms natural language descriptions of constraint
problems into formal solvable CP models using LLMs.
We compare prompting LLMs to generate solutions, to generating CP models that are then
used to solve the problem at hand. We employ different approaches using intermediate
representations, and various retrieval-augmented in-context examples selection techniques,
including novel variations.

1 https://neurips.cc/virtual/2022/competition/50079

https://neurips.cc/virtual/2022/competition/50079
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We define precise evaluation metrics, to standardize the evaluation of the performance of
LLMs in modelling CP problems.
We systematically evaluate the ability of pre-trained LLMs to generate accurate constraint
models and solutions for satisfaction and optimisation problems, on 2 datasets from the
literature and exercises from a CP course.

2 Background

This section formalizes some fundamental concepts needed for our methodology.

2.1 Constraint Programming
CP is a paradigm for modelling and solving combinatorial problems, by declaratively stating
decision variables, their possible values (domains), the constraints that express the relation-
ships between these variables, as well as potentially an objective function to optimise. We
now formalize these elements for both satisfaction and optimisation problems.

Constraint Satisfaction Problems

A CSP can be formally defined as a tuple (X, D, C), where:
X = {x1, x2, . . . , xn} is a set of n decision variables.
D = {D1, D2, . . . , Dn} represents the domains of these variables, where each Di is a
subset of Z and specifies the allowable values for the decision variable xi.
C = {C1, C2, . . . , Cm} is a set of m constraints, where each constraint Cj includes tuples
of allowed values for a subset of the decision variables, formally Cj ⊆ Dj1×Dj2× . . .×Djk

for some subset {xj1, xj2, . . . , xjk} ⊆ X.

Let sol(C) denote the set of all solutions to a CSP. An assignment a = {x1 = v1, x2 =
v2, . . . , xn = vn} is in sol(C) if each vi ∈ Di and if all constraints in C are satisfied, i.e.,
(vj1, vj2, . . . , vjk) ∈ Cj for each j ∈ {1, 2, . . . , m}.

Constraint Optimisation Problems

A COP extends a CSP by incorporating an objective function f that needs to be minimized
or maximized. Formally, a COP is defined as a tuple (X, D, C, f), where f :

∏n
i=1 Di →

R represents the objective function to be optimised. An optimal solution to a COP is
an assignment a, such that a ∈ sol(C), and a optimises the objective function f . For
maximization, f(a) ≥ f(b), for all b ∈ sol(C). For minimization, the inequality is reversed.

2.2 Large Language Models
Large Language Models (LLMs) are deep learning architectures with billions of parameters,
based on the Transformer [54, 2]. They are extensively trained on diverse textual data,
which allows them to learn and produce complex language patterns [30]. During inference,
LLMs generate text by predicting the next token in a sequence, based on the previous tokens.
Given an input text (or prompt) p, they produce a sequence of w tokens as follows:

LLM(p) = (x1, x2, . . . , xw), where xt+1 = arg maxxt+1 P (xt+1|p, x≤t) (1)

Here, x≤t denotes the sequence of tokens generated up to time step t, for all t ∈
{0, 1, ..., w − 1}. P (xt+1|p, x≤t) is the conditional probability of token xt+1 given the initial
prompt p concatenated with the preceding tokens x≤t. Also, x≤0 is the empty sequence

CP 2024
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and x1 is the first generated token. The sequence generation process terminates when a
predefined stop token is generated or when the maximum context length of the LLM is
reached. In this work, we utilize greedy decoding for LLMs and assume the transformation
of text into a token sequence and vice versa is done automatically.

In-Context Learning

In-Context Learning (ICL) received significant attention with the introduction of GPT-3 [4].
As a learning paradigm, it enables LLMs to adapt to new tasks at inference time by including
examples directly in their input prompts [14, 28, 59]. This capability allows these models to
generate responses that are contextually aligned without requiring retraining.

Formally, ICL specifies an ordered set E of k input-output pairs, denoted as E =
{(ij , oj)}k

j=1. During inference, the examples (or shots) in E are inserted before a new input
to influence the model’s output towards the expected task-oriented response. This can be
represented as LLM(E ⊕ inew) ≈ onew, where onew is the expected response for the input
inew based on the patterns outlined by the in-context examples E.

Retrieval Augmented ICL

A challenge in ICL is how to choose the in-context examples, with various studies on how
to select [33, 61, 57, 65, 32], order [36, 34, 60], or formulate [58, 20, 26, 38] them. Some
works used a predefined static set of examples [58], while others employed a more dynamic
approach by selecting them from a database at inference time [63]. The latter, referred to as
retrieval-augmented ICL (RAICL), aims to specifically adapt the context to each new input.
To implement RAICL, we define a retrieval function R that selects the in-context examples
E as follows:

E = R(inew, S, k) (2)

where inew is a text input, and S = {(ij , oj)}n
j=1 is the database of examples that the

retrieval function will choose from, with n ≥ k and thus E ⊆ S. Various strategies – i.e.
implementations of the retrieval function R – can be utilised for dynamically selecting
in-context examples. They are typically relevance-based metrics with respect to inew. We
describe some in 3.4.

3 Methodology

We now formalize the framework of our study; a baseline solution generation method, the
proposed modular pipeline to produce an executable CP model, and the RAICL strategies.

3.1 Problem Formulation
The objective is to create a system that solves constraint problems given a natural language
description PNL. More formally:
Input: A natural language description of a constraint problem PNL, from which decision

variables, constraints, and potentially an objective function must be inferred.
Output: A valid solution or assignment a of values to the decision variables, satisfying all

constraints and optimising the objective function if specified, as described in 2.1.



K. Michailidis, D. Tsouros, and T. Guns 20:5

The methods to derive a from PNL will be explored through different approaches. Firstly,
we will consider the LLMs as constraint problem solvers, where they generate reasoning
and ultimately the solution. More fundamentally, we will prompt LLMs to produce solvable
CP models, through optional intermediate representations, and use a solver to compute the
solution. The steps and pathways that we will explore are visible in Figure 1.

Problem Description Solution

Formal CP ModelBlueprint ModelTagged Entities CP Solver

Figure 1 The various pathways for solving constraint problems: direct LLM-based solving
(LLMsol), or solvable model generation (LLMCP ), optionally including entity tagging (NER) and
blueprints (LLMBM ) as intermediate representations.

3.2 LLMs as CP Solvers
As a baseline method, we investigate the use of LLMs to directly generate the solution from
the natural language problem description PNL of a constraint problem. This approach is
based on Chain-of-Thought (CoT) techniques, where the model is prompted to produce
a sequence of reasoning steps towards solving a given arithmetic or symbolic reasoning
problem [58]. The solution generation process is formalized as follows:

â = LLM(E ⊕ PNL), where E = R(PNL, SNL−CoT , k) (3)

Here, LLM represents the large language model as defined in (1), E is the set of in-
context examples retrieved from the full examples database SNL−CoT , and R is the retrieval
function (2). In SNL−CoT , each ij is a natural language description of a constraint problem
and oj is its CoT reasoning that ends with the solution. The input to the LLM is the
concatenation of the in-context examples E with the textual description of the problem PNL,
and the output is the generated reasoning sequence â. The final solution a is then extracted
from the end of this generated sequence.

3.3 LLMs as CP Modellers
Recognizing the limitations of LLMs in performing arithmetic and logical computations [17],
some recent works shifted towards using them to generate formal models or programs [19, 52,
23, 1]. Inspired by these studies, we introduce an additional step in which the LLM is tasked
with generating a formal CP model PCP from the given constraint problem description PNL.
Our methodology requires that PCP is formatted to fit a predefined CP solver or modelling
framework. We define a two-step model-and-solve process as follows:
1. Model Generation:

PCP = LLM(E ⊕ PNL), where E = R(PNL, SNL−CP , k) (4)

The only difference with Equation 3 is the content of the database SNL−CP . Here, each ij

is a constraint problem description in natural language and oj is its corresponding formal
CP model, formatted according to the predefined CP solver or modelling framework. An
example of a CP model can be seen in Figure 2, bottom right.

CP 2024
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2. Model Solution:

a = M(PCP ) (5)

M represents the predefined off-the-shelf CP solver or modelling framework that computes
the solution a from the generated formal model PCP .

3.3.1 Blueprint Model Generation
Transforming textual descriptions directly into formal runnable CP models presents a complex
challenge. It could be seen as involving two separate non-trivial operations: identifying
elements of the constraint problem and generating solver-compatible output. We propose to
use different LLM calls and examples for each of the two. We refer to the intermediary result
as the blueprint model (PBM ). It outlines in plain text the decision variables, constraints
and objective function (if applicable) based on the problem description, each of them in both
natural language and mathematical notation. An example is provided in Figure 2, bottom
left.

We first prompt an LLM to transform the problem description PNL into a blueprint model
PBM . Then, we use the description combined with the blueprint to generate the formal CP
model. This approach aims to decompose the complex task of direct model generation and
also provides an additional interpretable layer. We define this pipeline as follows:
1. Blueprint Generation:

PBM = LLM(E ⊕ PNL), where E = R(PNL, SNL−BM , k) (6)

In SNL−BM , each ij is a constraint problem description in natural language and oj is its
corresponding blueprint model.

2. Model Generation:

PCP = LLM(E ⊕ PNL ⊕ PBM ), where E = R(PNL ⊕ PBM , SNL−BM−CP , k) (7)

In SNL−BM−CP , each ij is the concatenation of a constraint problem description with
its blueprint model and oj is their corresponding formal CP model.

3. Model Solution: Same as (5).

3.3.2 Named Entity Recognition
As part of the first subtask of the NL4Opt competition, there have been numerous approaches
for accurately tagging and identifying linear optimisation entities from textual descriptions [56,
41, 13]. Based on these works, we integrate Named Entity Recognition (NER) into our
methodology to systematically identify and extract decision variables, parameters, constraints,
and objective keywords from natural language descriptions PNL of constraint problems.
Parameters are fixed coefficients or constants in the formal definition of the CP model. For
example, in Figure 2 the numeric values in the description are parameters of the problem.

This integration of entity tags aims to improve the available information for constructing
blueprints and formal CP models as follows:
1. Entity Tagging: PET = NER(PNL), where NER is an automated system designed to

detect and label specific entities relevant to CP problems within the text of PNL. This
step could also be performed with an LLM, but we chose NER4Opt as a specialized
framework trained for entity tagging in an optimisation context [11].
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A retired professor wants to invest up to $50000 in the airline and railway industries. Each dollar
invested in the airline industry yields a $0.30 profit and each dollar invested in the railway industry
yields a $0.10 profit. A minimum of $10000 must be invested in the railway industry and at least
25% of all money invested must be in the airline industry. How to maximize the professor’s profit?

Decision Variables:
Amount invested in the airline industry:
Airline

Amount invested in the railway industry:
Railway

Constraints:
Total investment should not exceed 50000
dollars: Airline + Railway <= 50000
Minimum investment of 10000 dollars in
the railway industry: Railway >= 10000
At least 25% of all money invested must
be in the airline industry:
Airline >= 0.25 × (Airline + Railway)

Objective:
Maximize profit ($0.30 profit per dollar
invested in the airline, $0.10 profit per
dollar invested in the railway industry):
0.30 × Airline + 0.10 × Railway

1 from cpmpy import Model , intvar
2

3 # Decision Variables
4 Airline = intvar (0, 1 _000_000 )
5 Railway = intvar (0, 1 _000_000 )
6

7 # Constraints
8 m = Model ()
9

10 # Total investment
11 m += Airline + Railway <= 50000
12 # Minimum investment in railway
13 m += Railway >= 10000
14 # Minimum investment in airline
15 m += Airline >= 0.25 * ( Airline + Railway )
16

17 # Objective : Maximize profit
18 m. maximize (0.3 * Airline + 0.1 * Railway )
19

20 m. solve ()

Figure 2 An example of textual description (top), blueprint (bottom left), and formal CP model
written with the CPMpy library (bottom right) for the investment problem from NL4Opt.

2. Blueprint Generation:

PBM = LLM(E ⊕ PNL ⊕ PET ), where E = R(PNL ⊕ PET , SNL−ET −BM , k) (8)

In SNL−ET −BM , each ij is the concatenation of a constraint problem description with a
textual representation of its tagged entities and oj their corresponding blueprint model.

3. Model Generation:

PCP = LLM(E ⊕ PNL ⊕ PET ⊕ PBM ),
where E = R(PNL ⊕ PET ⊕ PBM , SNL−ET −BM−CP , k) (9)

Here, in SNL−ET −BM−CP each ij is a constraint problem description concatenated with
its tagged entities and blueprint model, and oj is its corresponding CP model.

4. Model Solution: Same as (5).

3.4 In-Context Examples Selection
A significant component of the presented pipelines is the retrieval function R, as it is
responsible for the dynamic selection of in-context examples from the full database S (2.2).

Static & Random Strategies

As a baseline method, we can employ a traditional approach where the same predefined
examples are selected for any input [58]. These examples are selected in advance and remain
unchanged, providing a consistent basis for evaluation. In our research, we retrieve the first
k example pairs from S, formalized as:

CP 2024



20:8 Constraint Modelling with LLMs Using In-Context Learning

R(inew, S, k) = {Sj | j ∈ {1, 2, . . . , k}} (10)

where Sj represents the j-th example tuple in the database.
To provide a more stochastic view, we will also consider random selection where we use

the same selection strategy but on a randomly shuffled database.

Semantic Similarity (SIM)

The first retrieval-augmented strategy that we will utilize selects examples that are semantic-
ally close to the input [6]. As it provides context that is relevant to the current query, it
has been shown to improve ICL on various tasks [33]. We define semantic similarity Sim

between two texts using the cosine similarity between their vector embeddings:

Sim(text1, text2) = v⃗(text1) · v⃗(text2)
∥v⃗(text1)∥∥v⃗(text2)∥ (11)

where v⃗(text) is the vector embedding of a text. Vector embeddings are numerical represent-
ations of tokens that capture semantic meanings, often derived from the embedding layers of
LLMs. For a new input inew, we first compute its embedding vector and then the retrieval
function R selects the k most semantically similar examples from S as follows:

R(inew, S, k) = {(Sorted(inew, S))j | j ∈ {1, 2, . . . , k}}, (12)
Sorted(inew, S) = {Sj | Sim(inew, ij) ≥ Sim(inew, ij+1) ∀j ∈ {1, 2, . . . , n− 1}}, (13)

where ij is the input element of the j-th example pair (ij , oj) in S (2.2).

Maximal Marginal Relevance (MMR)

To add more information and variety in the context, we will also consider the MMR
metric [5, 63]. It selects examples that balance relevance to the input with diversity within
the chosen set. This balance is achieved by selecting an example Sj that maximizes both its
relevance to the input and its difference from previously selected examples:

arg maxSj∈S\T

[
λ · Sim(inew, ij)− (1− λ) · max

St∈T
Sim(ij , it)

]
(14)

Here, λ is the hyperparameter that controls diversity, Sim is the similarity measure (11),
S is the total set of examples, and T is the set of already selected examples. The retrieval
function R will first select the most similar example from the database S, and select the
remaining k − 1 according to (14).

Last-Similar Variations

We also introduce variations of example selection strategies, inspired by the recency effect [10,
53, 64]. This suggests that the content positioned towards the end of an input sequence
has a more significant influence on the output of an LLM [34]. Based on this insight, the
next proposed strategies involve placing the most semantically similar example last in the
sequence to exploit this recency bias.

Reversed Semantic Similarity (R-SIM): The retrieved examples based on the
Semantic Similarity metric are reordered so that the most relevant to the current problem
is last. This was also explored in Liu et al. [33].
Reversed Maximal Marginal Relevance (R-MMR): Similarly with R-SIM, the
original MMR order is reversed, so that the most similar example is placed last.
Last-Similar, Rest-Random (LSRR): Places the most similar example from S last,
and the rest are selected randomly.
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4 Experiments

This section outlines our experimental framework, devised to evaluate the effectiveness of
using LLMs to convert natural language descriptions into formal CP models. We seek to
answer the following research questions:
Q1: How does each intermediate representation impact the efficiency of LLMs in generating

CP models, and how do they compare to direct solution generation from the LLMs?
Q2: How do different in-context example selection strategies influence the correctness of the

generated CP models and their solutions?
Q3: How many in-context examples should be used, depending on the type of the problems?
Q4: How effectively can LLMs with RAICL generate CP models for a small dataset of

problems that human students learn to solve?

4.1 Setup & Datasets
For our experimental setup, we utilized Python 3.9 along with several specialized tools and
libraries2. For entity tagging, we employed NER4Opt [11] and for CP modelling we used
CPMpy [21]. To implement and test RAICL strategies, we used LangChain [7] and Chroma
DB3, and the OpenAI API4 was used for accessing gpt-3.5-turbo-0125 and vector embeddings.
Our framework is evaluated on the following datasets:

NL4Opt [47]: This dataset includes NL descriptions of linear optimisation problems,
with 289 test and 713 training instances, such as in Figure 2. We use the test instances
for evaluation, and the training instances to compose the examples database S.
Logic Grid Puzzles (LGPs) [39]: Consists of 50 train and 100 test instances featuring
logical puzzles described with clues and entities; these can be expressed as CSPs. As
above, we use the test instances for evaluation and the training instances for S.
Mixed CP Dataset: Comprises 18 diverse CP problems (a mix of 13 CSPs and 5 COPs)
drawn from a university-level CP modelling course, arranged by increasing complexity.
Due to its small size, we use a leave-one-out strategy for evaluation, testing each problem
individually while utilizing the rest for S.

To facilitate both RAICL and evaluation, we extended the datasets by generating entity
tags, blueprint models and formal CPMpy models. This generation process is described in
Section 4.2. For the mixed CP dataset, we manually curated and assessed all the blueprint
and formal CP models. For more information regarding these datasets, such as the average
number of decision variables, constraints, and more, refer to Appendix E.

4.2 Data Annotations Generation
For NL4Opt and LGPs, we utilized NER4Opt [11] to generate the entity tags for all instances
(3.3.2). Then, we created detailed CoT-including solutions for 4 instances to evaluate the
baseline of our methodology (3.2). Finally, we manually created the blueprint and formal
CP models of their first six instances, ensuring clarity and correctness. For generating the
remaining ground-truth blueprint and CP models, we employed gpt-4-0125-preview [42] with
static ICL using the manually produced ones. We ensured the correctness of the generated

2 The code is available at https://github.com/kostis-init/CP-LLMs-ICL.
3 https://docs.trychroma.com/
4 https://platform.openai.com/docs/api-reference
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CP models – correcting them when needed – as follows: For NL4Opt, we asserted that
the generated models are equivalent (18) and produce the same solutions with the already
existing canonical formulations. This is a deterministic procedure, as the linear constraints
can be automatically transformed into a CP model. For LGPs, we validated that the solutions
produced by the generated models match the ground-truth solutions already present in the
dataset.

4.3 Evaluation
Defining a unified evaluation framework for modelling varying CP problem types from textual
descriptions is not trivial. Evaluations at either the solution, constraint, or model level must
include some form of mapping between the decision variables (and/or their values) of the
predictions and those of the ground truth. We implemented a process that identifies the best
match for each decision variable by first considering exact matches, then prefixes, substrings,
and finally, a composite textual and numerical similarity metric.

Additionally, LLMs generate executable CP models that may contain syntax errors5.
Therefore, we also track and report the number of models containing at least one error,
denoted as #Err in the results. To ensure precise evaluation, we adopt a strict criterion: if
a generated CP model cannot be executed due to syntax errors, or if the decision variables
of the predicted model cannot all be mapped to those of the ground truth models, then the
instance is considered incorrect on all metrics.

We now present three separate accuracy measures, each focused on different aspects.

Solution Accuracy

The solution accuracy metric evaluates the correctness of the solutions produced by the
generated CP models compared to the ground truth solutions. A solution is deemed correct
if it satisfies all constraints and, if applicable, achieves the optimal objective value as defined
in the ground truth CP model. We formalize the solution accuracy as follows:

accsol =
∑N

i=1 valid(ai, truei)
N

(15)

where N is the total number of test instances, ai represents the solution derived from the
LLM or the predicted CP model predi; valid(ai, truei) equals 1 if ai ∈ sol(Ctruei

), and for
COPs ftruei

(ai) must be optimal. We do not compute all solutions, but simply check whether
ai is a satisfying solution and optionally whether its objective value equals the optimal value.

Declaration Accuracy

As part of the evaluation metrics used in the NL4Opt competition [47], declaration accuracy
measures the percentage of individual declarations (constraints and objectives) predicted
accurately with respect to the ground truth declarations. It is calculated using the formula:

accdecl = 1−
∑N

i=1 min(FPi + δi, Qi)∑N
i=1 Qi

(16)

where N is the total number of test instances and Qi is the total number of declarations,
in the i-th ground-truth model. FPi denotes the number of false positives, and δ is the
difference in the number of constraints between the ground-truth model and the predicted
model, only counted when the predicted model has fewer constraints.

5 An example is demonstrated in Appendix C.2
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To calculate FPi, we count all the declarations of the predicted model for which an
equivalent declaration was not found in the ground-truth model. Two constraints from
different models are considered equivalent if they imply each other for the selected decision
variable mapping. For verifying the correctness of a linear objective function, equivalence is
established by asserting that the coefficients of the mapped variables are identical.

Model Accuracy

Model accuracy assesses the semantic correctness of the generated CP models relative to
the ground truth models. It quantifies how well the entire set of constraints and the logical
structure in a predicted model capture the problem as defined in the ground truth. This
metric is defined as:

accmodel =
∑N

i=1 equiv(predi, truei)
N

(17)

where equiv(predi, truei) equals 1 if the predicted model predi is logically equivalent to
the ground truth model truei for a specified mapping of variables. Logical equivalence is
confirmed if the constraints of the predicted model imply and are implied by the constraints
of the ground truth model, ensuring a bidirectional logical consistency:

equiv(pred, true)⇔ ((
∧

pred =⇒
∧

true) ∧ (
∧

true =⇒
∧

pred)) (18)

This verifies that the complete set of constraints in one model logically corresponds to
those in the other, confirming their semantic equivalence. The equivalence algorithm is
described in Appendix B.

4.4 Results
This section details the results and findings from our experiments with the proposed methods
and systematically explores the proposed research questions. We do not present any 0-shot
attempts, primarily due to the infeasibility of producing runnable CPMpy models without
examples in the prompt context6. For the core experiments, we employed gpt-3.5-turbo-0125
with a temperature value of 0. Additional results on other LLMs are available in Appendix A.

4.4.1 Intermediate Representations
An incremental analysis is necessary to understand the effect of each intermediate component
in our pipeline. As an initial baseline, we employ static (3.4) in-context examples selection,
with k = 4 examples in the context. The results are shown in Table 1.

Using LLMs as CP modellers, instead of direct combinatorial problem-solvers, proved to
be essential for obtaining substantial performance across the datasets. Even if the LLM is
instructed to solve the problem with 4 pairs of descriptions and CoT solutions in the context,
the direct solving approach results in significantly lower solution accuracy.

Interestingly, appending NER in the pipeline of the LGP instances nearly doubled the
number of errors and dropped accuracy compared to direct CP modelling. Our qualitative
analysis showed that decision variables were often misclassified as parameters, leading to
inconsistencies and irrelevant context at subsequent steps in the pipeline [48]. Conversely, in
the NL4Opt instances, where NER tagging was more accurate, the performance improvements
were comparable to those achieved with BM. The inclusion of BM was slightly more beneficial

6 An example with errors is demonstrated in Appendix C.1
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Table 1 Comparison of our methods for both NL4Opt (#289 test instances) and LGPs (#100
test instances). Configuration: gpt-3.5-turbo-0125, 4-shot static in-context examples selection.

Dataset Method #Err Accuracy (%)
Solution Declaration Model

NL4Opt

Direct - 11.46 - -
CP 7 81.31 87.81 79.24
+ BM 8 84.43 89.93 82.01
+ NER 8 85.47 88.60 80.62

LGPs

Direct - 9.36 - -
CP 11 57.00 80.45 55.00
+ BM 18 58.00 70.69 58.00
+ NER 20 54.00 67.77 50.00

than directly generating CP models, but it produced a larger number of errors in the LGP
dataset. This can be attributed to the larger structure of the intermediate models in LGPs7.
As such, LGP blueprints are prone to be generated with errors, which would introduce
irrelevant context in the LLMs, similar to NER.

Comparing the results of the two datasets, we can see a discrepancy that can be attributed
to their different nature and modelling difficulties. On the one hand, NL4Opt contains simple
linear optimisation problems with around 2 decision variables and 3 constraints on average per
instance. LGPs, in contrast, include 12 decision variables and 4 clues on average, including
complex constraints such as all different and pairwise exclusive disjunction.

Overall, the best approach for both datasets is the blueprint and CP model generation,
thus we will utilize this to investigate RAICL in the following experiments.

4.4.2 Examples Selection Strategy
To understand the impact of RAICL and different in-context example selection strategies,
we evaluated the presented methods with a fixed number of k = 4 in-context examples. The
results are shown in Table 2.

In both datasets, the dynamic retrieval algorithms consistently outperform static and
random selection methods, underlining the importance of semantic relevance in the prompt
context.

As proposed, applying the recency effect by placing the most similar example last in
the context considerably improves accuracy. This is mostly evident in the large accuracy
difference between the random and LSRR methods across both datasets; and additionally
between the reversed retrieval methods in the LGPs with direct CP modelling. In this
configuration, LSRR also outperforms MMR and R-MMR, which suggests that adding even
more diversity further improves performance in LGPs.

In the NL4Opt dataset, the dynamic methods showed relatively similar performance, with
all of them achieving higher accuracies than the static and random strategies. Declaration
accuracy in this dataset is on par with the LP-specialized top-ranked approaches in the
NL4Opt competition8 [18]. In LGPs, employing retrieval-augmented ICL not only improved
accuracy over all metrics but also significantly diminished the number of errors. This
showcases that relevance in the context is important for generating valid and runnable code.

7 An example is available in Appendix F
8 https://nl4opt.github.io/

https://nl4opt.github.io/
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Table 2 Comparison of example selection strategies for NL4Opt and LGPs datasets, gpt-3.5-
turbo-0125, 4-shot ICL, λ = 0.5.

Dataset Method
CP BM + CP

#Err Accuracy (%) #Err Accuracy (%)
Sol. Decl. Mod. Sol. Decl. Mod.

NL4Opt

Static 7 81.31 87.81 79.24 8 84.43 89.93 82.01
Random 11 77.16 85.60 75.09 14 78.55 83.13 77.16
SIM 8 85.12 87.72 80.28 5 86.16 90.02 84.08
R-SIM 11 83.39 88.16 80.62 11 85.47 89.31 83.04
MMR 8 84.08 87.99 80.97 7 86.51 90.81 85.47
R-MMR 6 83.74 87.10 80.62 8 87.54 89.93 84.78
LSRR 12 83.74 88.34 80.62 11 83.39 88.25 82.70

LGPs

Static 11 57.00 80.45 55.00 18 58.00 70.69 58.00
Random 14 66.00 76.75 62.00 8 59.00 81.51 52.00
SIM 9 68.00 85.34 66.00 9 66.00 81.24 63.00
R-SIM 4 72.00 89.83 69.00 19 61.00 73.18 58.00
MMR 10 66.00 83.09 64.00 7 63.00 83.75 58.00
R-MMR 6 74.00 87.98 71.00 7 64.00 81.77 61.00
LSRR 4 76.00 89.96 72.00 5 75.00 86.39 70.00

The overall results indicate that RAICL outperforms static selection in generating formal
CP models by a large margin for both datasets. Additionally, the results of R-MMR and
LSRR highlight the importance of both the last in-context example and the context diversity
in the prompt.

4.4.3 Number of In-Context Examples

The results shown in Figure 3, illustrate how the number of in-context examples influences
the model and solution accuracy in NL4Opt and LGPs, both for including blueprint model
generation and not. We selected R-MMR as a retrieval strategy as it demonstrated consistently
fewer errors and high accuracy across the two datasets.
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Figure 3 Comparison of model and solution accuracies with a varying number of in-context
examples. Config: gpt-3.5-turbo-0125 R-MMR (λ = 0.5).
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In the NL4Opt dataset, we observe a progressive gain in accuracy metrics as the number
of in-context examples increases, reaching an optimal performance at 12 shots when not
including BM. However, beyond this point, a further increase shows a slight performance
degradation. Including the blueprint model caused this decline to start earlier, at 4–8 shots,
hinting towards a ceiling effect on the size of the prompt context. The LGPs dataset presents
a similar picture but with the BM inclusion consistently underperforming in comparison
to the direct CP model generation. As in NL4Opt, including blueprint models peaks at
a smaller k value (4) than when directly generating the CP model (peaking at k = 8). It
should be noted that with blueprint models, the examples that generate the CP model are
much larger as they also contain these blueprints.

Based on these observations, a balance is needed between providing adequate context
and avoiding information overload, which can influence the quality of the provided answers.
The number of in-context examples should also be adapted according to their size so that
the prompt does not become overly dense. Notably, the LGPs with the blueprint model
generation could not accommodate more than 8 in-context examples due to their length and
the limitations imposed by the 16k context window of gpt-3.5-turbo-0125.

4.4.4 Mixed CP Dataset
We complete this section by assessing the potential of LLMs to generate correct CP models
from a dataset with diverse and more complex constraint problems. We focused exclusively on
solution accuracy since there can be multiple different CP models for such complex problems,
which may involve varying selections of decision and auxiliary variables. As a result, the
variable mapping required to use the other metrics proved impractical.

For these problems, we included additional instructions in the problem descriptions,
specifying how solutions should be printed and formatted by the generated CP model code.
This allowed us to directly validate this output with the ground truth model, ensuring that
the solutions can be assessed without needing to map decision variables. Also, we chose
R-SIM as the selected retrieval-augmented technique to balance the diversity of the dataset.
The results are shown in Table 3, with supplementary results in Appendix D.

While adding more in-context examples improves the accuracy of the produced solutions,
blueprint inclusion degrades performance. This suggests that its integration might be less
beneficial for complex problems, in which the generated blueprints are even more likely to
contain errors. Additionally, using retrieval-augmented R-SIM does not seem to improve
much over static selection. Due to the small dataset size, static and R-SIM often share some
of the same examples. This limited size and high diversity of the dataset proves challenging
for LLMs, with only a bit over half of the exercises solved.

Table 3 Solution Accuracy across different numbers of in-context examples for both static and
R-SIM retrieval strategies in the mixed CP dataset. LLM: gpt-3.5-turbo-0125.

#Shots
Solution Accuracy (%)

Static R-SIM
CP BM + CP CP BM + CP

2 33.33 16.67 50.00 38.89
4 50.00 50.00 55.56 38.89
8 50.00 44.44 55.56 44.44
12 55.56 50.00 61.11 44.44
16 50.00 - 61.11 -
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As these problems are based on a university course, we arranged them in increasing
difficulty based on the exercise session they were covered in. Figure 4 shows that as the
difficulty of the problems increases, there is also an analogous decrease in accuracy, pointing
to the challenge LLMs face when required to produce CP models for complex problems.
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1. 6 problems: Five Floors, Bank Card,

Guards and Apples, Magic Square,
Thick as Thieves, Money Change.

2. 5 problems: Color Simple, Movie
Scheduling, Subset Sum, Subsets 100,
Maximal Independent Sets.

3. 4 problems: Exodus, People in a Room,
Kidney Exchange, Farmer and Cows.

4. 3 problems: Grocery, Climbing Stairs,
Hardy 1729.

Figure 4 Solution accuracy per session when increasing difficulty. Config: R-SIM, 12-shot ICL.

5 Conclusion & Future Work

In this paper, we explored the potential of leveraging pre-trained Large Language Models to
model CP problems from textual problem descriptions. We introduced and systematically
evaluated LLM-based approaches, investigating the use of intermediate representations with
multiple prompting steps, to formulate an executable CP model specification. We utilized
in-context learning and retrieval techniques for the in-context examples. As the use of LLMs
for modelling constraint problems has not been explored in much depth in the literature, we
also focused on both augmenting existing datasets and defining evaluation measures. We
augmented the NL4Opt and LGP datasets, with intermediate representations and formal
model specifications in CPMpy, and created a small course-based diverse CP dataset. We
presented an evaluation framework with precise metrics for the correctness of solutions, the
semantic equivalence of the individual constraints, as well as the overall constraint model.

Our experiments demonstrated how challenging it is for LLMs to solve combinatorial
problems directly. However, using them to write constraint models was significantly more
successful. Including NER, as proposed in the NL4OPT challenge, did not always improve
the quality of the final models. On the other hand, using a human-interpretable blueprint
modelling before the executable model generation was beneficial only for the simple linear
optimisation problems of NL4Opt. We observed that such intermediate steps can introduce
additional errors, due to incorrect tagging and irrelevant prompt context. What mostly
improved the performance of LLMs is: a) retrieval-augmented selection of the in-context
examples, based on a balance of relevance to the current input and context diversity, and
b) increasing the number of such examples up to a certain threshold per dataset. We also
demonstrated that the small mixed CP dataset was a harder challenge, because of both the
complexity of the problems and the small amount of available CP problems to effectively
utilize RAICL, highlighting the need for creating more such datasets.

Further advancements towards the development and evaluation of CP modelling assistants
require more high-quality NL-CP datasets, including pairs of problem descriptions and their
formal CP model, potentially inspired by educational material or examples from modelling
systems. This could also allow going beyond in-context learning and towards supervised
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fine-tuning of LLMs. In addition, addressing larger (parameterized) problems that include
external data files is an interesting challenge. Finally, as the generated models will likely have
occasional errors, the integration with other (code-specialized) LLMs, debugging techniques,
or example-based constraint acquisition techniques holds much promise.
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Table 4 Performance of various LLMs on LGPs using CP generation with R-MMR (λ = 0.5).

LLM #Shots #Err Accuracy (%)
Model Solution Declaration

gpt-3.5-turbo-0125 4 6 71.00 74.00 87.98
gpt-4-0125-preview 4 16 61.00 64.00 73.85
deepseek-coder-33b-instruct 4 1 73.00 77.00 92.60
Mixtral-8x7B-Instruct-v0.1 4 19 52.00 52.00 70.01
Qwen1.5-72B-Chat 4 15 64.00 66.00 80.32
gpt-3.5-turbo-0125 8 4 74.00 77.00 90.49
gpt-4-0125-preview 8 10 77.00 82.00 85.87
deepseek-coder-33b-instruct 8 2 77.00 77.00 93.66
Mixtral-8x7B-Instruct-v0.1 8 18 58.00 61.00 74.90
Qwen1.5-72B-Chat 8 7 62.00 65.00 86.00

A Various LLMs

We also present preliminary results when running our methodology on LGPs for direct
CP modelling using various LLMs in Table 4. We used the OpenAI 9, Together AI 10 and
DeepSeek11 APIs for these experiments. As a code-tuned LLM, the deepseek-coder-33b-
instruct managed to produce the fewest models with errors. Additionally, gpt-4-0125-preview
achieved the highest solution accuracy when prompted with 8 in-context examples.

B Model Equivalence Algorithm

To assert the equivalence of two constraint models, we first create a one-to-one mapping
between their decision variables based on syntactic similarity. We then construct the
conjunction of all constraints for each model. Assuming the two models are not equivalent,
we add to a new combined model the negation of the equivalence formula between the two
models, as defined in Equation (18). If the resulting model is unsatisfiable, the two models
are considered equivalent. Otherwise, they are not. The detailed steps are provided in
Algorithm 1.

C Errors in the generated CP model

C.1 0-shot
An example with a syntax error of a zero-shot attempt to directly model the first problem
from the NL4Opt dataset with gpt-3.5-turbo-0125 is shown in Figure 5.

C.2 4-shot
An example with a syntax error on an LGP when prompting statically with 4 examples in
the context is briefly shown in Figure 6.

9 https://platform.openai.com/docs/api-reference
10 https://docs.together.ai/reference/chat-completions
11 https://platform.deepseek.com/docs

https://platform.openai.com/docs/api-reference
https://docs.together.ai/reference/chat-completions
https://platform.deepseek.com/docs
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Algorithm 1 Model Equivalence.

1: function ModelsEquivalent(m1, m2)
2: vars1← GetVariables(m1), vars2← GetVariables(m2)
3: if length(vars1) ̸= length(vars2) then
4: return False
5: end if
6: mapping ← CreateMapping(vars1, vars2) ▷ Map variables based on syntax

matching of their names
7: conj1←

∧
c∈m1.constraints c

8: conj2←
∧

c∈m2.constraints c

9: negatedImplications← mapping ∧ ((conj1 ∧ ¬conj2) ∨ (¬conj1 ∧ conj2))
10: if IsUnsatisfiable(negatedImplications) then
11: return True ▷ Models are equivalent
12: else
13: return False ▷ Models are not equivalent
14: end if
15: end function

1 import cpmpy . solvers
2

3 # Define the variables
4 num_sled_dog_trips = intvar (0, 10) # Number of sled dog trips
5 num_truck_trips = intvar (0, 10) # Number of truck trips
6

7 # Define the objective function to maximize the number of fish transported
8 total_fish_transported = 100* num_sled_dog_trips + 300* num_truck_trips
9

10 # Define the constraints
11 cost_sled_dog_trips = 50* num_sled_dog_trips # Cost of sled dog trips
12 cost_truck_trips = 100* num_truck_trips # Cost of truck trips
13 total_cost = cost_sled_dog_trips + cost_truck_trips <= 1000 # Total cost

constraint
14

15 # Number of sled dog trips must be less than the number of truck trips
16 num_sled_dog_trips <= num_truck_trips
17

18 # Define the LP problem
19 problem = cpmpy . Model (
20 cpmpy . maximize ( total_fish_transported ),
21 [ total_cost ]
22 )
23

24 # Solve the LP problem
25 cpmpy . solvers . cplex ( problem )
26

27 # Error : module ’cpmpy ’ has no attribute ’maximize ’

Figure 5 Generated code with syntax error. Configuration: gpt-3.5-turbo-0125, 0-shot.
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1 from cpmpy import *
2

3 # Code omitted
4

5 # Clue 4: Of the runner who paid $9 and the contestant who ordered fettuccine ,
one was Margie and the other was Velma :

6 m += (( margie == price9 ) & ( velma == fettuccine )) | (( margie == fettuccine ) &
( velma == price9 )

7

8 # Error : ’)’ expected

Figure 6 Generated code with syntax error. Configuration: gpt-3.5-turbo-0125, 4-shot static
ICL.

Table 5 Mixed CP Dataset. Configuration: gpt-3.5-turbo-0125, 4-shot static in-context examples
selection.

Pathway Solution Accuracy (%)
Direct 16.67
CP 50.00
+ BM 50.00
+ NER 44.44

D Mixed CP Dataset: Supplementary Results

Adding to the main results presented in the paper, Table 5 shows results for all four pathways
and Table 6 displays the solution-level accuracy of the direct CP modelling pathway for all
seven example retrieval strategies.

E Datasets Metadata

In this section, we present details of the datasets that we utilized in the experimental part.
Table 7 describes the NL4Opt dataset. All values refer to the average number across each
instance in the dataset. Regarding the LGPs, they contain on average 12 entities (or decision
variables) and 4.55 clues per instance, while each instance has one unique solution. Table 8
outlines the type of each clue along with an example and its constraint representation. Finally,
Table 9 provides some information about the instances of the mixed CP dataset that we
curated.

Table 6 Mixed CP Dataset. Configuration: gpt-3.5-turbo-0125, 4 examples in the context, direct
CP modelling pathway.

Strategy Solution Accuracy (%)
Static 50.00
Random 38.89
SIM 55.56
R-SIM 55.56
MMR 61.11
R-MMR 55.56
LSRR 50.00
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Table 7 NL4Opt information. To calculate the average number of optimal solutions for the train
split, we did not take into consideration some outlier instances that had over 100 optimal solutions.
All constraints and objectives are linear in this dataset. For more details please refer to the original
paper [46].

Split (#) #Decision Var. #Constraints #Obj. Terms #Optimal Solutions
Train (713) 2.09 2.79 2.05 1.13
Test (289) 2.02 2.92 1.43 1.20

Table 8 LGPs clue types. In our CP models, we treat all puzzle entities as decision variables.
Also refer to the other works employing LGPs [39, 24].

Type Clue Example Constraint Expression (CPMpy [21])

Equivalence The Luzagueil is a chardonnay luzagueil == chardonnay

XOR The Annata Branco is either
the 1992 wine or the syrah.

Xor([annata == vintage1992,
annata == syrah])

Pairwise
XOR

Of the pinot gris and the 1984
bottle, one is the Luzagueil and
the other is the Zifennwein

Xor([(pinot_gris == luzagueil) &
(vintage1984 == zifennwein),
(pinot_gris == zifennwein) &
(vintage1984 == luzagueil)])

AllDifferent The four people are Deep
Shadow, the superhero who
started in 2007, the hero who
started in 2009 and Matt
Minkle

AllDifferent([deep_shadow, _2007,
_2009, matt_minkle])

Arithmetic
Comparison

The pinot gris was bottled 4
years after the merlot

[((v1 == pinot_gris) & (v2 == merlot))
.implies(vintage_to_int[v1] ==
vintage_to_int[v2] + 4)
for v1 in vintages for v2 in vintages]

CP 2024
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Table 9 Mixed CP Dataset information.

Instance #Dec.
Vars

#Const. Optimisation #Vars per
Constraint

#(Optimal)
Solutions

Five Floors 5 7 No 2 1
Bank Card 4 3 No 4 1
Guards and Apples 6 6 No 2 1
Magic Square 16 11 No 5 10
Thick as Thieves 6 7 No 3 1
Money Change 6 1 Yes 6 1
Colour Simple 6 9 Yes 2 >50
Movie Scheduling 9 26 Yes 2 3
Subset Sum 6 1 No 6 1
Subsets 100 20 4 No 15 >50
Maximal Ind. Sets 8 24 Yes 2 2
Exodus 20 9 No 10 17
People in a Room 17 13 No 9 >50
Kidney Exchange 64 24 Yes 8 1
Farmer and Cows 25 10 No 25 >50
Grocery 4 2 No 4 1
Climbing Stairs 20 22 No 12 >50
Hardy 1729 4 5 No 4 >50

F An LGP example

In Figure 7 we showcase an example from the LGPs dataset [39].
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The Luzagueil is a chardonnay. The Annata Branco is either the 1992 wine or the syrah. The
Friambliss is a syrah. Of the pinot gris and the 1984 bottle, one is the Luzagueil and the other is
the Zifennwein. The pinot gris was bottled 4 years after the merlot. Vintages: 1984, 1988, 1992,
1996. Wines: Annata Branco, Friambliss, Luzagueil, Zifennwein. Types: chardonnay, merlot,
pinot gris, syrah.

Decision Variables:
Names of the wines: AnnataBranco, Friambliss, Luzagueil, Zifennwein (all different, 1 to 4)
Vintages of the wines: Vintage1984, Vintage1988, Vintage1992, Vintage1996 (all different, 1 to
4)
Types of the wines: Chardonnay, Merlot, PinotGris, Syrah (all different, 1 to 4)

Constraints:
The Luzagueil is a chardonnay: Luzagueil == Chardonnay.
The Annata Branco is either the 1992 wine or the syrah: Xor([AnnataBranco ==
Vintage1992, AnnataBranco == Syrah]).
The Friambliss is a syrah: Friambliss == Syrah.
Of the pinot gris and the 1984 bottle, one is the Luzagueil and the other is the Zifennwein:
Xor([(PinotGris == Luzagueil, Vintage1984 == Zifennwein), (PinotGris == Zifennwein,
Vintage1984 == Luzagueil)]).
The pinot gris was bottled 4 years after the merlot: v1 == PinotGris and v2 == Merlot =>
v1_to_int == v2_to_int + 4, for all v1, v2 in vintages.

1 from cpmpy import *
2

3 # Decision variables
4 # ( variables with the same value will correspond to the same triplet of vintage ,

wine , and type)
5 # e.g. if annata == 1 and vintage1984 == 1 and chardonnay == 1, then Annata Branco

is a 1984 chardonnay
6 annata , friambliss , luzagueil , zifennwein = wines = intvar (1, 4, shape =4)
7 vintage1984 , vintage1988 , vintage1992 , vintage1996 = vintages = intvar (1, 4, shape

=4)
8 chardonnay , merlot , pinot_gris , syrah = types = intvar (1, 4, shape =4)
9 # Integer representation , for comparison constraints

10 vintage_to_int = { vintage1984 : 1984 , vintage1988 : 1988 , vintage1992 : 1992 ,
vintage1996 : 1996} # in years

11

12 # Helper functions (for formulating comparison constraints )
13 def bottled_exactly_after_than (var1 , var2 , diff):
14 """
15 Formulate the constraint that var1 was bottled exactly diff years after var2.
16 """
17 return [(( v1 == var1) & (v2 == var2)). implies ( vintage_to_int [v1] ==

vintage_to_int [v2] + diff) for v1 in vintages for v2 in vintages ]
18

19 # Constraints
20 m = Model ()
21 # All entities are different per category
22 m += AllDifferent ( wines )
23 m += AllDifferent ( vintages )
24 m += AllDifferent ( types )
25 # Clue 1: The Luzagueil is a chardonnay :
26 m += luzagueil == chardonnay
27 # Clue 2: The Annata Branco is either the 1992 wine or the syrah :
28 m += Xor ([ annata == vintage1992 , annata == syrah ])
29 # Clue 3: The Friambliss is a syrah :
30 m += friambliss == syrah
31 # Clue 4: Of the pinot gris and the 1984 bottle , one is the Luzagueil and the other

is the Zifennwein :
32 m += Xor ([( pinot_gris == luzagueil ) & ( vintage1984 == zifennwein ), ( pinot_gris ==

zifennwein ) & ( vintage1984 == luzagueil )])
33 # Clue 5: The pinot gris was bottled 4 years after the merlot :
34 m += bottled_exactly_after_than ( pinot_gris , merlot , 4)

Figure 7 From top to bottom: Problem description, Blueprint Model, CPMpy model.
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