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Abstract
Lagrangian relaxation is a versatile mathematical technique employed to relax constraints in an
optimization problem, enabling the generation of dual bounds to prove the optimality of feasible
solutions and the design of efficient propagators in constraint programming (such as the weighted
circuit constraint). However, the conventional process of deriving Lagrangian multipliers (e.g., using
subgradient methods) is often computationally intensive, limiting its practicality for large-scale or
time-sensitive problems. To address this challenge, we propose an innovative unsupervised learning
approach that harnesses the capabilities of graph neural networks to exploit the problem structure,
aiming to generate accurate Lagrangian multipliers efficiently. We apply this technique to the
well-known Held-Karp Lagrangian relaxation for the traveling salesman problem. The core idea
is to predict accurate Lagrangian multipliers and to employ them as a warm start for generating
Held-Karp relaxation bounds. These bounds are subsequently utilized to enhance the filtering process
carried out by branch-and-bound algorithms. In contrast to much of the existing literature, which
primarily focuses on finding feasible solutions, our approach operates on the dual side, demonstrating
that learning can also accelerate the proof of optimality. We conduct experiments across various
distributions of the metric traveling salesman problem, considering instances with up to 200 cities.
The results illustrate that our approach can improve the filtering level of the weighted circuit global
constraint, reduce the optimality gap by a factor two for unsolved instances up to a timeout, and
reduce the execution time for solved instances by 10%.
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1 Introduction

The travelling salesman problem (TSP) has been the subject of extensive research and has
broad practical applications. Due to its NP-hard nature, numerous approaches have been
proposed to solve it efficiently, ranging from exact to heuristic methods. Exact solvers not
only need to identify the optimal solution but also to prove that it is optimal, often via a
dual bound. Held and Karp (1970) [25] proposed a relaxation that provides strong dual
bounds in practice. For instance, these bounds are used in Concorde, the state-of-the-art
TSP solver [3] or in the design of global constraints in constraint programming [6, 5]. An
associated branch-and-bound algorithm using this relaxation was subsequently proposed by
Held and Karp (1971) [26], which enabled the optimality proof for several open benchmark
instances at the time of its publication. Briefly, this algorithm leverages a combinatorial
structure, referred to as minimum 1-tree, that can serve as a valid relaxation for the TSP
and obtain dual bounds. However, this algorithm is based on a few heuristic design choices
which have an important impact on the tightness of the relaxation. One is the procedure to
generate the bounds from Lagrangian multipliers (explained in the next section), which can
be assimilated as a hill-climbing algorithm. Starting from initial bounds, the algorithm refines
the bound iteratively with local perturbations until convergence. There are two drawbacks
to this process. First, it requires several potentially costly iterations to get accurate bounds,
and second, it only converges to local minima. Our research hypothesis is that this procedure
can be improved thanks to a learning-based approach. The idea is to train a model in
an unsupervised fashion with similar TSP instances and to use it to predict Lagrangian
multipliers that can be used to obtain a valid dual bound instead of computing it iteratively.
In the field of constraint programming, Lagrangian decomposition has been also considered
to provide dual bounds [8, 23], but without resorting to a learning-based component. We
also note that other algorithms have been considered to improve the bounds for arborescence
problems in constraint programming [28].

Machine learning has helped guide heuristic components in branch-and-bound [31, 38,
22, 57], constraint programming [13], SAT solving [49], local search [56], and non linear
optimization [20]. We refer to the survey of Bengio et al. (2021) [7] for an extended literature
review on this topic. Most of such works operate on the branching decisions (e.g., selecting the
next variable to branch on) or on the primal side. However, learning to improve the quality
of relaxations by means of better dual bounds has been much less considered in the literature.
To our knowledge, this has only been addressed for the restricted use case of solvers based on
decision diagrams [11], for combinatorial optimization over factor graphs [15] (e.g., see the
max-sum labeling problem [54] and soft arc consistency [14] for relevant applications) and
for learning relaxations of integer linear programs [1]. This last work is contemporaneous to
ours.

Additionally, recent work in decision-focused learning (DFL) [40] has approached settings
where the problem formulation is not fully specified at the time of decision-making. Thus,
these approaches train gradient-based deep learning models to predict the missing components,
with a key component being to determine how to train the deep learning model to improve the
downstream decision quality. As training for deep networks is done using gradient descent,
the difficulty lies in deriving methods for differentiating the output of the optimization
model with respect to its predicted inputs. Our proposed approach seeks to predict the
parameters of the Held-Karp relaxation such that the resulting relaxed solution provides a
dual bound as tight as possible. This is achieved by deriving gradients for the relaxation
to learn parameters that directly optimize the related bound. Differentiation has been
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successfully deployed for quadratic programs [2], linear programs [55, 18, 39], mixed integer
linear programs [19], MAXSAT [52], and blackbox discrete optimization [44, 42], among
others discussed in these surveys [46, 35]. However, this approach is the first to consider
using differentiable optimization together with learning to improve the filtering of a global
constraint.

Coming back to the TSP, the design of learning-based solving approaches has also
sparked a great interest in the research community [16, 34, 37]. In an industrial context,
this methodology is relevant for practitioners who are solving similar problem instances
every day and want to leverage historical decisions, e.g. in last-mile package delivery [41].
Graph neural networks (GNN) is a neural architecture [47, 33] widely considered for the
TSP [29]. More generally, GNNs also play a crucial role in the success of applying deep
learning to combinatorial optimization [30, 12]. They allow for the extraction of rich hidden
representations by successively aggregating the weights of neighboring nodes in a graph, on
which many combinatorial problems are defined.

Based on this context, the contribution of the paper is an approach based on unsupervised
learning and graph neural networks to generate appropriate Lagrangian multipliers for the
TSP, which are then used to improve the Held-Karp relaxation. We highlight that, compared
to most of the related work, we do not learn a primal heuristic but a learning-based strategy
that derives valid and tight dual bounds. Additionally, we integrate this mechanism inside a
branch-and-bound algorithm with domain filtering and constraint propagation [5] to improve
exact TSP solving. Experiments are carried out on three distributions of metric TSPs and
the results show that our approach can improve the filtering level of the weighted circuit
global constraint, reduce the optimality gap by a factor of two for unsolved instances up to a
timeout, and reduce the execution time for solved instances by 10%.

The following section briefly overviews the Held-Karp relaxation principle for the TSP.
Building upon this, we next describe the proposed learning approach for generating bounds
through unsupervised learning on the Lagrangian multipliers of the Held-Karp relaxation.
Finally, we discuss the training and integration of dual-bound generation within a branch-
and-bound algorithm to evaluate their impact.

2 Held-Karp Lagrangian Relaxation

Finding optimal solutions for large TSP instances requires sophisticated approaches due to the
combinatorial explosion of the solution space. With branch-and-bound, optimization bounds
are employed to prune the search tree and accelerate the search, allowing solvers to prove
optimality without exploring the entire tree. To achieve this, the Held-Karp relaxation [25]
offers a robust dual bound based on a variant of minimum spanning trees.

Let G = (V, E) be a complete graph with a cost attached to each edge. A minimum
1-tree is a minimum spanning tree of G\{1} to which we add the node 1 along with the two
cheapest edges connecting it to the tree. We note that the choice of node 1 is arbitrary,
depending on the labeling of V . A minimum 1-tree can be obtained by solving the integer
program presented in Equations (1) to (5). Constraints (2) and (3) define the 1-tree structure
and Constraint (4) enforces the elimination of sub-tours. This problem involves finding a
minimum spanning tree that can be solved in O(E log V ) by Kruskal’s algorithm. Here, δ(v)
denotes the edges containing node v ∈ V and µe, νe denotes the two nodes linked by an edge
e ∈ E. We use ce ∈ R to represent the cost of an edge e ∈ E, and xe ∈ {0, 1} is the decision
variable indicating whether edge e is included in the 1-tree.

CP 2024
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min
∑
e∈E

cexe (1)

s. t.
∑

e∈δ(1)
xe = 2 (2)

∑
e∈E

xe = |V | (3)∑
µe∈S
νe∈S
µe<νe

xe ≤ |S| − 1 ∀S ⊂ V \{1} ∧ |S| ≥ 3 (4)

xe ∈ {0, 1} ∀e ∈ E (5)

Let us note that every tour in G is a 1-tree, and if a minimum 1-tree is a tour, it is an
optimal solution to the TSP. Therefore any minimum 1-tree is a valid relaxation for the TSP,
which is an interesting property to leverage. However, a solution of this integer program is
not ensured to be a tour. To do so, a new set of constraints must be enforced.∑

e∈δ(v)

xe = 2 ∀v ∈ V \{1} (6)

These constraints force each node to have only two edges, an incoming and an outgoing
one, and turn the problem in finding a minimum-cost Hamiltonian cycle, which is NP-hard.
To obtain a valid 1-tree relaxation efficiently, one can then move these constraints (one for
each node) into the Objective (1) and penalize their violations with associated Lagrangian
multipliers θv ∈ R for each v ∈ V \{1}. The updated objective function is as follows.

min
∑
e∈E

cexe −
∑

v∈V \{1}

θv

(
2 −

∑
e∈δ(v)

xe

)
(7)

Intuitively, each node having a degree other than two will be penalized. An optimal 1-tree
relaxation can be found by optimizing over the θv variables. To do so, an iterative approach
has been proposed by Held and Karp [25, 26]. The idea is to adjust the Lagrangian multipliers
θ step-by-step to build a sequence of 1-trees which provides increasingly better bounds. An
overview of the process is proposed in Figure 1.

G(V, E)

∀v ∈ V : θv = 0

HK relaxation 1-tree Tθ(c′) Bound HK(θ)
∀(i, j) ∈ E :

c′
i,j = ci,j + θi + θj

∀v ∈ V : θv = C ×
(
2 − deg(v)

)

Figure 1 Approach of Held and Karp [25, 26] - Iterative process for improving θ multipliers.

First, an initial minimum 1-tree is computed by finding a minimum spanning tree on
G\{1} and adding the two cheapest edges incident to node 1. If the optimal 1-tree is a tour,
it corresponds to the optimal TSP solution. Otherwise, some constraints are penalized as at
least one node has a degree greater than 2. The main idea of Held and Karp [25, 26] is to
penalize such nodes by modifying the cost ci,j of edges (i, j) ∈ E, based on the values of θi

and θj (i.e., the multipliers of adjacent nodes). Let c′
i,j ∈ R be the modified costs. They are

computed as follows.

c′
i,j = ci,j + θi + θj ∀(i, j) ∈ E (8)
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A property proved by Held and Karp [25, 26] is that the optimal TSP tour is invariant
under this perturbation, whereas the optimal 1-tree is not. This gives room to improve the
solution by finding better multipliers. Equation (9) proposes a standard choice to compute
the multipliers, where C ∈ R is an arbitrary constant and deg(v) denotes the degree of node
v ∈ V in the current 1-tree.

θv = C ×
(
2 − deg(v)

)
∀v ∈ V (9)

Finally, a new minimum 1-tree is computed from the graph with the updated costs c′
i,j .

We note this 1-tree as Tθ(c′) where c′ = {c1, . . . , c|E|} is the set of all modified costs, and
θ = {θ1, . . . , θ|V |} is the set of all multipliers. We also use the notation cost

(
Tθ(c′)

)
to refer

to the total cost of the 1-tree. This process is reiterated, and a new 1-tree Tθ(c′) is obtained
until no improvement is obtained (i.e., when a local minimum is reached). The cost of the
optimal 1-tree gives a lower bound on the objective value as follows.

HK(θ) = cost
(
Tθ(c′)

)
− 2

|V |∑
i=1

θi (10)

This bound, HK(θ), is commonly referred to in the literature as the Held-Karp bound. This
is a valid lower bound as if the related solution is not a tour, the optimal TSP tour will have
a higher value. Otherwise, the optimal tour would have been obtained as tours are 1-trees.
This approach is typically incorporated into a branch-and-bound algorithm, using this bound
to prune the search. While computing a 1-tree is generally computationally efficient, the
iterative adjustment of the θ multipliers can be computationally expensive. Our contribution
is dedicated to mitigating this issue thanks to an unsupervised learning process.

Example. Figure 2 illustrates the Held-Karp relaxation for a graph with an optimal TSP tour
value of 62 (a). A 1-tree is computed on the original graph without Lagrangian multipliers,
which yields a bound of 50 (b). Considering Equation (9) with C = 2, we obtain the following
multipliers: {θ1 : 0, θ2 : 4, θ3 : 0, θ4 : −2, θ5 : −2}. The corresponding penalized 1-tree with
Lagrangian multipliers modifying the edge costs provides a bound of 59, which is tighter (c).
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(a) Initial TSP instance. The
optimal cost is 62.
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(b) Minimum 1-tree under the
initial costs. Lower bound ob-
tained is 50 (gap of 20%).
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θ2 : 4

θ1 : 0

θ3 : 0 θ4 : −2

θ5 : −2

(c) Minimum 1-tree with modified
costs. Lower bound obtained is 59
(gap of 5%).

Figure 2 Illustration of a single iteration of Held-Karp relaxation for an arbitrary TSP instance.

In constraint programming, the weighted circuit constraint [4] ensures that a set of
variables Y forms a Hamiltonian circuit on a graph, while also satisfying a specified condition
on the total cost z of the circuit. This can be intuitively understood as a conjunction of

CP 2024
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a circuit constraint [36] and a second constraint enforcing the circuit to be lower than a
threshold. Briefly, the standard filtering algorithms for this constraint typically involve: (1)
identifying edges that must be included in any feasible solution, (2) eliminating edges that
cannot be part of any solution, and (3) determining the minimum possible value of the cost
threshold z. This information is then used for narrowing the domains of the variables Y .
Given that establishing bounds consistency for this constraint is NP-hard, Benchimol et
al. (2012) [5] proposed a filtering algorithm that uses relaxations of the weighted circuit
constraint, specifically leveraging the Held-Karp relaxation. A stronger relaxation, such as a
1-tree that provides a tighter lower bound, allows for more extensive filtering. This in turn
improves the efficacy of the weighted circuit propagator, which is the focus of this paper.
More broadly, this propagator is part of the cost-based filtering family, which utilizes valid
bounds for effective filtering. Generally, a tighter bound leads to more efficient filtering
within this framework.

3 Learning Held-Karp Multipliers

The Held-Karp bound HK(θ) has two interesting properties: (1) it can be parameterized
thanks to the θ Lagrangian multipliers, and (2) it is always valid, meaning it will never exceed
optimal TSP cost. Both properties open the opportunity to use a learning-based approach
to compute the bound. To do so, we propose to build a model Φw : G(V, E) → R|V | able to
directly predict all the θ multipliers for a TSP instance given as input (i.e., a graph). The
model is parameterized with p parameters w = {w1, . . . , wp}. There are two benefits to this.
First, it eliminates parts of the iterative process of Held and Karp [25] depicted in Figure 2
and saves execution time. Second, it allows us to obtain tighter bounds. The process is
illustrated in Figure 3.

G(V, E)

∀v ∈ V : θv = Φw(G)

HK relaxation 1-tree Tθ(c′) Bound HK(θ)
∀(i, j) ∈ E :

c′
i,j = ci,j + θi + θj

∇wHK(θ) with θ = Φw(G)

Figure 3 Our contribution - Unsupervised learning approach to obtain θ multipliers through
backpropagation.

The goal is to find model parameters w yielding the highest possible bound. This corres-
ponds to a maximization problem that can be solved by gradient-based optimization. The
obtained bound is provably valid, regardless of the trained model’s accuracy thanks to the
second property. We consider this a major strength of our contribution, as obtaining guaran-
tees with machine learning for combinatorial optimization is known to be a challenge [35].
We formulate the bound maximization problem and its gradient below.

max
w

HK
(
Φw(G)

)
7−→ ∇wHK(Φw(G)) (11)

However, computing the gradient of this expression is not trivial, as the bound is obtained
by means of the 1-tree combinatorial structure Tθ(c′) (see Equation (10)). As the tree is
parameterized by θ, the chain rule can be applied to clarify the dependencies between model
parameters w and Lagrangian multipliers θ.

∇wHK
(
Φw(G)

)
= ∂HK(Φw(G))

∂θ
× ∂θ

∂w
(12)



A. Parjadis, Q. Cappart, B. Dilkina, A. Ferber, and L.-M. Rousseau 22:7

The right term corresponds to the differentiation of the predictive neural network model and
is easily obtained by backpropagation. However, the left term requires to differentiate the
expression depicted in Equation (10) for all θi with i ∈ V .

∂HK(.)
∂θ

=
∂cost

(
Tθ(c′)

)
∂θ

− 2
∂
∑|V |

i=1 θi

∂θ
(13)

The cost of the 1-tree (i.e., cost
(
Tθ(c′)) corresponds to the weighted sum of the selected edges

(i.e., variables xi,j for each (i, j) ∈ E). The cost c′
i,j defines the weights.

∂HK(.)
∂θ

=
∂
(∑∈E

(i,j) c′
i,jxi,j

)
∂θ

− 2
∂
∑|V |

i=1 θi

∂θ
(14)

Let us consider a specific multiplier θi associated to node i ∈ V and let us unroll the cost as
c′

i,j = ci,j + θi + θj (see Equation (8)). The partial derivative of θi is non-zero only for the
node itself and its adjacent edges, i.e. (i, j) ∈ δ(i).

∂HK(.)
∂θi

=
∂
∑∈δ(i)

(i,j) (ci,j + θi + θj)xi,j

∂θi
− 2∂θi

∂θi
(15)

=
∂
∑∈δ(i)

(i,j) θixi,j

∂θi
− 2∂θi

∂θi
(16)

=
∑

(i,j)∈δ(i)
xi,j − 2 (17)

This gives the partial derivative for each θi and allows us to maximize a bound obtained by
a neural network directly with gradient ascent. Interestingly, this signal is non-zero when
the degree of the node is different than 2 in the 1-tree. This is aligned with the intuition
that we want to adjust the multipliers of conflicting nodes.

We note that the derivative obtained is correct only locally and not globally. Indeed, the
cost function in Equation (13) is an optimization problem consisting in finding a minimum
1-tree (i.e., setting variables x) from the current costs c′ and that the values of x will depend
on θ. We experimented with a globally valid derivative by computing all insertion and
replacement costs to integrate them in the derivative of x, but this resulted latter in an
unstable training, likely because of the non-convexity of the optimization landscape. For such
a reason, we carried out a subgradient ascent on a locally valid derivative instead. Variations
of variables x are then taken into account in the subsequent gradient ascent step. We have
empirically observed increased stability as a result of this procedure.

The training procedure is formalized in Algorithm 1. It gives as output the parameters w

of the trained neural network Φw. We note that this training loop can be easily improved
with standard techniques in deep learning, such as mini-batches or using another gradient-
based optimizer, such as Adam [32]. Unlike gradient descent, we aim to maximize the
bound, explaining the + term at Line 10. We highlight that the training is unsupervised
as it does not require ground truth on known tight bounds for training the model, nor the
corresponding Lagrangian multipliers. In each iteration of the algorithm, the values of x will
change as the multipliers (θ) are updated. This explains how the variations of x are implicitly
considered during each subgradient ascent step. Finally, two aspects of the methodology
require clarification: the architecture of the network Φw and how the training set D is built.
Both are discussed in the following sections.

CP 2024
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Algorithm 1 Training phase from an input graph G(V, E).
1: ▷ Pre: D is the set of instances used for training.
2: ▷ Pre: Φw is the differentiable model to train.
3: ▷ Pre: w are randomly initialized parameters.
4: ▷ Pre: K is the number of training epochs.

5: for k from 1 to K do
6: G := SampleFromTrainingSet(D)
7: θ := Φw(G)
8: Tθ(c′) := HeldKarpRelaxation(G, θ)
9: HK

(
θ
)

:= cost
(
Tθ(c′)

)
− 2

∑|V |
i=1 θi

10: w := w + ∇wHK
(
Φw(G)

)
11: end for
12: return w

3.1 Training Set Construction

The training is carried out from a dataset D consisting of a set of graphs G(V, E) serving as
TSP instances. The graphs can either be obtained from historical problem instances (e.g.,
previous routing networks and costs for a delivery company) or randomly generated. Each
graph has six features fi for each node i ∈ V and three features ki,j for each edge (i, j) ∈ E.
The features we used are presented in Table 1 and in Table 2. We have incorporated the
features we believe are important for this task, but we have not analyzed the individual
impact of each feature. One strength of deep neural networks is their ability to learn to
disregard features that are not beneficial for the task. Although most of the features are
relatively standard, k2

i,j and k3
i,j introduce the notions of mandatory and forbidden edges.

In the context of a branch-and-bound algorithm, some decision variables are fixed after
branching operations. An edge is mandatory if it must be part of the TSP solution (i.e.,
xi,j = 1) and it is forbidden if it cannot be in the solution (i.e., xi,j = 0). This information
is crucial as we plan to compute bounds several times during a branch-and-bound execution,
with the intention of leveraging partial solutions to get better bounds.

Table 1 Summary of the features on nodes i for each i ∈ V used in an input graph G(V, E).

Symbol Formalization Description

f1
i , f2

i ∈ R2 xPos(i), yPos(i) 2-dimensional coordinate of the node.
f3

i ∈ R 1
|V |

∑|V |
j=1 ∥coord(i) − coord(j)∥2 Average euclidean distance with the other nodes.

f4
i ∈ R minj ̸=i (f3

1 , . . . , f3
j , . . . , f3

|V |) Distance to the nearest node in the graph.
f5

i ∈ N+ deg(i) Degree in terms of incoming and outgoing edges.
f6

i ∈ {0, 1} 1 iff i = 1, 0 otherwise Indication if it is the excluded node in G\{1}.

A direct observation is that there are no fixed edges at the root node of a branch-and-
bound tree, and consequently, for none of the instances in the training set. This causes a
distributional shift between instances used for the training (only at the root node) and the
ones occurring at the testing phase (also inside the branch-and-bound tree). To address
this limitation, we propose to enrich the training set with partially solved TSP instances
extracted from explored branch-and-bound nodes. In practice, it is done by fixing a threshold
k ∈ N+ on the number of nodes to consider in the training set. This makes the computation
tractable as it avoids considering all the nodes of an exponentially sized tree search.
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Table 2 Summary of the features on edges (i, j) for each (i, j) ∈ E used in an input graph
G(V, E).

Symbol Formalization Description

k1
i,j ∈ R ci,j The cost of the edge.

k2
i,j ∈ {0, 1} 1 iff (i, j) is forbidden, 0 otherwise Binary value indicating if the edge is forbidden.

k3
i,j ∈ {0, 1} 1 iff (i, j) is mandarory, 0 otherwise Binary value indicating if the edge is mandatory.

3.2 Graph Neural Network Architecture
A TSP instance exhibits a natural graph structure. For this reason, we built the model
Φw with a graph neural network [47, 33] (GNN). This architecture has been widely used
in related works for the TSP, thanks to their ability to handle instances of different size,
to leverage node and edge features, etc. In its standard version, GNNs are dedicated to
computing a vector representation of each node of the graph. Such a representation is
commonly referred to as an embedding. The embedding of a specific node is computed by
iteratively transforming and aggregating information from the neighboring nodes. Each
aggregation operation is referred to as a layer of the GNN and involves weights that must be
learned. This operation can be performed in many ways, and there exist in the literature
different variants of GNNs. An analysis on the performances of various architectures is
proposed by Dwivedi et al. (2023) [17]. Our model is based on the edge-featured graph
attention network [53] which is a variant of the well-known graph attention network [50]
dedicated to handle features on the edges. The whole architecture is differentiable and is
trained with backpropagation.

Let G(V, E) be the input graph, fi ∈ R6 be a vector concatenating the 6 features of a
node i ∈ V , and ki,j ∈ R3 be a vector concatenating the three features of an edge (i, j) ∈ E.
The GNN architecture is composed of L layers. Let hl

i ∈ Rd be a d-dimensional vector
representation of a node i ∈ V at layer l ∈ {1, . . . , L}, and let hl+1

i ∈ Rd′ a d′-dimensional
vector representation of i at the next layer. The inference process consists in computing the
next representation (hl+1

i ) from the previous one hl
i for each node i. The first representation

is set with the initial features of the node, i.e. h1
i = fi for each i ∈ V . The computation is

formalized in Equations (18) to (20), where wl
1 and wl

2 are two weight tensors that need to
be trained for each layer.

hl+1
i = ReLU

( ∑
j∈N (i)

αl
(i,j)w

l
1hl

j

)
∀i ∈ V ∧ ∀l ∈ {1, . . . , L − 1} (18)

αl
(i,j) = Softmax

(
LeakyReLU

(
wl

2 ×
(
hl

i

∥∥ki,j

∥∥hl
j

)))
(19)

θv = FCNN
(
h

|L|
i

)
∀i ∈ V (20)

Equation (18) shows the message passing operation in a layer. Each node i aggregates
information of all its neighbors N (i). The aggregation is subject to parameterized weights
wl

1 and a self-attention score αl
i,j . This score allows the model to put different weights on the

incoming messages from neighboring nodes. We note that the attention integrates information
about the node itself (hl

i), its neighbor (hl
j), and the features attached to the adjacent edge

(ki,j). Such information is concatenated (.∥.) into a single vector. Non-linearities are added
after each aggregation and the final node embeddings h

|L|
i are given as input to a fully-

connected neural network (FCNN) outputing the corresponding θi multiplier for each i ∈ V .
The GNN has 3 graph attention layers with a hidden size of 32 and the fully-connected
neural network has 2 layers with 32 neurons.
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4 Experimental Evaluation

The goal of the experiments is to evaluate the efficiency of the approach to speed-up a
TSP solver based on branch-and-bound and constraint programming [5]. To do so, the
learned bounds are integrated into the Held-Karp relaxation used by the weighted circuit
constraint [4] and are used to filter unpromising edges. The model is used only for the 10
first nodes expanded in the branch-and-bound tree (parameter k). We refer to HK for the
standard solver of Benchimol et al. (2012) [5] and to HK+GNN for the one we introduce. We
also considered a version using the learned multipliers but without the Held-Karp refinement
(i.e., GNN without HK) but the results showed that the bounds obtained only with the
learned multipliers alone were far from the optimal bound and are not included in the next
experiments. Combining the learned bounds with the Held-Karp refinement is thus required.

4.1 Experimental Protocol
This section outlines the experimental protocol employed to evaluate the efficacy and reliability
of our approach. It details the specific datasets, hardware configurations, software tools, and
performance metrics used across various testing scenarios.

4.1.1 Datasets
Five datasets of different complexity are considered. They correspond to variants of the
metric TSP (i.e., the graphs are complete and the distances are euclidean) on which the
cities are localized with different patterns.
1. Random100 (and 200): the cities (100 or 200) are uniformly generated in the [0, 1]2 plan.
2. Clustered100 (and 200): inspired by Fischetti and Toth (1989) [21], five clusters are

uniformly generated in the [0, 1]2 plan. Then, the cities (100 or 200) are uniformly
generated inside the 0.1-radius circles for each cluster.

3. Hard: introduced by Hougardy and Zhong (2021) [27], these 50 instances ranging from 52
to 199 cities have been generated to have a large integrality gap and are provably hard to
solve for branch-and-bound methods.

A test set of 50 instances is built for each configuration and is used for evaluation. For
the last dataset, as it is relatively small, only 6 instances are taken for evaluation.

4.1.2 Implementation
The graph neural network has been implemented with deep graph library [51] and Pytorch [43].
During the training, the minimum spanning trees have been computed with NetworkX [24].
We used the C++ implementation of Benchimol et al. (2012) [5] for the branch-and-
bound solver. The interface between the python and the C++ code has been done with
native functions from both languages. The solver used to compute the optimal solution is
Concorde [3]. The implementation and the datasets used are released on Github1.

4.1.3 Training
The training phase corresponds to the execution of Algorithm 1. A specific model is trained
for the five configurations. The training sets for Random and Clustered have 100 instances
sampled from the given generating scheme. For the Hard dataset, 40 instances uniformly

1 https://github.com/corail-research/learning-hk-bound

https://github.com/corail-research/learning-hk-bound
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sampled from the 50 available instances are taken. For each instance, 10 subgraphs are
generated (parameter k) and are added to the training set. They correspond to partially
solved instances that could be found inside the branch-and-bound tree. We highlight that
we do not need to label the training instances with known multipliers as the learning is
unsupervised. Training time is limited to 4 hours on a AMD Rome 7502 2.50GHz processor
with 64GB RAM. No GPU has been used. Models are trained with a single run and we
observed the convergence of the loss function on a validation set of 20 instances. The Adam
optimizer with a learning rate of 10−3 has been used.

4.1.4 Hyperparameters
The branch-and-bound has been configured with the standard settings and most of the
hyperparameters follow the recommended values. No hyperparameter tuning has been
carried out due to our limited resources. We think that our results can be improved with
a more thorough calibration (e.g., slightly changing the number of layers), but as our goal
was not to build the most efficient neural network but rather to show the promise of using
them to get valid multipliers, we have not carried out this operation. A notable exception is
the threshold k on the maximum number of nodes which has an important impact on the
performances. We tested values in {1, 5, 10, 20, 50} and selected k = 10 as it provided the
best results and trade-off between accuracy and computation time.

4.1.5 Evaluation Metrics
Five metrics are reported in the results: (1) the execution time to prove the optimality of a
solution, (2) the number of instances solved to optimality, (3) the percentage of edges filtered
before branching through the propagation, (4) the optimality gap for unsolved instances, and
(5) the primal-dual integral. This last metric measures the convergence of the dual bound
and the primal bound over the whole solving time [10]. At each iteration, we record the best
primal and dual bounds during the whole solving process. Then, the primal-dual integral
value consists in taking the area between the two resulting curve obtained. Intuitively, the
smaller the better. Each instance is solved only once per experiment as no randomness is
involved in the execution. We clarify that our objective is not to compete with Concorde,
which is capable of optimally solving all the instances we consider. Instead, our goal is to
enhance the filtering of the weighted circuit constraint. This constraint can then be used
to more complex variants of the Traveling Salesman Problem, such as the TSP with time
windows.

4.2 Empirical Results
This section presents the results obtained from our experimental analysis. These findings are
compiled to provide a quantitative evaluation of the performance and effectiveness of our
approach under different scenarios. Each experiment is designed to test a specific hypothesis.
Finally, a discussion about current limitations are proposed.

4.2.1 Main Results: Quality of the Learned Bounds
Table 3 summarizes the results for HK and HK+GNN on the five datasets. Values are averaged
for each configuration. First, we can observe that our approach gives consistently better
results on all the metrics compared to the baseline. As expected, it provides better filtering on
the edges. This is reflected by a higher number of solved instances, a reduced execution time,
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and a reduced optimality gap for unsolved instances. The primal-dual integral confirms that
tighter dual bounds are obtained during the search. Second, we notice that the improvements
on the Hard dataset are more modest. This can be explained by the fact that they are
designed to be challenging. It is consequently more difficult to get improvements on these
ones. We note that the time savings obtained with our methods could not provide to a
potential faster calculation of the multipliers. The reason is that the cost of computing the
multipliers is higher with our method as we combine both the prediction and the iterative
HK process (HK+GNN). The speed-up is consequently due to an improved filtering.

Table 3 Comparison of our approach (HK + GNN) with the standard branch-and-bound of
Benchimol et al. (HK). The primal bound is 2% above the optimal solution cost computed with
Concorde. The statistics considered are: the execution time up to a timeout of 1,800 seconds (Time),
the number of instances solved to optimality with proof (# solved), the primal-dual integral (PDI ),
the percentage of edges filtered (Filt.) and the optimality gap for unsolved instances (Gap). The
relative improvement compared to the baseline is also depicted.

Configuration
Branch-and-bound with standard Held-Karp (HK) Branch-and-bound with our approach (HK+GNN)

Time (sec.) # solved PDI Filt. (%) Gap (%) Time (sec.) # solved PDI Filt. (%) Gap (%)

Random100 559 41/50 1127k 75.9 0.88 497 (- 11%) 46/50 (+ 5) 965k (- 14%) 77.7 (+ 2%) 0.48 (- 45%)

Random200 1800 0/50 4.71m 67.8 1.82 1800 0/50 (+ 0) 4.26m (- 10%) 70.6 (+ 4%) 0.59 (- 68%)

Clustered100 643 38/50 497k 17.7 0.19 590 (- 8%) 40/50 (+ 2) 470k (- 5%) 20.3 (+ 15%) 0.08 (- 58%)

Clustered200 1800 0/50 922k 9.9 0.68 1800 0/50 (+ 0) 690k (- 25%) 12.6 (+27%) 0.38 (- 44%)

Hard 1800 0/6 9.59M 6.4 0.32 1800 0/6 (+ 0) 9.36M (- 2%) 6.5 (+1%) 0.31 (- 3%)

4.2.2 Analysis: Focus on Individual Instances
Figure 4 provides an analysis of the optimality gap for the three hardest configurations by
means of scatter plots. Each dot corresponds to a specific instance. When a dot is upper
than the diagonal, it means that our approach provided better results than the baseline.
Unlike the previous experiments, it provides insights about the robustness of the method.
For the majority of the instances, our approach gave better or similar results, except for one
instance in the Hard dataset.

(a) Results on Random200. (b) Results on Clustered200. (c) Results on Hard.

Figure 4 Scatter plots comparing the optimality gap (%) for HK and HK + GNN on the three
hardest configurations.

4.2.3 Analysis: Addressing the Optimality Proof
This next experiment evaluates the ability of proving the optimality of a solution only once
this solution has been found. Concretely, instead of taking a reasonable upper bound of
2%, we assume that the optimal solution has been found and we use it as a perfect upper
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bound. The idea is to mimic results achieved by a good primal heuristic and to close the
search by proving the optimality of the solution provided with this information. Results
are summarized in Table 4. In such a situation, the improvements with the baseline are
still positive, especially for the largest and hardest configurations. This shows the potential
of learning dual bounds to accelerate optimality proofs and the synergies with approaches
operating in the primal side.

Table 4 Comparison of our approach (HK + GNN) with the standard branch-and-bound of
Benchimol et al. (HK) for optimality proof. Compared to Table 3, the primal bounds are now the
cost of the optimal solution.

Configuration
Branch-and-bound with standard Held-Karp (HK) Branch-and-bound with our approach (HK+GNN)

Time (sec.) # solved PDI Filt. (%) Gap (%) Time (sec.) # solved PDI Filt. (%) Gap (%)

Random100 209 48/50 591k 92.1 0.05 203 (- 3%) 48/50 (+ 0) 544k (- 7%) 92.2 (+ 0%) 0.05 (- 0%)

Random200 1800 0/50 4.44m 85.6 1.16 1800 0/50 (+ 0) 4.11m (- 7%) 89.1 (+ 4%) 0.43 (- 62%)

Clustered100 112 48/50 103k 25.4 0 110 (- 1%) 49/50 (+ 1) 100k (- 3%) 25.5 (+ 0%) 0 (- 0%)

Clustered200 1800 0/50 713k 14.5 0.43 1800 0/50 (+ 0) 644k (-9%) 16.8 (+15%) 0.30 (- 30%)

Hard 1800 0/6 7.59M 17.8 0.26 1800 0/6 (+ 0) 7.02M (- 7%) 18.0 (+ 1%) 0.19 (- 24%)

4.2.4 Analysis: Generalization Ability

This last experiment analyzes how the models are able to generalize to new configurations,
either for a higher number of cities or with another generation scheme. Concretely, we
considered four configurations (Random100, Random200, Clustered100 and AllDataset, the
latter being trained on the instance of all datasets) and evaluated them on Clustered200.
The idea of this experiment is to compare the generalization ability of models trained on
specific datasets (Random100, Random200 and Cluster100). Results on AllDataset provide an
idea of the best performances that the specific models can achieve. Results are presented in
Table 5. Although the performance of the specific model is not reached, we observe that the
models trained on the other distributions are still able to outperform the standard model.
Training a model on all datasets (AllDataset) allows to improve upon out-of-distribution
models but does not achieve the performance of the specialized model. This confirms the
intuitive benefit to know beforehand the distribution of the instances to solve.

Table 5 Analysis of the generalization. The different models are used to solve Clustered200
graphs.

Model Branch-and-bound with HK+GNN

PDI Filt. (%) Gap (%)

Clustered200 690k 12.6 0.38

HK without GNN 922k 9.9 0.68

Clustered100 817k 11.1 0.54
Random100 845k 10.4 0.61
Random200 784k 11.3 0.49
AllDataset 722k 12.0 0.45
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4.2.5 Discussion: Application to Non-Euclidean Instances

Previous experiments have shown promising results for various configurations of metric TSPs.
However, it is important to note that the performance on other types of TSP instances,
such as asymmetric or non-Euclidean TSPs, which are known to be more challenging, has
not been evaluated in this paper. Consequently, it remains uncertain whether the observed
performance will extend to these more complex instances. Exploring this further constitutes
an interesting avenue for future research. Such an analysis can be facilitated using the
instances available in TSPLib [45], providing a robust framework for testing under more
diverse conditions.

4.2.6 Discussion: Considering the Training Time

As is common practice with machine learning tools, our framework assumes that we can
train a model offline before its deployment to solve new instances, ideally following a similar
distribution. In such cases, the training time can be disregarded, as it will be amortized
over a large number of future instances. However, this assumption does not hold in all
realistic scenarios where training time cannot be separated from solving time. In such
situations, while our approach remains applicable, the time required to train the model
must be considered and can be prohibitive. To address this, an initial analysis could involve
monitoring how the learned bounds improve with training time. This would provide a more
detailed understanding and help identify when training can be stopped to proceed directly to
the solving phase. Intuitively, this approach may offer slightly less effective filtering compared
to HK+GNN, but it is aimed to result in a reduced total execution time.

5 Conclusion

Learning-based methods have been extensively considered to provide approximate solutions
to combinatorial optimization problems, such as the travelling salesman. However, learning
to obtain dual bounds has been less considered in the literature and is much more challenging
as there is no trivial way to ensure that the obtained bounds are valid. This paper introduces
an unsupervised learning approach, based on graph neural networks and the Held-Karp
Lagrangian relaxation, to tackle this challenge. The core idea is to predict accurate Lagrangian
multipliers and employ them as a warm start for generating Held-Karp relaxation bounds.
These bounds are subsequently used to enhance the filtering level of the weighted circuit
global constraint and improve the performances of a branch-and-bound algorithm. The
empirical results on different configurations of the TSP showed that the learning component
can significantly improve the algorithm. We believe that the methodology can be integrated
into existing CP solvers. To do so, one will need to refactor the weighted circuit global
constraint implemented in the related solver to add the learned bounds. Although centered
on the TSP, we note that weighted circuit global constraint could be used for other, and
more challenging, TSP variants including time windows or time-dependent costs. Analyzing
how these variants can be handled efficiently is part of our future work. Also, we believe that
the methodology can be easily reused for other propagators using Lagrangian relaxation,
such as for the AtMostNValue [9] or for the general framework of CP-based Lagrangian
relaxation [48].
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