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Abstract
Envy-freeness up to any good (EFX) is a key concept in Computational Social Choice for the fair
division of indivisible goods, where no agent envies another’s allocation after removing any single
item. A deeper understanding of EFX allocations is facilitated by exploring the rainbow cycle
number (Rf (d)), the largest number of independent sets in a certain class of directed graphs. Upper
bounds on Rf (d) provide guarantees to the feasibility of EFX allocations (Chaudhury et al., EC
2021).

In this work, we precisely compute the numbers Rf (d) for small values of d, employing the SAT
modulo Symmetries framework (Kirchweger and Szeider, CP 2021). SAT modulo Symmetries is
tailored specifically for the constraint-based isomorph-free generation of combinatorial structures.
We provide an efficient encoding for the rainbow cycle number, comparing eager and lazy approaches.
To cope with the huge search space, we extend the encoding with invariant pruning, a new method
that significantly speeds up computation.
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1 Introduction

The quest for a fair division of indivisible goods, a fundamental challenge in economics,
computer science, and social choice theory, hinges on developing allocation protocols that
balance fairness and efficiency. Envy-freeness is among the most celebrated concepts in
this domain, a criterion that ensures no agent prefers another’s allocation over their own.
However, the indivisibility of goods often precludes the possibility of genuinely envy-free
allocations, prompting researchers to explore various relaxations of this ideal. Envy-freeness
up to any good (EFX) is a particularly prominent and well-studied relaxation, which requires
that no agent should envy another’s allocation after the hypothetical removal of any single
good from the latter’s allocation [2, 4, 5, 6, 7, 8].

Despite its conceptual appeal, the existence of EFX allocations remains unresolved in
general settings, marking it as one of the most intriguing open problems in discrete fair
division. This has led to a vibrant area of study that seeks to establish the existence of
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such allocations and explores the combinatorial structures underlying these problems. A key
development in this research trajectory is the exploration of the rainbow cycle number Rf (d).
This combinatorial constant, which will be defined more formally in Section 2, is the largest
integer k such that a directed k-partite graph exists in which every vertex of each block has
an incoming edge from any other block, each block has size at most d and the whole graph
contains no rainbow cycle, i.e., a cycle that runs through every block at most once. Bounds
on Rf (d) directly influence the feasibility and construction of approximate EFX allocations
with minimal discarded goods. Variants Ri(d) and Rp(d) of the rainbow cycle number (see
Section 2 for definitions) have also been studied [3].

Determining Rf (d) and its variants is a natural question of extremal graph theory, in
particular to zero-sum combinatorics, independently of its application to EFX-allocations [1, 7].
The first upper bound Rf (d) ∈ O(d4) was shown by Chaudhury et al. [7]. This bound was
later improved to d2+o(1) [3], and O(d · log(d)) [1, 17].

It is known that for all d, Ri(d) ≤ Rp(d) ≤ Rf (d), Ri(d) ≥ d, and it has been conjectured
that Rf (d) = d; however, this conjecture has only been established so far for d ≤ 3 in the
general setting, and for d ≤ 6 for Ri(d) [23]. Computing Rf (d) for d > 3 is challenging since
the number of combinatorial objects to consider explodes.

In this paper, we develop a constraint-based approach within the SAT modulo Symmetries
(SMS) framework to obtain the upper bounds of Rf (d), which allows us to show Rf (4) = 4 and
Rp(5) = 5. SMS is a recently proposed framework for graph generation modulo isomorphisms
under constraints [21]. SMS combines a conflict-driven (CDCL) SAT solver with a custom
propagator (since recently via the IPASIR-UP interface [12]) to determine whether a partial
assignment encoding a graph can be extended to a canonical, fully defined graph. By
employing dynamic symmetry breaking, SMS efficiently searches the vast combinatorial
space, avoiding the exploration of isomorphic copies.

We provide an efficient propositional encoding for the rainbow cycle numbers, comparing
eager and lazy approaches to ensure the absence of rainbow cycles. The eager approach
adds constraints to the encoding at the beginning, while the lazy approach uses a custom
propagator to check for the presence of rainbow cycles during the search.

To cope with the huge search space, we introduce the novel technique of invariant pruning,
which significantly speeds up the computation by strengthening the encoding with graph
invariants not known a priori. Invariant pruning exploits the fact that one can observe a
significant speedup if a graph invariant is explicitly stated in the encoding and proceeds along
a complete decision tree on values for the invariant under consideration (in our concrete
setting, it is the maximum degree).

We also employ further symmetry-breaking techniques within the SMS framework to
avoid exploring isomorphic copies of graphs in the search space. The applicable permutations
for symmetry breaking are described, and the set of all such permutations is represented
using ordered partitions. When invariant pruning is applied, the permutations used for
symmetry breaking are further restricted to maintain the invariant properties.

Experimental results demonstrate the effectiveness of our approach, with invariant pruning
providing a speedup of almost two orders of magnitude in some cases. The time spent in
the propagator to ensure the absence of rainbow cycles is only a small fraction of the total
computation time. The results also indicate that restricting the functions to permutations
significantly decreases the search space compared to the general case.
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2 Preliminaries

For a positive integer n, we write [n] = {1, 2, . . . , n}, Fn for the set of all functions from [n]
to [n], and Sn for the set containing all permutations over [n]. We assume familiarity with
fundamental notions of propositional logic [22].

Graphs. We review basic notions from graph theory that are relevant to our discussion.
All considered graphs are directed and simple (i.e., without parallel edges or self-loops, but
pairs of edges in the opposite direction are allowed). A graph G consists of a set V (G) of
vertices and a set E(G) of edges; we denote the edge from u ∈ V (G) to v ∈ V (G) by (u, v).
The order of a graph G is the number of its vertices, |V (G)|. We write Gn to denote the
class of all graphs with V (G) = [n]. The adjacency matrix of a graph G ∈ Gn, denoted
by AG, is the n × n matrix where the element AG(v, u) at row v and column u is 1 if
(v, u) ∈ E(G) and 0 otherwise. We write N−

G (v) for the in-neighborhood of a vertex v in G,
i.e., N−

G (v) = { u ∈ V (G) | (u, v) ∈ E(G) }. The indegree is given by d−
G(v) = |N−

G (v)|.

Fixed point cycles and rainbow cycles. A function f ∈ Fd has a fixed point if f(x) = x

for some x ∈ [d]. A d-labeled graph is a pair (G, f) such that G ∈ Gn and fe ∈ Fd for each
e ∈ E(G); f is an edge labeling of G. A fixed point cycle of a d-labeled graph (G, f) is a
simple cycle (v1, v2, . . . , vk), i.e., (v1, v2), (v2, v3), . . . , (vk, v1) ∈ E(G) and vi ≠ vj for i ̸= j,
such that f(vk,v1) ◦ · · · ◦ f(v2,v3) ◦ f(v1,v2) has a fixed point.

A graph G ∈ Gn is ℓ-partite if there is a partition B = {B1, . . . , Bℓ} of V (G) such that no
edge of G has both its ends in the same B ∈ B. We call the sets in B blocks. Let G ∈ Gn be
an ℓ-partite graph and B the corresponding partition of V (G). A rainbow cycle is a directed
cycle that contains at most one vertex of each block in B.

Next, we describe the connection between d-labeled graphs with fixed point cycles and
ℓ-partite graphs with rainbow cycles allowing us to focus on the latter. Each d-labeled graph
(G, f) with G ∈ Gℓ can be transformed into an ℓ-partite graph H ∈ Gℓ·d such that (G, f) has
a fixed point cycle if and only if H has a rainbow cycle. The idea is to introduce for each
vertex in V (G) a block with d vertices representing the set [d]. The edges in E(H) indicate
the mapping, i.e., if f(i,j)(x) = y then there is an edge from the vertex associated with y in
the j-th block to the vertex associated with x in the i-th block. More formally

E(H) = { ((j − 1) · d + f(i,j)(x) , (i − 1) · d + x) | (i, j) ∈ E(G), x ∈ [d] }

with the partition Bd,ℓ := { {d · (i − 1) + 1, . . . , d · i} | i ∈ [ℓ] }.

▶ Example 1. We give an example for d = 2 and ℓ = 3. There, we have B2,3 =
{{1, 2}, {3, 4}, {5, 6}}.
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On the left side, we see a d-labeled graph. The graph itself is the complete directed graph
on 3 vertices. On the right side, we see the corresponding 3-partite graph. The rectangles
indicate the blocks. The cycle (2, 5) forms a rainbow cycle because at most one vertex of
each block is in the cycle. This also indicates that f(3,1) ◦ f(1,3) has 2 as a fixed point.

The number Rf (d) is the largest integer, such that the edges of the complete directed
graph of order Rf (d) can be labeled with fe ∈ Fd without a fixed point cycle. Equivalently,
there exists an Rf (d)-partite graph such that each block has size d, each vertex has exactly
one incoming edge from each other block, and there is no rainbow cycle [3]. Rf (d) is also
known as a rainbow cycle number. Rp(d) and Ri(d) are defined similarly, except for Rp(d), the
edge labelings are restricted to permutations and for Ri(d), the edge labelings are restricted
to functions of the form x 7→ x + k mod d for k ∈ N. These numbers are related as follows:
Ri(d) ≤ Rp(d) ≤ Rf (d) [3]. Further, it is known that Ri(d) ≥ d [7], given by the edge
labeling f :

f(i,j)(x) =
{

x if i < j,

x + 1 mod d otherwise.

EFX. Let [n] be the set of agents, M the set of indivisible goods, and vi : 2M → R≥0 an
evaluation function for each i ∈ [n]. An allocation A = (A1, . . . , An) assigns the goods to
the agents, i.e., Ai ⊆ 2M for i ∈ [n] such that Ai ∩ Aj = ∅ for i = j and

⋃
i∈[n] Ai = M .

An allocation A is envy-free if vi(Ai) ≥ vi(Aj) for all i, j ∈ [n], in other words, no agent
prefers the goods of another agent. An EFX (envy-freeness up to any good) allocation is an
allocation such that vi(Ai) ≥ vi(Aj \ {g}) for all i, j ∈ [n], g ∈ Aj . An α-EFX allocation for
some α ∈ (0, 1] is an allocation A such that vi(Ai) ≥ α · vi(Aj \ {g}) for all i, j ∈ [n], g ∈ Aj .
In a partial-EFX allocation, not all goods need to be assigned, i.e.,

⋃
i∈[n] Ai ⊆ M .

The relation between the rainbow cycle number and partial α-EFX allocations is given
by the following theorem:

▶ Theorem 2 ([7]). Let ε ∈ (0, 1/2] and let g(y) be the smallest integer d such that
d·Rf (d) ≥ y. Then, there is always a partial (1−ε)-EFX allocation with at most 4n/(ε·g(2nε))
many unallocated items.

SAT modulo Symmetries. SAT Modulo Symmetries (SMS) [21] is a recently proposed
framework for graph generation modulo isomorphisms under constraints. The original work
is restricted to undirected graphs, but later work extends it to directed graphs [20]. SMS
combines a conflict-driven (CDCL) SAT solver with a custom propagator to determine
whether a partial assignment (which encodes a graph) can be extended to a canonical
fully defined graph; if not, the solver immediately backtracks. A canonical graph is a
distinguished member of its isomorphism class – in SMS, this is typically the graph with the
lexicographically smallest adjacency matrix1. SMS thus employs what is known as dynamic
symmetry breaking [11, 24]. For undirected graphs, prior work has addressed static symmetry
breaking [9, 10, 15, 16].

An important concept in the context of SMS are partially defined graphs. A partially
defined graph is a graph G where E(G) is split into two disjoint sets D(G) and U(G). D(G)
contains the defined edges, U(G) contains the undefined edges. A (fully defined) graph is

1 We refer to the original work [20] for the precise canonical form.
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a partially defined graph G with U(G) = ∅. Similarly to Gn, let Pn denote the class of all
partially defined graphs G with V (G) = [n]. During solving, the presence or absence of
some edges is not known, hence a partially defined graph is a suitable way to represent the
current solver state. Based on that, the SMS framework additionally enables adding custom
propagators to refute partially defined graphs during search.

3 Encoding

In this section, we describe propositional encodings Fd,ℓ which are satisfiable if and only if
Rf (d) ≥ ℓ for d, ℓ ∈ N. In the satisfiable case, we can extract a directed graph from a model
of the formula. Using these formulas, we compute the exact number Rf (d) using several SAT
calls. In this work, we are only interested in validating the conjecture Rf (d) = d for small d.
For that, showing unsatisfiability of Fd,d+1 is sufficient.

Given d, ℓ ∈ N, the number of vertices in the searched-for directed graph is nd,ℓ := d · ℓ.
The variables ei,j for i, j ∈ [nd,ℓ], i ̸= j, denote whether the edge (i, j) is present.
First, we ensure that the resulting graph is ℓ-partite with respect to the partition Bd,ℓ:

partitiond,ℓ =
∧

B∈Bd,ℓ

∧
i,j∈B,

i<j

¬ei,j .

Each vertex in each block has exactly one incoming edge from each other block. In our
encoding, the direction of edges is reversed, as it is faster in our experiments in combination
with SMS. We encode that each vertex in each block has exactly one outgoing edge to each
other block as follows:

functiond,ℓ :=
∧

B1∈Bd,ℓ

∧
i∈B1

∧
B2∈Bd,ℓ,
B1 ̸=B2

(
∨

j∈B2

ei,j ∧
∧

j1,j2∈B2,
j1<j2

(¬ei,j1 ∧ ¬ei,j2)).

To ensure that no rainbow cycle is present, we distinguish between an eager and a lazy
approach. In the first case, we add an encoding to the formula Fd,ℓ at the beginning. We
also refer to this as the static approach. The lazy approach uses a propagator to ensure the
absence of a rainbow cycle during search.

3.1 Using a propagator to ensure acyclicity
Given a partially defined graph G ∈ Pd·ℓ and the partition Bd,ℓ, we want to decide whether
a rainbow cycle is present. We use a second SAT solver to check the presence of a rainbow
cycle. In the satisfiable case, we use the model to compute a rainbow cycle, which is then
excluded by a single clause, ensuring that at least one of the directed edges in the cycle is
not present. We design the encoding dependent on the edge variables and use assumptions
to fix the graph we want to test. We consider all undefined edges to be absent, because this
doesn’t introduce additional cycles.

We use variables si for i ∈ [nd,ℓ] to indicate whether vertex i is part of the selected cycle.
Only one vertex of each block can be selected:∧

B∈Bd,ℓ

∧
i,j∈B,i<j

(¬si ∨ ¬sj).

Additionally, we ensure that each selected vertex has exactly one incoming and one outgoing
edge to another selected vertex. This is done by using additional variables sei,j , which
indicate whether the directed edge (i, j) is present and both vertices are selected:

sei,j ↔ (ei,j ∧ si ∧ sj).

CP 2024
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With these additional variables, we ensure that the indegree and outdegree of the induced
subgraph given by the selected vertices is exactly 1. Selecting a minimal rainbow cycle
results in a model of the formula. Note that the encoding allows multiple disjoint cycles to
be selected, but in this case, we only select one cycle from the model.

We use the IPASIR-UP [12] interface to integrate this propagator.

3.2 Static encoding
We present an encoding exponential in size to ensure that no rainbow cycle is present. One
possibility is enumerating all potential cycles and, for each, add a clause to ensure that at
least one edge is not present. We use a more compact version using additional variables
pu,v,B′ for Bu, Bv ∈ Bd,ℓ, u ∈ Bu, v ∈ Bv, Bu ≠ Bv, and B′ ⊆ Bd,ℓ \ {Bu, Bv}. The variables
indicate whether there is a colorful path from u to v, i.e., a path only using at most one
vertex from each block, only containing vertices in Bu ∪ Bv ∪

⋃
B∈B′ B.

We have the following constraints using Bv as shorthand for indicating the block containing
vertex v:

pu,v,∅ ↔ eu,v: this is the base case.
(eu,v ∧ pv,w,B′) → pu,w,B′∪{Bv} if Bu ̸∈ B′: this ensures that if there is a directed edge
from u to v and a colorful path from v to w not using the block containing u, then there
is a colorful path from u to w additionally using block Bv.
pu,v,B′ → pu,v,B′∪{B} for B ∈ B′ \ {Bu, Bv}: adding additional blocks preserves rainbow
paths.
¬eu,v ∨ ¬pv,u,B′\{Bu,Bv}: this guaranties that no rainbow cycle is present.

For very small values of d and ℓ, the static approach is still valid, although the number of
variables and clauses is exponential.

3.3 Invariant pruning
We introduce the new technique of invariant pruning in the context of SMS. A graph invariant
is a property of a graph invariant under graph isomorphisms. Examples of invariants are the
maximum indegree and the maximum outdegree. The goal is to strengthen the formula by
computing invariants that are unknown beforehand.

We explain invariant pruning for the rainbow cycle problem regarding the invariant
maximum indegree. Let ∆ be an upper bound on the maximum indegree, for example, the
number of vertices. Instead of solving the formula directly, we fix the first vertex, i.e., the
vertex with label 1, to have exactly indegree ∆ and all other vertices indegree ≤ ∆ in addition
to the standard formula Fd,ℓ. If this formula is unsatisfiable, then the maximum indegree is
at most ∆ − 1, since for any vertex v, there is permutation mapping the vertex v to the first
vertex and preserving the partition.

Now, either one solves Fd,ℓ with the restriction that the maximum indegree is at most
∆ − 1 or again tries to refute the case of a vertex having indegree exactly ∆ − 1 by fixing the
first to have indegree ∆ − 1.

In our experiments, we continue pruning the invariant until we reach a certain value at
which solving the formula becomes fast. As we see in the experiments in Section 4, this gives
a tremendous speedup.

It is intriguing that explicitly demonstrating the impossibility of certain invariants using
a SAT solver and then solving the formula proves faster than solely running the solver on the
original formula. This phenomenon might stem from the solver finding it easier to identify a
“bad” property when it is already associated with a vertex and does not appear arbitrarily.
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Table 1 Results for computing Rf (d) and Rp(d) in seconds. For “prop”, we additionally provide
the fraction of time spent in the cycle-propagator.

Rf (d) Rp(d)

d static prop static prop
3 0.03 0.07 (23%) 0.01 0.02 (13%)
4 1603.10 1374.23 (22%) 0.23 1.30 (18%)
5 t.o. t.o. 1160.23 1236.24 (14%)

3.4 Symmetry breaking
An important part of solving graph search problems with constraint-based methods is
symmetry breaking to avoid isomorphic copies in the search space. The vertices can be
permuted arbitrarily except the partition Bd,ℓ must be preserved. The applicable permutations
can be described as follows:

{ π ∈ Snd,ℓ
| ∀B ∈ Bd,ℓ ∃B′ ∈ Bd,ℓ : π(B) = B′ }.

In other words, the image of each block maps to another block.
We break all these symmetries using SMS. Let O = [B1, . . . , Bm] be an ordered partition,

li =
∑

j<i Bi and ui =
∑

j≤i Bi. We associate with an ordered partition O the set of
permutations

Perm(O) = { π ∈ Snd,ℓ
| li ≤ π(i) ≤ ui for all i ∈ [nd,ℓ] }.

An ordered partition describes a range to which each vertex can be mapped. For example
Perm([{2, 3}, {1}]) = {{2 7→ 1, 3 7→ 2, 1 7→ 3}, {2 7→ 2, 3 7→ 1, 1 7→ 3}}.

SMS allows breaking symmetries given by a set of ordered partitions. The set of all
applicable permutations for d, ℓ ∈ N can be represented as follows:

{ [{(π(1) − 1) · d + 1, . . . , π(1) · d}, . . . , {(π(ℓ) − 1) · d + 1, . . . , π(ℓ) · d}] | π ∈ Sℓ }.

The permutation π ∈ Sℓ describes how the blocks are swapped; the vertices within the block
can be permuted arbitrarily.

Note that the presented symmetry breaking is not necessarily compatible with invariant
pruning and needs to be adapted slightly. For the example of fixing the indegree of the first
vertex, we must further restrict the permutations applicable for symmetry breaking. The
first vertex is restricted to map to itself, which also fixes the first block.

4 Experimental Results

In this section, we present the results of our computations. We perform several experiments
on a cluster of machines with Intel Xeon E5-2640 v4 processors at 2.40GHz, running Ubuntu
18.04 on Linux 4.15. The source code is available on GitHub2 and the documentation on
Read the Docs3. All experiments are executed with a single thread.

2 https://github.com/markirch/sat-modulo-symmetries
3 https://sat-modulo-symmetries.readthedocs.io/applications/#computing-small-rainbow-

cycle-numbers
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Figure 1 Results for computing Rf (d) using invariant pruning.

Table 1 summarizes the duration in seconds for computing Rf (d) and Rp(d), i.e., showing
unsatisfiability for Fd,d+1. “prop” refers to the version using an external propagator for
ensuring the absence of a rainbow cycle (Section 3.1) and “static” to the static encoding
(Section 3.2). The results Rf (4) = Rp(4) = 4, and Rp(5) = 5 were not known before.

As a sanity check, we also enumerate all graphs up to isomorphism encoded by F3,3. It
results in 64 graphs, two of which encode permutations. For F4,4 we stop after enumerating
more than 3 million graphs. This also means that there are many extremal graphs. To
highlight the importance of symmetry breaking, we run the SAT encoding for Rp(4) without
SMS, which doesn’t terminate within a day, whilst with SMS, the computation terminates in
less than 3 seconds.

We see that the time spent in the propagator is not a bottleneck of the computation. For
both Rf (d) and Rp(d), the static and propagator version perform relatively similar for the
hardest solved case. The result also shows that restricting the functions only to permutations
decreases the search drastically.

Next, we provide results computing Rf (d) using invariant pruning. As invariant, we use
the maximum indegree. Note that the outdegree is already known to be ℓ − 1, i.e., exactly d

for the case ℓ = d + 1. The results are summarized in Figure 1. The figure gives for given
fixed maximum indegree the time in seconds to refute this case. We use a logarithmic y-axis.
We see that the cases with high indegree are refuted relatively quickly.

For d = 4, we can determine within 0.95 seconds that the maximum indegree is strictly
smaller than 5 using the static approach and 2.99 seconds using the propagator. The case
where the maximum indegree is ≤ 4 is solved in 36.17 and 31.25 seconds, respectively. This
means we have a speedup of almost two orders of magnitude using invariant pruning. For
d = 5, we can restrict the indegree to ≤ 6 within 5 days, but refuting the remaining cases is
not feasible yet.

We test a second invariant with invariant pruning, namely the maximum indegree of a
vertex with respect to only one block, i.e.,

max
v∈V (G)

max
B∈Bd,ℓ\{Bv}

|{ u | (u, v) ∈ E(G) }|.

We call this the block degree. If the block degree is determined to be 1, then this is equivalent
to the edge labelings being permutations. For d = 5, using the previous results that the
maximum indegree is ≤ 6, we compute that the block degree is ≤ 2 within 5 days.

Following previous work [18, 19], we verify the reasoning of the solver using DRAT
proofs [14] for all our experiments and check the correctness of the symmetry-breaking clauses
with a separate script. This is done by first letting the solver run, including propagators, and
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storing all additionally produced clauses. Next, we feed the original formula, enhanced with
the additional clauses, to a SAT solver to produce a DRAT proof, which can then be checked
by a DRAT proof checker [25]. Note that it is also possible to use a recently introduced
incremental proof format [13] to produce proofs including clauses from propagators without
the necessity of running a SAT solver twice.

5 Conclusion

We have investigated the computation of exact rainbow numbers using a constraint-based
approach with SAT modulo Symmetries, focusing on the efficacy of invariant pruning to
expedite the search process. While our study has primarily examined two invariants, further
exploration could uncover additional invariants that might prove beneficial in efficiently
handling the case d = 5.

A point of improvement for invariant pruning is reusing learned clauses from different
invariants by using assumptions for asserting a certain invariant and using one solver
incrementally.

An interesting avenue for future research is to evaluate the impact of invariant pruning
on various graph generation and enumeration problems. Additionally, we see a potential for
the applicability of invariant pruning techniques to solve other highly symmetric formulas
not directly tied to graphs.
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