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Abstract
In the Directed Multiway Cut problem, we are given a directed graph G = (V, E) and a subset
T ⊆ V , called the terminal set. The aim is to find a minimum sized set S ⊆ V \ T , such that after
deleting S, no directed path exists from one terminal to another terminal in the remaining graph.
It has been an open question whether Directed Multiway Cut can be solved faster than the
trivial running-time bound O∗(2|V |). In this paper, we provide a positive answer to this question,
presenting an algorithm with a running-time bound O(1.9967|V |).
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1 Introduction

The renowned min-cut max-flow theorem establishes that the size of the maximum flow
equates to the size of the minimum cut between two vertices in a graph. Remarkably, both
the maximum flow and the minimum cut can be computed in polynomial time, showcasing
a compelling duality in combinatorics and algorithms. However, this elegant symmetry
fails when we extend to a more generalized problem – one that involves separating more
than two vertices from each other. According to Mader’s Theorem [16], we encounter a
somewhat weaker property in this context: given a subset T of vertices in an undirected
graph G, there either exist k vertex-disjoint paths connecting two distinct vertices in T , or
there is a vertex set of size at most 2k whose removal results in the disconnection of every
pair of vertices within T . Even though a maximum set of vertex-disjoint paths connecting
vertices in T can be computed efficiently in polynomial time using matching techniques, the
corresponding cut problem, referred to as the Multiway Cut problem [5, 20], presents
significant computational challenges. In the context of undirected graphs, Multiway Cut
becomes NP-complete when the number of terminals in T is three [5]. For directed graphs,
the problem turns even more intricate, becoming NP-complete with only two terminals [13].
This paper will delve into the exploration of exact exponential algorithms for the Directed
Multiway Cut problem, which is formally defined as follows.

Directed Multiway Cut
Input: Directed graph G = (V, E), a set T = {t1, t2, . . . , tl} of l vertices in V , called
terminals, and an integer k.
Output: Can we delete a set S ⊆ V \ T of at most k vertices such that in the
remaining graph G − S, there is no path between any two terminals in T?

In the case of undirected graphs, the problem is denoted as Undirected Multiway
Cut. It is worth noting that Multiway Cut is alternatively referred to as Multiterminal
Cut in various literature sources [5, 20]. Another extension of the minimum cut problem is
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104:2 Solving Directed Multiway Cut Faster Than 2n

known as Multicut [1, 15]. This problem, given a set of terminal pairs, is to disconnect all
these terminal pairs by deleting the fewest number of vertices. Depending on whether the
graph is directed or undirected, we encounter two distinct problems: Directed Multicut
and Undirected Multicut. Multiway Cut is a specific instance of Multicut. In the
former, each pair of terminals will constitute one terminal pair (or two terminal pairs for
directed graphs) in the latter. Both Multiway Cut and Multicut represent significant
generalizations of the minimum cut problem, drawing certain attention in the field of graph
algorithms.

In the realm of exact algorithms, our goal is not to devise polynomial algorithms for NP-
complete problems. Instead, we are interested in determining the fastest possible algorithm
within the context of exponential algorithms. For a myriad of NP-complete problems, there
are straightforward O∗(2n)-time brute-force algorithms, which enumerate all vertex subsets
for graph problems or all assignments for SAT problems, where n is the number of vertices
in the graph or the number of variables in SAT. However, despite decades of research,
no breakthrough has been made in surpassing this basic running-time bound for several
fundamental NP-complete problems. The first NP-complete problem, SAT, is even subject to
the SETH, which stipulates that no algorithm can solve it in O(1.9999n)-time [14]. The well-
known TSP has not seen any improvement beyond the O∗(2n)-time dynamic programming
method developed in the 1960s. Multiway Cut has also been extensively investigated in
exact and parameterized algorithms. For Undirected Multiway Cut, Cygan et al. [4]
introduced an O∗(2k)-time algorithm, an improvement over the previous result of O∗(4k) [2].
Using the general framework of designing exact algorithms via parameterized algorithms in [8],
we can directly solve Undirected Multiway Cut in O∗(1.5n) time. Subsequently, Chitnis
et al. [3] proposed an O(1.4767n)-time1 algorithm for Undirected Multiway Cut. In the
case of Undirected Multicut, Lokshtanov, Saurabh, and Suchý [15] broke the barrier 2n

for the first time by providing an O(1.987n)-time algorithm. When the graph is a directed
one, both Directed Multiway Cut and Directed Multicut become considerably more
challenging. Whether they can be solved faster than O(2n) has remained an open question
in the field of exact algorithms [3, 15]. In this paper, we focus on Directed Multiway
Cut and present a non-trivial algorithm with a running-time bound of O(1.9967n).

Directed Multiway Cut admits a 2-factor approximation in polynomial time [17]. By
using the Approximate Monotone Local Search framework described by Esmer et al. [7], we
can get an algorithm for Directed Multiway Cut with the running time better than 2n

and the approximation ratio arbitrarily close to 1 (but not 1). The approximation factor can
be made arbitrary small at the expense of increasing the running time but still keeping it the
form of (2 − ϵ)n for some ϵ > 0 whenever the approximation factor is strictly greater than 1.
However, our result is still the first proof that the barrier of 2 for Directed Multiway
Cut can be exactly broken.

We should also note the existence of unrestricted versions of Multiway Cut and
Multicut where terminals are permitted to be included in the solution set S. For these
unrestricted versions, the size k of the solution set cannot exceed the number l of terminals;
otherwise, we would be better off simply deleting all terminals. This distinction is crucial.
When the number l of terminals is small, a simple algorithm that enumerates all vertex
subsets of size at most l may already be efficient. Conversely, when the number l of terminals

1 We use the O-notation to hide the constant factor and the O∗-notation to hide the polynomial
factor. Here we use O(1.4767n) instead of O∗(1.4767n) because the actual bound is O∗(an) with
a = 1.4766 · · · < 1.4767. Thus, O∗(an) ⊆ O(1.4767n).
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is large, we can first enumerate the vertex subsets of V \ T and simplify the problem. By
striking a balance between |T | and |V | − |T |, Chitnis et al. [3] demonstrated that the
unrestricted version of Undirected Multiway Cut can be solved in O(1.4767n) time, an
improvement over the previous result of O(1.8638n) in [11]. Furthermore, the unrestricted
version of Directed Multiway Cut can be solved in O(1.6181n) time [3].

2 Preliminaries

Let G = (V, E) denote a directed graph with a set V of vertices and a set E of edges. An
edge in E is an ordered pair of vertices in V . Let n = |V |. We allow two edges with different
directions between two vertices in the graph.

For a vertex v ∈ V , the set of out-neighbors of v is defined as N+(v) := {u ∈ V : vu ∈
E}, and the set of in-neighbors of v is defined as N−(v) := {u ∈ V : uv ∈ E}. For a
vertex subset V ′ ⊆ V , let N+(V ′) =

⋃
v∈V ′ N+(v) \ V ′, N−(V ′) =

⋃
v∈V ′ N−(v) \ V ′, and

N(V ′) = N+(V ′)
⋃

N−(V ′). For a vertex subset U , we also let N+
U (V ′) = N+(V ′)

⋂
U ,

N−
U (V ′) = N−(V ′)

⋂
U , and NU (V ′) = N(V ′)

⋂
U . The subgraph of G induced by a vertex

subset V ′ ⊆ V is denoted by G[V ′], and we also use G − V ′ to denote the subgraph G[V \ V ′].
A path of length ℓ is a sequence of vertices (x1, x2, . . . , xℓ+1) such that xixi+1 ∈ E for each
1 ≤ i ≤ ℓ. If there exists a path from vertex u to vertex v, then we say vertex u can reach
vertex v, and conversely, vertex v is reachable from vertex u.

In our problem, the set of terminals will be denoted by T = {t1, t2, . . . , tl}. A path is
called a T -path if the first and last vertex are two distinct terminals. A vertex set is called
a multiway cut if there is no T -path in the remaining graph after deleting them. In our
problem, the target is to check whether there is a multiway cut of size at most k. We will be
utilizing the following two simple properties in our algorithm.

▶ Observation 1. Let v be a vertex not in any T -path in the graph G. A vertex set S is a
multiway cut in G if and only if S is a multiway cut in the resulting graph after deleting v

from G.

▶ Observation 2. Let G be a directed graph and G′ be the graph after reversing the direction
of all edges in G. A vertex set S is a multiway cut in G if and only if S is a multiway cut
in G′.

We will utilize Observation 1 to simplify the graph by removing certain vertices not
involved in any T -path. Note that our algorithm may not delete all such vertices. We
intentionally leave some in place to preserve certain properties of the graph structure, which
will be explained later. For the sake of presentation, in one step of our algorithm, we will
reverse the direction of all edges, and Observation 2 guarantees the correctness of this step.

3 The Algorithm for Directed Multiway Cut

The major contribution of this paper is to break the barrier 2n for Directed Multiway
Cut. We present our algorithm in this section. Most of the steps in our algorithm are simple
branching rules. To verify the correctness of a branching rule, we only need to demonstrate
that solutions exist if and only if at least one can be found in some subbranch. We will
first introduce the main concept and the framework of the algorithm. Then, we will detail
the specific steps involved in the algorithm. While introducing each branching rule, we also
discuss its correctness and analyze its complexity.

ESA 2024
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3.1 The Framework
We now present the main concept of our algorithm. In our procedure, we consistently
establish a vertex subset A that fulfills the following property.

Basic Property.
(1) There is exactly one terminal in A, which is always denoted by t;
(2) There is a path from terminal t to each other vertex in A;
(3) Vertices in A are not allowed to be included in the solution set S.

The set A determines a partition (A, B, R) of the vertex set of the graph. The set B is
always the set of out-neighbors of A, i.e., B = N+(A). All the remaining vertices are in R,
i.e., R = V \ (A ∪ B). See Fig. 1(a) for an illustration of the partition. The algorithm will
always maintain this partition. Initially, the set A contains an arbitrary terminal t ∈ T . In
most steps, the algorithm will select one vertex v ∈ B and branch on v by either excluding
it from the solution set S or including it in the solution set S. In the former branch, we
include v in A, and then some vertices in R will move to B. In the latter branch, we delete
v from the graph and decrease k by 1. The vertices in R may be iteratively moved to B or
disconnected from A ∪ B. By the Basic Property of A, we know that there is no terminal
other than t in A ∪ B; otherwise, the instance is a no-instance, and thus we can directly
solve the problem when R = ∅. However, when N+

R (B) = ∅, we may not be able to move
vertices in R to B anymore. For this case, we will consider two subcases. If it also holds that
N−(A ∪ B) = ∅, we delete A ∪ B from the graph since no vertex in A ∪ B is in a T -path,
and select an arbitrary terminal in the remaining graph as a new initial terminal in A. If
N−(A ∪ B) is not an empty set, we will reverse the direction of all edges in the graph, keep
set A the same and update B = N+(A). For this case, we can show that after deleting some
vertices not in any T -path, the set A will also satisfy the Basic Property. Thus, we can
continue our algorithm.

t . . . . . 

A
B

R

t . . . . . 

A
B

R

(a) The partition (A,B,R) (b) Colored and marked vertices

Figure 1 An illustration of the partition of the graph and colored and marked vertices, where a
terminal is denoted by a square, a non-terminal vertex is denoted by a circle, and a small circle is
put in each marked vertex.

In most steps, we just branch on a vertex by including it in the solution set or excluding it
from the solution set, which may only lead to the trivial bound 2n. Note that our algorithm
will terminate when A ∪ B = V is the whole vertex set. At that time, the vertices in B are
not branched on yet, which may save some running time. Keeping this in mind, we will use
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a measure-and-conquer method to analyze our algorithm and show that the running-time
bound is strictly better than 2n. The measure-and-conquer method was introduced by Fomin
et al. [10]. It is a powerful tool to analyze exact algorithms. In the measure-and-conquer
method, we will set weights to different types of vertices to distinguish their contribution
to the complexity. To elucidate how we assign weights to the vertices, we use two different
labels. The vertices will be colored in either black, red, or blue, meaning a vertex can be
either one of these colors or uncolored. At a certain step in our algorithm, we will mark
some vertices, making them either marked or unmarked. See Fig. 1(b) for a visualization of
the vertices that have been colored and marked. We have five different weights for vertices:
1, α = 0.958234, β = 0.943555, γ = 0.901789, and 0. The weights of vertices with different
labels are shown in Table 1.

Table 1 The setting of vertex weights, where α = 0.958234, β = 0.943555, and γ = 0.901789.

black red blue uncolored
marked 0 γ γ β

unmarked 0 β α 1

Let us first discuss the color label. Regardless of their marked status, black vertices
are not permitted to be part of the solution set S, and their weight is therefore set to
0. According to the Basic Property, all vertices in A will be black. As per the problem
definition, all terminals in T are also black. We may also generate additional black vertices
in R. Vertices in B are colored either red or blue, based on the following definition of a
generalized out-neighbor. The vertices in R can only be either black or uncolored. One step
of our algorithm will also mark certain vertices. These marked vertices are reachable solely
from one terminal t, i.e., there is no path from any terminal different from t to these vertices.
However, not all vertices with this property will be marked.

Let w be the sum of the weight of all vertices in the graph. Then w ≤ n. We will use w

as the measure to analyze our algorithm and C(w) to denote the worst size of the searching
space of our algorithm on an instance with measure w. We will build a recurrence relation on
C(·) for each branching operation. The complexity of the recurrence relation is determined
by the corresponding branching factor. If among all the branching factors in the algorithm,
the biggest one is µ, then the size of the searching tree is bounded by O(µw). For more
detailed information on evaluating the size of the search tree and the time complexity bounds
for recursive algorithms, refer to [12].

Generalized out-neighbor. A vertex u is referred to as a generalized out-neighbor of vertex v

if vertex u is not colored black and there exists a path from v to u such that all vertices, except
for v and u, within that path are colored black. The set of generalized out-neighbors of vertex
v is denoted by GN+(v). For a vertex set V ′, we will also let GN+(V ′) =

⋃
v∈V ′ GN+(v).

In our algorithm, we mainly consider generalized out-neighbors in set R. Thus, the following
two sets will be frequently used: GN+

R (v) = GN+(v)
⋂

R and GN+
R (V ′) = GN+(V ′)

⋂
R.

A vertex v ∈ B will be colored red if GN+
R (v) = ∅ and blue if GN+

R (v) ̸= ∅. See Fig. 2 for an
illustration of the generalized out-neighbors.

The concept of generalized out-neighbor is inspired by the idea of generalized neighbor
for Feedback Vertex Set in undirected graphs used in [19, 9, 21].

ESA 2024
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t

. . . . . 

A
B R

Figure 2 An illustration of generalized out-neighbors: in this graph, GN+
R (v1) = {u2, u4, u6},

GN+
R (v2) = ∅, and GN+

R (v3) = {u3}.

3.2 Main Steps of the Algorithm
In Directed Multiway Cut, terminals cannot be selected to the solution set. We assume
that all terminals are colored black. We also assume that there is no edge between two
terminals; otherwise, the instance is a no-instance. In the algorithm, when we say a vertex
is not allowed to be selected to the solution set, we automatically color it black. Unless
otherwise specified, after each operation of the algorithm, we also automatically update the
color of vertices in A ∪ B by using the Color Principle: any vertex added to A is colored
black; color an uncolored vertex v ∈ B red if GN+

R (v) = ∅ and blue if GN+
R (v) ̸= ∅. After

most steps of the algorithm, the Basic Property of A trivially holds since we only extend A

by moving one vertex from B to A in these steps. The Basic Property for only one step is
not obvious, and we will give a proof. Thus, we will assume that the Basic Property always
holds. We have four simple rules that will be iteratively applied to simplify the instance
before executing any of the main steps.

▶ Reduction Rule 1. If A is empty, include an arbitrary terminal t ∈ T in A.

▶ Reduction Rule 2. If there is a black vertex in B, then move it to A immediately.

This step will always keep the vertices in B red and blue.

▶ Reduction Rule 3. If there is a vertex that can not reach any terminal, then delete it from
the graph. If there is a vertex that is not reachable from any terminal, then delete it from the
graph. If N+(A ∪ B) = N−(A ∪ B) = ∅, then delete A ∪ B from the graph.

Whether a vertex can reach a terminal or is reachable from a terminal can be checked in
polynomial time. A vertex that can not reach any terminal or is not reachable from any
terminal is not in any T -path. Then we can delete it according to Observation 1. When
N+(A ∪ B) = N−(A ∪ B) = ∅, no T -path includes a vertex in A ∪ B. This is due to the fact
that there is only one terminal t in A. Consequently, we can eliminate A ∪ B according to
Observation 1 again.

Next, we are ready to introduce the main process of the algorithm. The algorithm is a
recursive algorithm that contains nine branching steps described below. Before executing
each branching step, we assume that we apply the above three reduction rules first and we
do not describe this each time. Initially, the set A contains only a terminal t by Reduction
Rule 1, B is N+(t), and R = V \ (A ∪ B). The algorithm will recursively do the following
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until k < 0 or the graph becomes an empty graph: If there is no marked vertex in B ∪ R,
execute Steps 1 to 4; if there is some marked vertex in B ∪ R, execute Steps 5 to 9. Next, we
introduce these steps.

▶ Step 1. If there is a vertex v ∈ B such that |GN+
R (v)| ≥ 3, then branch by either deleting

v from the graph and decreasing k by 1 or including v in A.

The correctness of Step 1 is trivial since any vertex v can be either in the solution or not.
In Fig. 2, the vertex v1 is a vertex satisfying the condition in Step 1. Let d = |GN+

R (v)|. In
the first branch, a blue vertex v is deleted from the graph, and the measure w decreases by
α at least. In the second branch, a blue vertex v is moved to A, and it becomes black. Note
that black vertices in B = N+(A) will be recursively moved to A by Reduction Rule 2. Thus,
all vertices in GN+

R (v) will come to set B. This means that d uncolored vertices will be
colored either red or blue. Note that α > β. In total, the measure w decreases by α+d(1−α)
at least, where d ≥ 3. We get a recurrence relation

C(w) ≤ C(w − α) + C(w − (3 − 2α)), (1)

the branching factor of which is 1.9736.

▶ Step 2. If there is a vertex v ∈ B such that |GN+
R (v)| = 1, then assume GN+

R (v) = {u},
and branch on u by either coloring u black or deleting u from the graph and decreasing k

by 1.

The correctness of Step 2 is also trivial. In Fig. 2, the vertex v3 is a vertex satisfying the
condition in Step 2, and after deleting vertex u3 from the graph, the color of vertex v3 will
change from blue to red. In the first branch of this step, an uncolored vertex u is colored
black, and the measure w decreases by 1. In the second branch, an uncolored vertex u is
deleted from the graph, and the vertex v will become a vertex with GN+

R (v) = ∅. Thus, its
color will change from blue to red. The measure w decreases by at least 1 + (α − β). We get
a recurrence relation

C(w) ≤ C(w − 1) + C(w − (1 + α − β)), (2)

the branching factor of which is 1.9900.

▶ Step 3. If there is a vertex v ∈ B such that |GN+
R (v)| = 2, then assume GN+

R (v) = {u1, u2},
and branch into three branches: coloring u1 black; deleting u1 from the graph, decreasing k

by 1, and coloring u2 black; deleting both of u1 and u2 from the graph and decreasing k by 2.

The correctness of Step 3 is based on the following observation. Vertex u1 can be in the
solution set or not. In the branch where u1 is in the solution, we can further branch on u2
by either including it in the solution set or not. Thus, we get three branches. In the first
branch of excluding u1 from the solution set, an uncolored vertex u1 is colored black, and the
measure w decreases by at least 1. In the second branch, one uncolored vertex u1 is deleted,
one uncolored vertex u2 is colored black, and the measure w decreases by at least 2. In the
third branch, two uncolored vertices u1 and u2 are deleted, the color of vertex v changes
from blue to red, and the measure decreases by at least 2 + (α − β). We get a recurrence
relation

C(w) ≤ C(w − 1) + C(w − 2) + C(w − (2 + α − β)), (3)

the branching factor of which is not greater than 1.9967.

ESA 2024
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When none of the above steps can be applied, it holds that GN+
R (B) = ∅. After applying

Reduction Rule 3, we also have that N+(A ∪ B) = ∅. If it further holds that N−(A ∪ B) = ∅,
then there is no edge of any direction between A ∪ B and R. For this case, our algorithm will
delete all vertices in A ∪ B by applying Reduction Rule 3. Furthermore, Reduction Rule 1
will be applied to add a new terminal t to A. Next, we assume that N−(A ∪ B) ̸= ∅. We
have some steps to handle with this case. Specially, we will mark some vertices and reverse
the direction of edges in Step 4.

▶ Step 4. If GN+
R (B) = ∅ and N−(A ∪ B) ̸= ∅, then we set all vertices in B as marked

uncolored vertices, reverse the direction of all edges in the graph, keep the set A the same,
and update the set B by letting B = N+(A) in the new graph.

Note that after updating B in Step 4, we will automatically color the vertices in the new
set B according to the Color Principle. We let Y denote the set of marked vertices not
in A. After reversing the direction of all edges, the set B = N+(A) may change (even if
we keep A the same). Thus, it may hold B ≠ Y after Step 4. An illustration of the graphs
before and after Step 4 is shown in Fig. 3.

t

. . . . . 

A B

R

t

. . . . . 

A

B

R

(a) The graph before Step 4 (b) The graph after Step 4

Figure 3 An illustration of the graphs before and after Step 4, where a small circle is put in each
marked vertex.

We next show with a series lemmas culminating in Lemma 5 that the Basic Property of
A still holds after Step 4.

▶ Lemma 3. After executing Step 4, no terminal other than t can reach a vertex in A ∪ Y .

Proof. Let G∗ and G denote the graph before and after executing Step 4 (reversing the
direction of all edges), respectively. All vertices in B in G∗ will be marked after Step 4. As
we mentioned above that we execute Steps 1 to 4 only when there is no marked vertex in
B ∪ R. Thus, we know that in G the set Y of marked vertices not in A is exactly the set
B in G∗. We have the condition GN+

R (B) = ∅ in G∗ when executing Step 4. Thus, in G∗,
there is no directed path from a vertex in A ∪ B to any terminal in T \ {t} since A ∪ B

only contains one terminal t. Therefore, after reversing the direction of all edges, in G, no
terminal in T \ {t} can reach a vertex in A ∪ Y . ◀

▶ Lemma 4. After executing Step 4, for each vertex u ∈ A ∪ Y , in the induced subgraph
G[A ∪ Y ], there is a path from terminal t to u and also a path from u to t. Furthermore,
any path from terminal t to a vertex in A ∪ Y only contains vertices in A ∪ Y .
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Proof. We use G∗ and G to denote the graph before and after Step 4, respectively. First, we
consider the graph G∗. The Basic Property of A holds in G∗, and hence there is a directed
path from terminal t to each vertex u ∈ A ∪ B in the subgraph G[A ∪ B]. Assume to the
contrary that there is a vertex u ∈ A ∪ B such that there is no path from it to terminal t.
Then u is not in any T -path to t. Furthermore, u is not in any T -path from t to a terminal
in T \ {t} since GN+

R (B) = ∅. Therefore, vertex u would be deleted by Reduction Rule 3, a
contradiction. We know that there is a path from each vertex u ∈ A ∪ B to terminal t in G∗.
Furthermore, it is easy to derive a contradiction if in G there is a path from u ∈ A ∪ B to
terminal t containing a vertex not in A ∪ B. Thus, in G∗, for each vertex u ∈ A ∪ B, there is
a path from terminal t to u and also a path from u to t in the subgraph G[A ∪ B]. Note that
in G, the set A is the same and the set Y is the set B in G∗. The lemma holds. ◀

▶ Lemma 5. After executing Step 4, the Basic Property of A still holds, and the measure w

does not increase.

Proof. Step 4 does not change the vertices in A and does not change the vertex color in A.
After reversing the direction of all edges, by Lemma 4, we know that there is still a path
from terminal t to each vertex u ∈ A. Thus, the Basic Property of A still holds.

Next, we consider the measure w. Step 4 first makes all vertices in Y as marked uncolored
vertices. Before this, all vertices in Y are unmarked red or blue vertices. Thus, the weight
of a vertex in Y will change from α or β to β according to Table 1. The measure will not
increase. After updating set B, if a marked vertex is colored red or blue, its weight will
change from β to γ; if an unmarked vertex is colored red or blue, its weight will change from
1 to α or β. In any case, the measure will not increase according to the value setting of α, β

and γ in Table 1. We can conclude that the measure will not increase in Step 4. ◀

▶ Lemma 6. After executing Step 4, for each marked vertex v ∈ B, there is a minimum
multiway cut S∗ such that either v is not in S∗ or at least two vertices in GN+

R (v) are not
in S∗.

Proof. Let G be the graph. Assume that there is a minimum multiway cut S′ in G such that
|GN+

R (v) \ S′| ≤ 1 and v ∈ S′. We show that S∗ = (S′ ∪ GN+
R (v)) \ {v} is another minimum

multiway cut not containing v.
For each marked vertex v ∈ B, there is no path from a terminal in T \ {t} to it by

Lemma 3. Thus, each T -path containing v must be a path from t to another terminal t′.
Let G′ be the graph after deleting S∗ from the graph. Assume to the contrary that there
is a T -path P in G′. The path P must be a path from t to another terminal t′. Let P1 be
the subpath of P from v to the terminal t′. Since GN+

R (v) ⊆ S∗ has been deleted in G′, we
know that P1 must contain some other vertex in B. Let u ∈ B be the last vertex in B on
the path P1. Let P2 be the subpath of P1 from u to the terminal t′. Since u ∈ B, we know
that there is a path P3 from t to u that contains only vertices in A ∪ {u}. Then P3 and P2
will form a T -path from t to t′. This T -path does not contain v, and will also appear in the
graph after deleting S′ from G, which contradicts the fact that S′ is a multiway cut in G.
Thus, there is no T -path in G′, and S∗ is also a multiway cut.

Note that |S∗| = |(S′ ∪ GN+
R (v)) \ {v}| ≤ |S′| since |GN+

R (v) \ S′| ≤ 1. Thus, S∗ is a
minimum multiway cut that does not contain v. ◀

By Lemma 6, we know that if |GN+
R (v)| ≤ 1, then there is always a minimum multiway

cut not containing v.

▶ Step 5. If there is a marked vertex v ∈ B with |GN+
R (v)| ≤ 1, then move v to set A.
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In Step 5, a blue vertex v will be moved to A and colored black. We decrease the measure
directly without branching. Based on Lemma 6, we can get the following branching rule for
a marked vertex v ∈ B with |GN+

R (v)| = 2.

▶ Step 6. If there is a marked vertex v ∈ B with |GN+
R (v)| = 2, then assume GN+

R (v) =
{u1, u2}, and branch by either moving v to set A or deleting v from the graph, decreasing k

by 1, and coloring u1 and u2 black (including v in the solution set S but not u1 and u2).

In the first branch, a marked blue vertex v will become a black vertex, and the measure w

decreases by γ. In the second branch, one marked blue vertex v is deleted, and two uncolored
vertices u1 and u2 are colored black. Note that the two vertices u1 and u2 may already be
marked. Thus, the measure w decreases by at least γ + 2β. We get a recurrence relation

C(w) ≤ C(w − γ) + C(w − (γ + 2β)), (4)

the branching factor of which is 1.5166.
Next, we consider a marked vertex v ∈ B with |GN+

R (v)| = 3. By Lemma 6, we know
that if a minimum multiway cut S∗ contains v, then we can assume that S∗ contains at most
one vertex in GN+

R (v) = {u1, u2, u3}. For this case, the set S∗ either does not contain u1 or
contains u1 but does not contain u2 and u3.

▶ Step 7. If there is a marked vertex v ∈ B with |GN+
R (v)| = 3, then assume GN+

R (v) =
{u1, u2, u3}, and branch into three subbranches: moving v to set A; deleting v from the
graph, decreasing k by 1, and coloring u1 black (including v in the solution set S but not u1);
deleting v and u1 from the graph, decreasing k by 2, and coloring u2 and u3 black (including
v and u1 in the solution set S but not u2 and u3).

In the first branch, a marked blue vertex v becomes a black vertex, and the measure w

decreases by γ. In the second branch, one marked blue vertex v is deleted and one (marked)
uncolored vertex u1 is colored black, and the measure w decreases by at least γ + β. In the
third branch, one marked blue vertex v and one (marked) uncolored vertex u1 are deleted and
two (marked) uncolored vertices u2 and u3 are colored black, and the measure w decreases
by at least γ + 3β. We get a recurrence relation

C(w) ≤ C(w − γ) + C(w − (γ + β)) + C(w − (γ + 3β)), (5)

the branching factor of which is 1.8453.
For a marked vertex v ∈ B with |GN+

R (v)| = 4 (assume GN+
R (v) = {u1, u2, u3, u4}),

similar to the above case, by Lemma 6, we can branch into four branches: v ̸∈ S; {v, u1}∩S =
{v}; {v, u1, u2} ∩ S = {v, u1}; {v, u1, u2, u3, u4} ∩ S = {v, u1, u2}.

▶ Step 8. If there is a marked vertex v ∈ B with |GN+
R (v)| = 4, then assume GN+

R (v) =
{u1, u2, u3, u4}, and branch into four subbranches: moving v to set A; deleting v from the
graph, decreasing k by 1, and coloring u1 black; deleting v and u1 from the graph, decreasing
k by 2, and coloring u2 black; deleting v, u1 and u2 from the graph, decreasing k by 3, and
coloring u3 and u4 black.

In the first branch, a marked blue vertex v becomes a black vertex, and the measure w

decreases by γ. In the second branch, one marked blue vertex v is deleted and one (possibly
marked) uncolored vertex u1 is colored black, and the measure w decreases by at least γ + β.
In the third branch, one marked blue vertex v and one (possibly marked) uncolored vertex
u1 are deleted and one (possibly marked) uncolored vertex u2 is colored black, and the
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measure w decreases by at least γ + 2β. In the forth branch, one marked blue vertex v and
two (possibly marked) uncolored vertices u1 and u2 are deleted and two (possibly marked)
uncolored vertices u3 and u4 are colored black, and the measure w decreases by at least
γ + 4β. We get a recurrence relation

C(w) ≤ C(w − γ) + C(w − (γ + β)) + C(w − (γ + 2β)) + C(w − (γ + 4β)), (6)

the branching factor of which is not greater than 1.9967.
For a marked vertex v ∈ B with |GN+

R (v)| ≥ 5, we just use a simple branching rule by
either including it in the solution set or not.

▶ Step 9. If there is a marked vertex v ∈ B with |GN+
R (v)| ≥ 5, then branch by either

moving v to set A or deleting v from the graph and decreasing k by 1.

In the first branch, one marked blue vertex v becomes black, and at least |GN+
R (v)| ≥ 5

uncolored vertices will become red or blue. If an unmarked uncolored vertex becomes an
unmarked red or blue vertex, the measure w decreases by at least min{1 − α, 1 − β} = 1 − α.
If a marked uncolored vertex becomes a marked red or blue vertex, the measure w decreases
by at least β − γ. We let ∆ = min{1 − α, β − γ} = 0.041766. Then the measure w decreases
by at least γ + 5∆. In the second branch, a marked blue vertex v is deleted, and the measure
w decreases by γ. We get a recurrence relation

C(w) ≤ C(w − (γ + 5∆)) + C(w − γ), (7)

the branching factor of which is not greater than 1.9967.

▶ Lemma 7. If there is no marked vertex in B, after applying Reduction Rule 3, all marked
vertices in the graph are in A.

Proof. By Lemmas 3 and 4, we know that among all terminals, only t can possibly reach
a marked vertex v ∈ Y , and any path from t to v only contains vertices in A ∪ Y . In our
algorithm, we never add new edges or new vertices. If a marked vertex v is not removed by
Reduction Rule 3, then there is a path P from t to v that only contains vertices in A ∪ Y .
If v is not in A, then P must contain a vertex in B which is a marked vertex in Y . This
finishes the proof. ◀

Lemma 7 says that when none of Steps 5 to 9 can be applied, there is no marked vertex
in B ∪ R. The vertices in A are not allowed to be selected to the solution set, and we can
see that whether the vertices in A are marked or not does not affect our problem. When no
marked vertex is in B ∪ R , our algorithm will execute the first four steps.

For the sake of completeness, finally we prove the following property that is frequently
used in the algorithm.

▶ Lemma 8. The Basic Property of A always holds after each step following by applying
reduction rules.

Proof. For Step 4, we have proved this in Lemma 5. For other steps, deleting vertices may
only violate item (2) of the Basic Property. Assume item (2) holds before executing an
operation Π and after executing this operation Π terminal t can not reach a vertex v ∈ A. If
Π deletes a vertex u ∈ A, then Π can only be Reduction Rule 3. For this case, vertex v will
also be deleted by Reduction Rule 3 since u is on the path from t to v. If Π deletes a vertex
u ̸∈ A, then Π can only be one of Steps 5 to 9. For this case, the vertex u is a marked vertex
in Y and only terminal t can reach v before deleting u by Lemma 3. After deleting u, no
terminal can reach v and it will not be in any T -path and cycle containing a terminal. Thus,
vertex v will also be deleted by Reduction Rule 3. ◀
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We set α, β and γ as variables and generate a constraint for each of above branching
operations to get a quasiconvex program. By solving this quasiconvex program according
to the method introduced in [6], we get a bound of O(1.9967w) by setting α = 0.958234,
β = 0.943555 and γ = 0.901789 for our problem. Among all the branching recurrences in our
algorithm, the worst ones are (3),(6), and (7), which have a branching factor not greater than
1.9967. Thus, Directed Multiway Cut can be solved in O(1.9967w) time. According to
the setting of the vertex weight, we know that w ≤ n. We get the following theorem.

▶ Theorem 9. Directed Multiway Cut can be solved in O(1.9967n) time.

4 Conclusion and Discussion

Fomin et al. [8] put forth a general method for a range of deletion problems to design
exact algorithms and surpass the 2n barrier by leveraging single-exponential parameterized
algorithms. Given an O∗(ak)-time parameterized algorithm where k is the solution size,
we can derive an O∗(bn)-time algorithm where b = 2 − 1/a. For Directed Multiway
Cut, we have not found a single-exponential parameterized algorithm yet; for Directed
Multicut, the problem even becomes W[1]-hard when there are at least four terminal
pairs [18]. Consequently, the method in [8] cannot be currently applied to these two problems.
Fortunately, we have managed to break 2n for Directed Multiway Cut by proposing a
relatively simple algorithm. It seems that directed problems are much harder than undirected
problems. One of the most important techniques in this paper to achieve the breakthrough
should be the technique of reversing the direction of edges. Before reversing the direction,
we use some branching rules; after revising the direction, we use some other branching
rules. This technique, not being used before as far as we know, makes the algorithm simple.
The algorithm presented in this paper may aid us in understanding exhaustive-searching
algorithms for related cut problems in directed graphs.
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