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Abstract
The longest common substring (also known as longest common factor) and longest common sub-
sequence problems are two well-studied classical string problems. The former is solvable in optimal
O(n) time for two strings of length m and n with m ≤ n, and the latter is solvable in O(nm)
time, which is conditionally optimal under the Strong Exponential Time Hypothesis. In this work,
we study the problem of longest common factor with gaps, that is, finding a set of at most k

matching substrings obeying precedence conditions with maximum total length. For k = 1, this is
equivalent to the longest common factor problem, and for k = m, this is equivalent to the longest
common subsequence problem. Our work demonstrates that, for constant k, this problem can be
solved in strongly subquadratic time, i.e., nm1−Θ(1). Motivated by co-linear chaining applications
in Computational Biology, we further demonstrate that the longest common factor with gaps results
can be extended to the case where the matches are restricted to maximal exact matches (MEMs).
To further demonstrate the applicability of our techniques, we show that a similar approach can be
used for a restricted version of the episode matching problem where one seeks an ordered set of at
most k matches whose concatenation equals a query pattern P and the length of the substring of
T containing the matches is minimized. These solutions all run in strongly subquadratic time for
constant k.
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1 Introduction

The longest common substring, or longest common factor, problem (LCF) asks: given strings
T1[1 . . n] and T2[1 . . m] with n ≥ m, find a common substring of T1 and T2 of maximum length.
This classical problem was heavily influential in the field of string algorithms. Disproving
a conjectured Ω(n log n) lower bound on the time complexity on LCF by Knuth, Weiner
developed a linear time solution for constant-sized alphabets that was the precursor to the
modern suffix tree data structure [61]. The suffix tree can now be constructed in linear
time for polynomially sized integer alphabets [31] and is one of the most widely used data
structures in string algorithms.

The longest common subsequence problem (LCS) instead seeks the longest common
subsequence between T1 and T2. This problem has been highly influential as well. The
textbook dynamic programming algorithm running in O(nm) time underwent a series of
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16:2 Longest Common Substring with Gaps and Related Problems

improvements in the 1970s, leading to an O(kn) time algorithm by Hirschberg [35] where
k is the length of a longest common subsequence. Other parameterizations based on
the number of matching pairs have also been developed [36]. Lower bounds for LCS are
conditioned on the Strong Exponential Time Hypothesis (SETH) or related conjectures in
circuit complexity [1, 18]. They include that there is no O(nm1−ε + mn1−ε) time algorithm
for any constant ε > 0 for the general problem conditioned on SETH [18]. In the case of LCS
of length k, a work by Bringmann and Künneman ruled out an algorithm running in the
time O(n + k2) [19]. This result contrasts with edit distance, where when the edit distance
is at most k, an O(n + k2) time algorithm is possible [50].

In this work, we consider a problem that transitions between LCF and LCS with the use of
a parameter k that denotes the number of matched substrings appearing in the solution. Let
T1[1 . . n] and T2[1 . . m] be input strings, where n ≥ m. We say a set of k matching substrings
(T1[i1 . . i′

1], T2[j1 . . j′
1]), (T1[i2 . . i′

2], T2[j2 . . j′
2]), . . ., (T1[ik . . i′

k], T2[jk . . j′
k]) is strictly ordered

if i′
h < ih+1 and j′

h < jh+1 for h ∈ [1 . . k − 1]. The first problem we study here is formally
defined as follows.

▶ Problem 1 (Longest Common Factor with Gaps (k-LCFg)). Given two strings T1[1 . . n],
T2[1 . . m] (n ≥ m) and a number k, find a strictly ordered set of at most k matching substrings
such that the total combined length of the substrings is maximized.

Observe that k-LCFg is equivalent to LCF when k = 1, and is equivalent to LCS when
k = m. This problem was first defined by Li et al., under the name Longest k Tuple
Common Substring. They focused on the case of more than two strings and applications to
Computational Biology [44]. Their proposed algorithm runs in time O(knk) for two strings.
This was recently improved to O(knm) time by Li et al. [43].

Applications in Computational Biology. Besides providing a connection between LCF
and LCS, the problems considered in this work are motivated by Computational Biology,
particularly the co-linear chaining problem. Co-linear chaining is a powerful heuristic for
finding good sequence alignments. As a preprocessing step for alignment, co-linear chaining
takes a set of matching substrings, called anchors, and determines which matches should be
preserved within the alignment based on some scoring criteria. This technique, or closely
related techniques, are used in long-read mappers [24, 38, 42, 54, 55, 56] and generic sequence
aligners [3, 17, 40, 48, 52]. The time complexity of the co-linear chaining algorithm is
typically measured in terms of the size of the input anchor set, rather than the lengths of
the underlying strings.

One commonly used set of anchors for co-linear chaining is maximal exact matches
(MEMs). A match (T1[ih . . i′

h], T2[jh . . j′
h]) is left-maximal if T1[ih − 1] ̸= T2[jh − 1] or ih = 1

or jh = 1 and right-maximal if T1[i′
h + 1] ̸= T2[j′

h + 1] or ih = n or jh = m. If a match is
both left and right-maximal, we say that it is a maximal exact match. The advantages of
MEMs over alternative sets of anchors include that MEMs are a superset of most commonly
used anchors, including maximally extended k-mers and maximal unique matches (MUMs).
However, using MEMs as anchors raises the issue of either handling the entire set of MEMs or
selecting some subset of MEMs. In the former case, the entire set of MEMs can be quadratic
in size relative to the sequence lengths. In the latter case, there is no guarantee that this
subset gives the best co-linear chaining score relative to the solution obtained using the
entire set of MEMs. By using parameter k, we bound the number of MEMs appearing in
the chaining solution. This enables us to avoid the computation of the entire set of MEMs,
preventing quadratic time complexity in the worst case for constant k. We consider the
following problem.
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▶ Problem 2 (k-MEM Chain). Given two strings T1[1 . . n], T2[1 . . m] (n ≥ m) and a number
k, find a strictly ordered set of at most k maximal exact matches such that the total combined
length is maximized.

The condition that the subset of MEMs have maximum total length is equivalent to
maximizing the “coverage” of the selected subset of anchors used in earlier co-linear chaining
work. It should be noted, however, that Problem 2 is distinct from previous co-linear chaining
formulations in that the input is the two strings rather than a set of anchors.

We also consider the case where a subset of MEMs is provided as input, and one wishes
to find an optimal MEM chain with at most k of the provided MEMs. We assume each
MEM in the input is provided as two starting positions and a length. The problem is then
defined as follows.

▶ Problem 3 (k-MEM Chain Given MEM Set). Given a subset of MEMs, M, of the two (not
necessarily provided) strings T1, T2 and a number k, find a strictly ordered subset of at most
k MEMs from M such that the total combined length of the subset is maximized.

Finally, to further demonstrate the usefulness of the underlying techniques, we also
consider the problem of finding occurrences of a pattern with gaps so that the overall length
of the occurrence is minimized. The problem is defined formally as follows.

▶ Problem 4 (Pattern Matching with Gaps). Given a text T [1 . . n] and pattern P [1 . . m]
and parameter k, we seek substrings (if they exist) T [i1 . . i′

1], T [i2 . . i′
2], . . ., T [ih . . i′

h] such
that i′

1 < i2, . . ., i′
h−1 < ih, T [i1 . . i′

1] · T [i2 . . i′
2] · . . . · T [ih . . i′

h] = P , h ≤ k, and i′
h − i1 is

minimized.

Problem 4 is known as episode matching [29] when k = m, discussed more in Section 1.2.

1.1 Our Results
We observe in Sections 3, 4, 5 that Problems 1, 2, and 4, respectively, can be solved in
O(knm) time using simple dynamic programming. We then give results for constant k with
strongly subquadratic time complexity, stated below.

▶ Theorem 1. For Problems 1, 2, and 4 with 2 ≤ k = Θ(1), there exists an Õ(nm1−(1/3)k−2)
time2 algorithm.

We achieve our results through a combination of dynamic programming, string algorithm
techniques, multiple levels of blocking schemes, and observations limiting which matches
need to be considered as the leftmost (or rightmost) match for given suffixes of T1 and T2.
We believe the techniques presented here can provide a starting point for the development of
faster algorithms and inspire interest in how the computational complexity of this problem
transitions with the parameter k.

We also present a conditional lower bound on Problem 3 where a subset of MEMs, M,
is explicitly given (moved to full version for space considerations). Letting M = |M|, we
observe that an O(kM log M) time algorithm is straightforward using dynamic programming.
Our lower bound is within logarithmic factors of this time complexity for large k. In the
(max, +)-Convolution Problem, one is given an integer N and three sequences x0, . . . , xN ,
y0, . . . , yN , and z0, . . . , zN , and wishes to compute max

i+j+h=N
{xi + yj + zh}. The problem

has been used previously to prove conditional hardness results for Capacitated Dynamic
Programming [9] and the Tree Sparisty Problem [11].

2 Õ(·) suppresses polylogarithmic factors.
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▶ Theorem 2. For k = Ω(M), conditioned on there being no strongly subquadratic time
algorithm for the (max, +)-Convolution Problem, Problem 3 cannot be solved in O(k1−ε|M|)
time for any constant ε > 0.

1.2 Related Work
Variants of Longest Common Factor. A previously studied LCF variant is finding the
longest common factor with at most k mismatches. Babenko and Starikovskaya considered the
case with 1 mismatch and provided an O(nm) time algorithm [10]. Flouri et al. later provided
a quadratic time algorithm for arbitrary k [32]. Kociumaka et al. proved that, for k = ω(log n),
a strongly subquadratic time algorithm is not possible under SETH and considered the
approximate version [39]. Thankachan et al. provided an O(n logk n) time solution [6, 60].
This was later improved to O(n logk−1/2 n) time for k > 0 by Charalampopoulos et al. [26].
The same work presents a sublinear time algorithm for the standard/exact LCF problem
when the alphabet size is bounded. When the LCF has length ℓ, Charalampopoulos et
al. showed the problem can be solved in time O(n + n logk+1 n/

√
ℓ) [25]. Also see [2, 59] for

some related results on the k-edits version of LCF. Our k-LCFg problem allows for gaps of
arbitrary length. In this way, it seems distinct from k-mismatch and k-edits LCF.

Episode Matching. A closely related problem is known as episode matching. In episode
matching, one tries to find the shortest substring of T containing P as a subsequence. As
such, episode matching differs from Problem 4 only in our parameter k that limits the
maximum number of substrings used. Episode matching was introduced by Das et al. [29]
and studied extensively since [8, 16, 23, 28, 46]. The fastest solution currently known was
given by Das et al. and runs in time O(nm/ log m) [29]. A lower bound proving that under
SETH no O((nm)1−ε) time algorithm exists for constant ε > 0 was provided by Bille et
al. [13]. They further provided upper and lower bounds parameterized by the length of the
pattern. This parameterization differs from the number of matches in the solution used here.

Gapped pattern matching is another highly related and well-studied problem. Here, the
pattern is provided along with a set of length constrained gap positions within the pattern.
Practical algorithms for this problem were considered by Bader et al. [12] and indexing
versions of the problem were consider by Cáceres et al. [22]. See also [14, 15, 41, 49, 53].

Co-Linear Chaining. Many variants of the co-linear chaining problem exist. These depend
on the cost function used for chaining and the types of chaining allowed. Often, the cost
function considers both the coverage of the chain as well as some gap cost, which is not
considered here. For co-linear chaining where the anchors in the output must be non-
overlapping, several solutions exist running in O(r log r) time where r is the number of input
anchors (not necessarily MEMs) [4, 5, 51]. When overlap is allowed, but no gap cost is
incorporated, Mäkinen and Sahlin provide a solution running in O(r log2 r) time [47] that
builds on work by Shibuya and Kurochkin [57]. When anchors are allowed to overlap, and
gap cost is incorporated, a work by Jain et al. provides a solution running in Õ(r) time, with
polylogarithmic factors depending on problem specifics [37].

2 Technical Preliminaries

Suffix Arrays, Suffix Trees, and the Burrows Wheeler Transform. We assume the input
strings are over an integer alphabet {0, 1, . . . , σ − 1}. The suffix array SA[1 . . n] of a string
T [1 . . n] is an array such that T [SA[i] . .] is the ith smallest suffix lexicographically. The
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inverse suffix array ISA[1 . . n] is an array such that ISA[SA[i]] = i, or equivalently, ISA[i]
gives the lexicographic rank of T [i . .]. The Burrows-Wheeler Transform (BWT) [21] of T

is a permutation of the symbols of T such that BWT[i] = T [SA[i] − 1] if SA[i] ̸= 1 and
T [n] otherwise. The suffix tree [61] of T is a compact trie constructed from all suffixes of
T . We assume that the last symbol in T is unique so that there are n leaves of the suffix
tree ℓ1, ℓ2, . . ., ℓn, ordered such that the root-to-leaf path for a leaf ℓi corresponds to suffix
T [SA[i] . .]. For a node v in the suffix tree, its string depth equals the length of concatenated
edge labels on the root-to-v path. The longest common extension of two suffixes of a string
is defined as the length of their longest common prefix, which can be computed in constant
time using suffix trees [34]. The suffix tree and the BWT can be built in linear time, even
for polynomially sized alphabets [31]. For our input strings T1 and T2, we use LCE(i, j) to
denote the length of the longest common prefix of T1[i . .] and T2[j . .]. We use LCE(i, j) to
denote the length of the longest common suffix of T1[1 . . i] and T2[1 . . j].

d-Covers. A d-cover of an integer interval [1 . . n] is a subset D ⊆ [1 . . n] such that for
any i, j ∈ [1 . . n − d] there exists d′ ∈ [0 . . d − 1] such that i + d′, j + d′ ∈ D. Observe
that, given a d-cover for [1 . . n], for any i1, i2 ∈ [1 . . n − ℓ] and substrings T [i1 . . i1 + ℓ),
T [i2 . . i2 + ℓ) of T [1 . . n] with ℓ ≥ d, there exist x, y ∈ D such that 0 ≤ x − i1 = y − i2 < d.
If T [i1 . . i1 + ℓ) = T [i2 . . i2 + ℓ), we say that x and y anchor the match T [i1 . . i1 + ℓ) =
T [i2 . . i2 + ℓ). There exists a d-cover of size O(n/

√
d) that can be computed in O(n/

√
d)

time [33]. The construction of d-covers is based on difference covers [27, 45], and the use
of d-covers for string problems was first proposed by Burkhardt and Kärkkäinen [20] and
further used for LCE queries by Gawrychowski et al. [33].

Range Minimum/Maximum Queries. Our algorithms will use orthogonal range minimum
queries (RmQs) and orthogonal range maximum queries (RMQs). For a set of n d-dimensional
points, each with an associated weight, a “query” consists of an orthogonal d-dimensional
range. The query response to an RmQ query is a point in that range with the smallest
weight. The query response to an RMQ query is a point in that range with the largest
weight. Using known techniques in computational geometry [30], d-dimensional RmQ and
RMQ data structures answering queries in O(logd−1 n) time can be built in O(n logd−1 n)
time and space.

3 Our Algorithm for k-LCFg

3.1 Algorithm Preliminaries

▶ Lemma 3. There exists an optimal solution to any k-LCFg instance where all matches in
the solution are right-maximal.

Proof. We begin with an optimal k-LCFg solution and suppose some match in this solution
is not right-maximal. Extending this match to the right by one symbol increases the length
of this match by one and must decrease the length of the next consecutive match in the
solution by one (otherwise, the starting solution was sub-optimal). Applying the same step
repeatedly, we extend this match to the right until it is right-maximal while preserving the
overall solution length. Repeating this for each non-right-maximal match, we eventually
obtain a solution containing only right-maximal matches. ◀

ESA 2024
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Simple Dynamic Programming Solution. Before presenting a strongly subquadratic time
algorithm for constant k, we observe that the problem can be solved in O(knm) time through
straightforward dynamic programming. Let CHAIN(i, j, k) denote the length of an optimal
k-LCFg solution for the suffixes T1[i . .] and T2[j . .]. Our final answer, CHAIN(1, 1, k) can
be computed using the following recurrence: CHAIN(i, j, k) = 0 if i > n or j > m or k = 0,
otherwise

CHAIN(i, j, k) = max{CHAIN(i, j + 1, k), CHAIN(i + 1, j, k), Z}

where Z = LCE(i, j) + CHAIN(i + LCE(i, j), j + LCE(i, j), k − 1). The definition of Z works
since by Lemma 3, we can always assume a match starting at i and j is right-maximal.

The dynamic programming solution provides a starting point for our improved solution.
Our approach will utilize a k-stage approach that combines the observation that within
a given suffix we only need the leftmost occurrence of a match, d-covers to handle large
matches, and RMQ data structures to quickly recover pre-computed solutions.

Pairs of Interest. As mentioned above, we would like a way to consider the leftmost
occurrences of matches within a specified subset of suffixes S1 of T1 and S2 of T2. This is
captured formally by the following definition.

▶ Definition 4 (Leftmost Pairs of Interest). Let S1 ⊆ [1 . . n] be a set of starting positions in
T1 and S2 ⊆ [1 . . m] be a set of starting positions in T2. A pair of indices (i, j) is called a
leftmost pair of interest of S1 and S2 if i ∈ S1, j ∈ S2, and there does not exist an:

h ∈ S1 such that h < i and LCE(h, j) ≥ LCE(i, j), or an
h ∈ S2 such that h < j and LCE(i, h) ≥ LCE(i, j).

Given the suffix tree of T1$1T2$2 and a set of suffix starting positions S1 of T1 and S2 of
T2, one can compute a set of size O(|S1| + |S2|) containing all leftmost pairs of interest in
O(|S1| + |S2|) time. Pairs of interest will be useful to us due to the following observation,
which will be used implicitly throughout our algorithm. We call the first match occurring in
a k-LCFg solution its leftmost match.

▶ Observation 5. Consider an optimal k-LCFg solution for a suffix of T1 containing S1
and a suffix of T2 containing S2. If there exists an optimal solution having a leftmost match
starting in S1 and S2, then there also exist i ∈ S1 and j ∈ S2 that are a leftmost pair of
interest and the starting positions of a leftmost match in some optimal solution.

Suffix-LCF Queries. Amir et al. presented a technique to preprocess two strings so that
when two indices indicating the suffixes of the input strings are provided as a query, one
efficiently obtains the longest common factor of the specified suffixes [7]. We call these
suffix-LCF queries. Their data structure requires O(n log2 n) preprocessing time, O(n log n)
preprocessing space, and answers queries O(log n) time.

Observe that for 2-LCFg, we can iterate over all leftmost pairs of interests (i, j) of
S1 = [1 . . n] and S2 = [1 . . m], compute LCE(i, j) and perform a suffix-LCF query on the
suffixes T1[i + LCE(i, j) . .] and T2[j + LCE(i, j) . .]. The pair of matches with maximum
overall length provides the optimal solution. The algorithm requires Õ(n) time. Our main
algorithm will be for the case k ≥ 3.
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3.2 Main Algorithm
We construct two suffix trees at the beginning of our algorithm: the suffix tree of T1$1T2$2
and the suffix tree of its reverse, where $1 and $2 are two special symbols that do not appear
in T1 or T2. These suffix trees allow us to answer LCE(·, ·) and LCE(·, ·) queries in O(1)
time.

We initially consider a stage for each f ∈ [1 . . k − 1]. The final stage, where f = k, is
handled separately since it can be accomplished by considering the leftmost pairs of interest
across all of T1 and T2. For each f ∈ [1 . . k − 1], we construct a data structure DS(f) that
can efficiently compute CHAIN(i, j, f). We denote the size of DS(f) by S(f), construction
time by C(f), and time for answering a query by Q(f). Note that these are functions over f ,
n, and m, but we drop n and m for simplicity. For each level f , we define two parameters:
bf (called the block size) and df =

√
bf (called the length threshold). Although we wait to

define bf until the analysis of the algorithm, we note here that the block size bf will increase
as f increases.

For the base case f = 1, we make DS(1) equal to the suffix-LCF data structure of Amir
et al. [7]. This has the properties that S(1) = Õ(n), C(1) = Õ(n), Q(1) = Õ(1). We now
construct a DS(f) for each f ∈ [2 . . k − 1] such that

S(f) = S(f − 1) + O(nm/bf )

C(f) = C(f − 1) + Q(f − 1) · O(nm/
√

bf )
Q(f) = Q(f − 1) · O(bf log bf )

3.2.1 The Structure
For f > 1, DS(f) consists of DS(f − 1) and CHAIN(i, j, f) for all i ∈ [1 . . n] and j ∈ [1 . . m],
such that either i or j is a multiple of bf . The number of such entries is bounded by
2nm/bf . Summing the size of DS(f − 1) and the number of stored entries, the space S(f) is
S(f − 1) + O(nm/bf ).

3.2.2 Construction
We will compute two quantities CHAINs(i, j, f) and CHAINl(i, j, f). CHAINs(i, j, f) is the
length of an optimal f -LCFg solution of T1[i..] and T2[j..], such that the length of the first
match in the solution is ≤ df . CHAINl(i, j, f) is the maximum over the lengths of a set of
potential f -LCFg solutions of T1[i..] and T2[j..], where this set includes all solutions such
that the length of the first match is > df . As a result, CHAIN(i, j, f) is the maximum of
CHAINs(i, j, f) and CHAINl(i, j, f).

Computing CHAINs. For each j ∈ [1 . . m] such that j is a multiple of bf , we compute
CHAINs(i, j, f) as follows. We first initialize CHAINs(n+1, j, f) = 0. Then, for i from n down
to 1 and for all h ∈ [1 . . df ], we locate the leftmost right-maximal occurrence of T1[i . . i + h)
in T2[j . . m] (if it exists). For each h, this can be accomplished in Õ(1) time after Õ(n) time
preprocessing at the start of the algorithm (see full version for details). Suppose this match
is (T1[i . . i + h), T2[yh . . yh + h)) for some yh ∈ [j . . m]. Applying the data structure for f − 1,
we let wh = h + CHAIN(i + h, yh + h, f − 1) if a match for a given h ∈ [1 . . df ] exists and 0
otherwise. We then assign

CHAINs(i, j, f) = max
1≤h≤df

{CHAINs(i + 1, j, f), wh}

ESA 2024
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We perform a symmetric procedure for i ∈ [1 . . n] such that i is a multiple of bf , for
j from m down to 1, and h ∈ [1 . . df ]. Finding all desired CHAINs(·, ·, f) values takes
2nmdf /bf = O(nm/

√
bf ) number of CHAIN(·, ·, f − 1) queries to DS(f − 1).

Computing CHAINl. Before computing CHAINl for any particular i and j, we use a df -
cover D of T1$1T2$2 to preprocess all MEMs that are longer than df . We call these long
MEMs. We do so by considering all anchor pairs a1 ∈ D ∩ [1 . . n], a2 ∈ D ∩ [n + 2 . . n + m + 1].
Note that the number of elements of D in the range [1 . . n] is O(n/

√
df ) and the number of

elements in D contained in the range [n + 2 . . n + m + 1] is O(m/
√

df ). This follows from
the fact that the df -cover utilized by Colbourn and Ling is periodic in df [27].

Letting a′
2 = a2 − (n + 1), we compute LCE(a1, a′

2) and LCE(a1, a′
2) to obtain a MEM

for anchor pair a1 and a′
2 (if it exists). The total number of long MEMs is at most

(n/
√

df ) · (m/
√

df ) = O(nm/df ) = O(nm/
√

bf ). We construct three RMQ structures
over this set of long MEMs. These account for how a given i and j can intersect (or not
intersect) a long MEM. To motivate the definitions, consider for indices i and j, the substring
T1[x . . x + h) of suffix T1[i . . n] and the substring T2[y . . y + h) of suffix T2[j . . m] to be the
leftmost match in a solution to CHAIN(i, j, f).
1. If i < x and j < y the solution value will be

h + CHAIN(x + h, y + h, f − 1)

2. If y ≤ j < y + h, and i − x ≤ j − y the solution value will be

y + h − j + CHAIN(x + h, y + h, f − 1)

3. If x ≤ i < x + h, and i − x > j − y the solution value will be

x + h − i + CHAIN(x + h, y + h, f − 1)

Based on the above, for a given long MEM (T1[x . . x + h), T2[y . . y + h)), we create the
three points and weights described next. Each type of point will be stored in an RMQ
structure, say RMQ1, RMQ2, and RMQ3, respectively.
1. (x, y) with weight h + CHAIN(x + h, y + h, f − 1)
2. (y, y + h, x − y) with weight y + h + CHAIN(x + h, y + h, f − 1)
3. (x, x + h, x − y) with weight x + h + CHAIN(x + h, y + h, f − 1)

To compute CHAINl(i, j, f), we make the following queries:
1. RMQ1([i + 1 . . n] × [j + 1 . . m]).
2. RMQ2([1 . . j] × [j + 1 . . m] × [i − j . . ∞]).
3. RMQ3([1 . . i] × [i + 1 . . n] × [−∞ . . i − j − 1]).

Let wg for g ∈ {1, 2, 3} be the weight of the point returned by RMQg or 0 if no point is
returned. Then we let CHAINl(i, j, f) = max{w1, w2 − j, w3 − i}. Note that it is possible
that the first match in the solution is actually smaller than df , particularly in the cases
where the query result from RMQ2 or RMQ3 is used. Importantly, however, all solutions
where the first match has a length greater than df are captured.

Since the preprocessing of long MEMs as described above is done only once for level f ,
finding all desired CHAINl(·, ·, f) values requires O(nm/

√
bf ) number of CHAIN(·, ·, f − 1)

queries to DS(f − 1). Therefore, the total time for construction after DS(f − 1) has been
computed is Q(f − 1) · O(nm/

√
bf ) as claimed.
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(a) (b)

(c) (d)

Figure 1 The cases considered when querying DS(f). The possible first match is an optimal
solution for T1[i . .] and T2[j . .] shown with the dashed rectangles.

3.2.3 Querying

To find CHAIN(i, j, f) for an arbitrary i ∈ [1 . . n] and j ∈ [1 . . m] we let i′ = bf ⌈i/bf ⌉ and
j′ = bf ⌈j/bf ⌉. Suppose (T1[x . . x + h), T2[y . . y + h)) is the first match in an optimal f -LCFg
solution for T1[i . .] and T2[j . .]. There are two possibilities:
1. x ≥ i′ or y ≥ j′: In this case, the answer is the max of CHAIN(i, j′, f) and CHAIN(i′, j, f),

and can be reported in Õ(1) time from the precomputed values (or a suffix-LCF query
if f = 1). In particular, in the case shown in Figure 1a, the solution is obtained with
the query CHAIN(i, j′, f). In the case shown in Figure 1b, the solution is obtained with
query CHAIN(i′, j, f). The case in Figure 1c is solved by both queries.

2. x ∈ [i . . i′) and y ∈ [j . . j′): See Figure 1d. In this case, we compute the leftmost pairs
of interests for the suffix sets S1 = [i . . i′) and S2 = [j . . j′). Note that |S1| + |S2| ≤ 2bf .
We enumerate the right-maximal matches corresponding to the O(bf ) leftmost pairs of
interest. For a match (T1[x′ . . x′ + h), T2[y′ . . y′ + h)) corresponding to a pair of interest,
we associate the value h + CHAIN(x′ + h, y′ + h, f − 1). We take the maximum value
computed over all of these. If there are no pairs of interest, we consider this as returning
the value 0.

We then take the maximum over the values computed for the two possibilities above. The
first computation takes Õ(1) time, the second computation takes Õ(bf )+Q(f −1)·O(bf log bf )
time. Combined, the total query time is Q(f − 1) · Õ(bf ).

3.2.4 Solving the Recurrence

Assuming constant k ≥ 3, Q(k−1) = Õ(b2 · . . . ·bk−1) and C(k−1) = Õ
(

nm
∑k−1

f=2
b2·...·bf−1√

bf

)
where we take b2 . . . bf−1 = 1 if f = 2. We focus on minimizing C(k − 1).

For f ∈ [2, k − 1], let us suppose bf = ⌈mc3f ⌉ for some constant c > 0 (we will fix c later).
Then, the largest exponent in the product b2...bf−1/

√
bf is

c(32 + . . . + 3f−1) − c · 3f

2 = c · 9(1 + . . . + 3f−3) − c · 3f

2 = c · 9(3f−2 − 1)
2 − c · 3f

2 = −9c

2 .

Hence, we have C(k−1) = Õ(nm1−9c/2) and Q(k−1) = Õ(mc(32+...+3k−1)) = Õ(mc(3k−9)/2).
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3.2.5 Obtaining the Final Answer
The optimal solution value, i.e., CHAIN(1, 1, k) can be answered by first constructing DS(k−1)
and then performing O(n) number of CHAIN(·, ·, k − 1) queries. In particular, we iterate
over all leftmost pairs of interest for the entire set of suffixes, S1 = [1 . . n] and S2 = [1 . . m]
as follows: For a right-maximal match (T [x . . x + h), T2[y . . y + h)) corresponding to a pair
of interest, we make the query CHAIN(x + h, y + h, k − 1). We take CHAIN(1, 1, k) to be
h + CHAIN(x + h, y + h, k − 1) from the pair of interest that maximizes this value.

This makes the total time C(k−1)+Q(k−1) · Õ(n), which is polylogarithmic factors from
nm1−9c/2 + nmc(3k−9)/2. By equating the exponents, we see that we should set c = 2/3k,
yielding a final complexity of Õ(nm1−1/3k−2). We discuss in the full version of this work how
back pointers can be used to recover the matches in the solution.

4 Our Algorithm for k-MEM Chain

We modify the definition of CHAIN(i, j, k) to now be the longest k-MEM Chain solution
for the suffixes T1[i . .] and T2[j . .]. An O(knm) time algorithm is straightforward with the
following modification to the recurrence at the start of Section 3: CHAIN(i, j, k) = 0 if i > n

or j > m or k = 0, otherwise

CHAIN(i, j, k) = max{CHAIN(i, j + 1, k), CHAIN(i + 1, j, k), Z}

where Z = 0 if T1[i−1] = T2[j−1], else Z = LCE(i, j)+CHAIN(i+LCE(i, j), j+LCE(i, j), k−
1). The case where Z = 0 is included to avoid including non-left-maximal matches. Solving
the recurrence with standard dynamic programming has a time complexity O(knm). In
what follows, we show the modifications needed to the main algorithm in Section 3 to solve
k-MEM Chain in strongly subquadratic time for constant k.

4.1 Modified Pairs of Interest
We first modify the pairs of interest definition for MEMs.

▶ Definition 6 (Modified Leftmost (Rightmost) Pairs of Interest). Let S1 ⊆ [1 . . n] be a set of
starting positions in T1 and S2 ⊆ [1 . . m] be a set of starting positions in T2. A pair of indices
(i, j) is called a leftmost (rightmost resp.) pair of interest of S1 and S2 if i ∈ S1, j ∈ S2, and
there does not exist an:

h ∈ S1 such that h < i (h > i resp.), T1[h − 1] ̸= T2[j − 1] or h = 1 or j = 1, and
LCE(h, j) ≥ LCE(i, j); or an
h ∈ S2 such that h < j (h > j resp.), T1[i − 1] ̸= T2[h − 1] or i = 1 or h = 1, and
LCE(i, h) ≥ LCE(i, j).

We next show how heavy path decomposition can be used to compute a set of size
O((|S1| + |S2|) log(|S1| + |S2|)) containing all modified leftmost (rightmost) pairs of interest
in Õ(|S1| + |S2|) time. These are returned in the form of 2D-points with weights such that
point (x, y) has x value equal to the starting position of the MEM in T1, y value equal to
the starting position of the MEM in T2, and weight equal to the MEM’s length.

The heavy path decomposition of a tree categorizes nodes into heavy and light nodes,
such that the root is always light and exactly one child of every node is heavy, specifically the
child with the heaviest subtree size (number of leaves under it) with ties broken arbitrarily.
The technique was introduced by Sleator and Tarjan [58]. A well-known key property of
heavy path decomposition used by our algorithm for k-MEM Chain is the following:
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Figure 2 Node u is a light child of v in the heavy path decomposition of TL.

▶ Observation 7. For any root-to-leaf path in a tree with n vertices, at most log n light nodes
appear on the path.

Let T be the suffix tree of T1$1T2$2. We first find the subset of leaves L of T corresponding
to the specified suffix sets S1 and S2 and obtain the sparse suffix tree, TL. Sparse suffix tree
construction can be done in Õ(|L|) time by adding the LCA of each adjacent pair of sampled
suffixes as an internal node in the sparse suffix tree. We next preprocess TL. Recall that ℓi

represents the ith leaf in T (rather than the ith leaf in TL). For the leaves of these subtrees,
we will use their BWT values to determine left-maximality. We also use an additional value
1 or 2 to indicate which string the corresponding suffix belongs to. Hence, we assign to each
leaf ℓi ∈ L a 2D point (i, BWT[i], b) and weight SA[i] where b = 1 if leaf ℓi corresponds
to a suffix of T1 and b = 2 if leaf ℓi corresponds to a suffix of T2. In the case of leftmost
pairs of interest, we construct a 2D-RmQ over this set of points, and for rightmost pairs of
interest, we construct a 2D-RMQ. Either case requires O(|L| log |L|) time. In O(|L|) time,
we also make it so that every node in TL has a pointer to its leftmost and rightmost leaf in
its subtree. Next, we take a heavy path decomposition of TL.

Assume we are seeking leftmost pairs of interest. For rightmost pairs of interest, the same
procedure is used but with RMQ queries instead. We iterate through the internal nodes of
TL. For each node v, we consider each of its light children. Let u be a light child of v. We
iterate through the leaves in the subtree for u. Let ℓi be a leaf in the subtree for u.

First, assume ℓi corresponds to a suffix of T1. For the union of children of v to the left of u

and the union of children of v to the right of u, we get the leftmost and rightmost leaves. Say
these are ℓx1 ,ℓy1 and ℓx2 , ℓy2 , respectively (see Figure 2). Having a BWT value in either range
[−∞ . . BWT[i] − 1] or [BWT[i] + 1 . . ∞] implies a left-maximal match with the substring
starting at SA[i]. Since we are seeking leftmost pairs of interest, we make the RmQ queries,
RmQ([x1 . . y1] × [−∞ . . BWT[i] − 1] × [2 . . 2]), RmQ([x1 . . y1] × [BWT[i] + 1 . . ∞] × [2 . . 2]),
RmQ([x2 . . y2] × [−∞ . . BWT[i] − 1] × [2 . . 2]), RmQ([x2 . . y2] × [BWT[i] + 1 . . ∞] × [2 . . 2])
and take the point with the minimum weight of those returned (For rightmost pairs of
interest, the point with the maximum weight is taken). Assuming some point (j, BWT[j], 2)
is found, we create the point (SA[i], SA[j]) with weight equal to the string depth of v and
add it to the set of points to output.

If instead ℓi corresponds to a suffix of T2, then we find ℓx1 ,ℓy1 and ℓx2 , ℓy2 as above.
We make the RmQ queries, RmQ([x1 . . y1] × [−∞ . . BWT[i] − 1] × [1 . . 1]), RmQ([x1 . . y1] ×
[BWT[i] + 1 . . ∞] × [1 . . 1]), RmQ([x2 . . y2] × [−∞ . . BWT[i] − 1] × [1 . . 1]), RmQ([x2 . . y2] ×
[BWT[i] + 1 . . ∞] × [1 . . 1]) and take the point with the minimum weight of those returned.
Assuming some point (j, BWT[j], 1) is found, we create the point (SA[j], SA[i]) with weight
equal to the string depth of v and add it to the set of points to output.

Applying the key property of heavy path decomposition that every leaf has at most
log |TL| light ancestors, each leaf gets processed by the above algorithm at most log |TL|
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times. Since each time a leaf is considered requires O(log |L|) time, the total time taken per
leaf is O(log2 |L|) and the total time over the entire sparse suffix tree TL is O(|L| log2 |L|).
However, since each time a leaf is considered at most one point is added to the output set,
the size of the set returned is O(|L| log |L|).

Further Modifications. For space considerations, details of the further modifications to the
algorithm from Section 3 are moved to the full version of this work.

5 Our Algorithm for Pattern Matching with Gaps

We solve Problem 4 in this section. Define CHAIN(i, j, k) to be equal to the leftmost index
i′
h such that there exists a gapped match of P [j . .] in T [i . .] ending at i′

h or ∞ if no such
occurrence exists. Formally, i′

h is the smallest i′
h such that there exists T [i1 . . i′

1], T [i2 . . i′
2],

. . ., T [ih . . i′
h] where h ≤ k, T [i1 . . i′

1] · T [i2 . . i′
2] · . . . · T [ih . . i′

h] = P [j . .], and i1 ≥ i. An
O(knm) time solution is achieved by solving the following recurrence:

CHAIN(i, j, k) = min{CHAIN(i + 1, j, k), CHAIN(i + LCE(i, j), j + LCE(i, j), k − 1)}

The final solution is obtained by taking the i ∈ [1 . . n] that minimizes CHAIN(i, 1, k) − i. The
matches in the solution can be found with back pointers. We now show how our techniques
provide a strongly subquadratic time algorithm for constant k.

5.1 Construction
For f = 1, using a suffix tree of T $1P $2, we can locate the leftmost occurrence of P [j . .] in the
suffix T [i . .] in Õ(1) time after Õ(n) time preprocessing. Hence, we can answer CHAIN(i, j, 1)
queries in Õ(1) time. For f ∈ [2 . . k − 1], we have the following construction of DS(f): we
compute for every j ∈ [2 . . m] and i ∈ [1 . . n] where i is a multiple of bf , CHAIN(i, j, f) by
taking the minimum of CHAINs(i, j, f) and CHAINl(i, j, f), which are found as follows.

Computing CHAINs. For h ∈ [1 . . df ], we find the leftmost right-maximal match of
P [j . . j + h) in the suffix T [i . .] (if it exists). If such a match exists, say starting at position
x in T , do a query DS(f − 1) for CHAIN(x + h, j + h, f − 1). Let wh be equal to the query
result if the match exists and ∞ otherwise. We make CHAINs(i, j, f) = min1≤h≤df

wh. The
total number of queries is O(nmdf /bf ), which is O(nm/

√
bf ).

Computing CHAINl. We utilize a df -cover D of T$1P$2. There are O(nm/df ) anchor
pairs a1 ∈ D ∩ [1 . . n] and a2 ∈ D ∩ [n + 2 . . n + m + 1]. We iterate over all of these pairs.
For a given pair a1 and a′

2 = a2 − (n + 1), we compute LCE(a1, a′
2) and LCE(a1, a′

2).
For a given MEM found this way, say T [x . . x + h) and P [y . . y + h), we use DS(f − 1) to

compute CHAIN(x + h, y + h, f − 1). Observe that for a given i and j,
1. If j < y, or j ≥ y + h, or y ≤ j < y + h and i − x > j − y, then no portion of exact match

T [x . . x + h) and P [y . . y + h) is included in the first match of a solution.
2. If y ≤ j < y+h, and i−x ≤ j−y, then the portion of the match including P [j . . y+h) can

potentially be used as the first match in the solution with value CHAIN(x+h, y +h, f −1).

As such, we create the point (y, y + h, x − y) with weight CHAIN(x + h, y + h, f − 1).
Once all such points are created, they are stored in an RmQ structure. Now for a given i

and j we make the query [1 . . j] × [j + 1 . . m] × [i − j . . ∞] and let CHAINl(i, j, f) be equal to
the weight of the resulting point or ∞ if no point exists. The total number of queries done
to DS(f − 1) is O(nm/df ), which is O(nm/

√
bf ).
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5.2 Querying

To find CHAIN(i, j, f) for an arbitrary i ∈ [1 . . n] and j ∈ [2 . . m], we let i′ = bf ⌈i/bf ⌉.
For each h ∈ [i . . i′) we compute LCE(h, i) and, using DS(f − 1), the value CHAIN(h +
LCE(h, i), j + LCE(h, j), f − 1). We take the minimum of these values and the precomputed
value CHAIN(i′, j, f). The total number of queries to DS(f − 1) is O(bf ).

5.3 Analysis and Obtaining the Final Answer

The analysis is the same as in Section 3.2.4. We have for f ≥ 2, S(f) = S(f −1)+O(nm/bf ),
C(f) = C(f − 1) + Q(f − 1) · Õ(nm/

√
bf ), Q(f) = Q(f − 1) · O(bf ). We let bf = ⌈mc3f ⌉

with c = 2/3k. This makes C(k − 1) = Õ(nm1−9c/2) and Q(k − 1) = O(mc(32+...+3k−1)) =
O(mc(3k−9)/2).

To obtain the final answer, for each i ∈ [1 . . n], we compute LCE(i, 1). For every i where
LCE(i, 1) ≥ 1, we use DS(k − 1) to obtain CHAIN(i + LCE(i, 1), 1 + LCE(i, 1), k − 1). A
minimum is take over all resulting values. The total time is C(k − 1) + n · Q(k − 1) =
Õ(nm1−9c/2 + nmc(3k−9)/2). With c = 2/3k, this yields an overall time complexity of
Õ(nm1−1/3k−2). Back pointers can be used to obtain the actual solution.

6 Open Problems and Discussion

Another interesting variant of the Pattern Matching with Gaps problem is the following:

▶ Problem 5 (Pattern Matching with (Min-Max) Gap). Given a text T [1 . . n] and pattern
P [1 . . m] and parameter k, find substrings (if they exist) T [i1 . . i′

1], T [i2 . . i′
2], . . ., T [ih . . i′

h]
such that i′

1 < i2, . . ., i′
h−1 < ih, T [i1 . . i′

1] · T [i2 . . i′
2] · . . . · T [ih . . i′

h] = P , h ≤ k, and
max2≤s≤h{is − i′

s−1} is minimized.

This can be solved with dynamic programming in time Õ(knm). We use a threshold
value g. We now define CHAIN(i, j, k) equal to the smallest i1 ≥ i such that there exists
T [i1 . . i′

1] · T [i2 . . i′
2] · . . . · T [ih . . i′

h] = P [j . .] where i′
1 < i2, and max2≤s≤h{is − i′

s−1} ≤
g. Then, CHAIN(i, j, k) = min{CHAIN(i + 1, j, k), Z} where if LCE(i, j) = m − j + 1 or
CHAIN(i + LCE(i, j), j + LCE(i, j), k − 1) − (i + LCE(i, j) − 1) ≤ g then Z = i, otherwise
Z = ∞. With logarithmic factor overhead we perform binary search of the g value to find
the smallest g such that CHAIN(i, 1, k) ̸= ∞ for some i.

We leave open the problem of developing a strongly subquadratic time solution for
this problem. One apparent difficulty in utilizing the same techniques that were used in
Problem 4 is that, when computing the analogous CHAINs values, it is no longer sufficient to
only consider the leftmost occurrence in T [i . .] of a fixed fragment P [j . . j + h). At the same
time, picking the rightmost occurrence of P [j . . j + h) that is at most g from i may result in
eliminating potential solutions for the remaining suffix of P .

Future Directions. We leave open whether this time complexity can be improved significantly
and whether a Ω(nm) conditional lower bound can be established for small k, e.g., k =
polylog(n). Such a lower bound would make an O(kn) time algorithm (like that known for
LCS where k is the length of the subsequence [35]) impossible under the applied hardness
assumption. The current SETH-based conditional lower bounds for LCS use Θ̃(n) gaps
between elements of the subsequence. The SETH-based lower bound k-mismatch LCS for
k = ω(log n) of Kociumaka et al. [39] is also difficult to adapt without imposing some
additional restrictions on the problem, such as a constraint on the allowed gap length.
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