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—— Abstract

We design and implement two single-pass semi-streaming algorithms for the maximum weight
k-disjoint matching (k-DM) problem. Given an integer k, the k-DM problem is to find k pairwise
edge-disjoint matchings such that the sum of the weights of the matchings is maximized. For k > 2,
this problem is NP-hard. Our first algorithm is based on the primal-dual framework of a linear
programming relaxation of the problem and is Tii—approximate. We also develop an approximation
preserving reduction from k-DM to the maximum weight b-matching problem. Leveraging this

reduction and an existing semi-streaming b-matching algorithm, we design a (2—15)(1 — rlu)
approximate semi-streaming algorithm for k-DM. For any constant £ > 0, both of these algorithms
require O(nklog?,.n) bits of space. To the best of our knowledge, this is the first study of

semi-streaming algorithms for the k-DM problem.

We compare our two algorithms to state-of-the-art offline algorithms on 95 real-world and
synthetic test problems, including thirteen graphs generated from data center network traces. On
these instances, our streaming algorithms used significantly less memory (ranging from 6x to 512x
less) and were faster in runtime than the offline algorithms. Our solutions were often within 5%
of the best weights from the offline algorithms. We highlight that the existing offline algorithms
run out of 1 TB memory for most of the large instances (> 1 billion edges), whereas our streaming
algorithms can solve these problems using only 100 GB memory for k = 8.
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Semi-Streaming Algorithms for Weighted k-Disjoint Matchings

1 Introduction

Given an undirected graph G = (V, E, w) with weights w: E — Rsq and an integer k& > 1, the
k-Disjoint Matching (k-DM) problem asks for a collection of k pairwise edge-disjoint matchings
that maximize the sum of the weights of matched edges. The k-DM problem is a generalization
of the classical Maximum Weight Matching (MWM) problem and is closely related to the
Maximum Weight b-Matching (MWbM) problem. However, in contrast to these problems,
k-DM is NP-hard and APX-hard already for k > 2 [14, 21]. Prior work has primarily studied
k-DM in computational models where space complexity is not a limiting factor in designing
algorithms. In this work, we study k-DM in the single-pass semi-streaming model [15, 33],
which is used to solve massive graph problems with limited memory. In particular, we extend
existing state-of-the-art semi-streaming matching [34, 18] and b-matching [23] algorithms
to the k-DM problem. To the best of our knowledge, these are the first semi-streaming
algorithms for the k-DM problem.

In the offline unweighted setting, k-DM in general graphs was originally studied by Feige
et al. [14], who motivated the problem by applications in scheduling traffic in satellite-based
communication networks. Cockayne et al. [7] modeled the problem of finding a maximal
assignment of jobs to people such that no person performs the same job on two consecutive
days using unweighted k-DM in bipartite graphs with k£ = 2.

In the weighted setting, k-DM was recently studied by Hanauer et al. [21, 19] in the
offline and dynamic computation models. This was motivated by applications in designing
reconfigurable optical topologies for data center networks [3, 4, 5, 31]. In contrast to static
networks, reconfigurable networks use optical switches to quickly provide direct connectivity
between racks, where each switch essentially acts as a reconfigurable optical matching. Given
a traffic matrix and k optical switches, the underlying optimization problem becomes how to
compute heavy disjoint matchings that carry a large amount of traffic for each switch, which
is exactly the k-DM problem.

Algorithmic Contributions. We provide a primal-dual linear programming (LP) formulation
of k-DM and use it to derive a ﬁ—approximate single-pass semi-streaming algorithm that
requires O(nk log2 n) bits of space for any constant ¢ > 0. Our algorithm extends the seminal
MWM semi-streaming algorithm by Paz and Schwartzman [34] by maintaining k stacks and
employing approximate dual variables to decide which edges should be stored in those stacks.
The post-processing phase that computes k edge-disjoint matchings from the stacks is more
involved here since edges in a stack that are not included in a matching need to be considered
for inclusion in higher-numbered stacks. The primal-dual analysis of the approximation ratio
involves two sets of dual variables here, unlike the former algorithm.

We also reduce the k-DM problem to the MWbM problem. In particular, we show
that a modified edge coloring algorithm on any a-approximate b-matching subgraph (with

1

b(v) =k for all v € V) computes an a(1 — 737 )-approximate solution for k-DM. Using the
1

57z-approximate semi-streaming MWbM algorithm of Huang and Sellier [23], we obtain a
(ﬁ)(l - k%_l)—approximate k-DM that requires O(nklog® n) bits of space for any constant
¢ > 0. This reduction, which was previously known for unweighted k-DM [14], is not specific
to the semi-streaming setting, and thus could be used to develop algorithms for k-DM in

other computational models where b-matching results are known.

Experimental Validation. We implement both algorithms and compare the memory used,
running time required, and the weight computed with static offline approximation algorithms
for this problem on several real-world and synthetic graphs, and several graphs generated
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from data center network traces. Our results show that the streaming algorithms reduce
the memory needed to compute the matchings often by two orders of magnitude and are
also faster than offline static algorithms. Indeed, the latter algorithms do not terminate
on all but one of the larger graphs in our test set. The median weights computed by
the streaming algorithms are only about 5% lower than the ones obtained by the static
algorithms. Among the streaming algorithms, the primal-dual algorithm outperforms the
b-matching-based algorithm in memory needed and weight, and also time (except for the
data center problems).

2 Preliminaries

Notation. Consider a graph G = (V, E, w) with weights w: F — Rsy. We denote n = |V|
and m = |E| throughout the paper. For an edge e = (u, v), we say that vertices u and v are
incident on the edge e. Given a vertex v € V, we denote by d(v) the set of edges incident

on v, and by deg(v) := |§(v)]| its degree. The maximum degree of G is A := max,cy deg(v).

We say that two edges e; and es are adjacent if they share a common vertex. For an edge
subset H C E, we let V(H) denote the set of vertices incident on edges in H, and let G[H]
denote the subgraph induced by H (i.e., the subgraph whose edge set is H and vertex set
is V(H)). Likewise, we denote by degy (v) := |d(v) N H| the number of edges in H that a
vertex v € V is incident on and let Ay = max,ecy degy (v). For a positive integer ¢, we use
[t] to represent the set of integers from 1 to ¢, inclusive. For an integer s < ¢, we let [s..t]
denote the set of integers from s to ¢, inclusive.

Matchings and b-Matchings. Given a function b : V' — Z,, a b-matching in a graph G is
an edge subset F' C E such that |F' N J§(v)| < b(v) for each v € V. The weight of a b-matching
Fisw(F) =) .pw(e), and in the Maximum Weight b-Matching (MWbM) problem, we aim
to maximize w(F). When b(v) = 1 for all v € V, we obtain a matching and the MWbM
problem reduces to the Maximum Weight Matching (MWM) problem.

k-Disjoint Matchings. Given an integer k > 1, a k-disjoint matching in G is a collection of
k matchings M = {My, ..., M} that are pairwise edge-disjoint (i.e., M; N M; = ( for all
i,j € [k],i # 7). Its weight is given by w(M) = Zle w(M;) and in the k-Disjoint Matching
(k-DM) problem, we aim to maximize w(M). A k-disjoint matching can also be described
through an edge coloring viewpoint [21]. Consider a function C: E — [k] U {L} that assigns
edges a color from the palette [k], or leaves them uncolored (color L). If C describes a proper
k coloring (i.e., any two adjacent edges eq,es colored from [k] satisfy C(e;) # C(ez)) then
it also describes a k-disjoint matching. Prior work has shown that k-DM is NP-hard and
APX-hard for k > 2 [14, 21].

An LP relaxation of the k-DM problem and its dual is shown in (P) and (D), respectively.

For each edge e = (u,v) € E and color ¢ € [k], we associate each primal variable z(c, e) with
the inclusion of edge e in the ¢*® matching, i.e., x(c,e) = 1 iff e € M,. The first constraint in
(P) enforces that M. is a valid matching for each ¢ € [k], while the second constraint ensures
each edge e € F belongs to at most one matching. For the dual (D), we define variables
y(c, v) for each color ¢ € [k] and vertex v € V' (corresponding to the first constraint in (P)),
and z(e) for each edge e € E (corresponding to the second constraint in (P)).

Semi-Streaming Model. For semi-streaming k-DM, in each pass, the edges of E are
presented one at a time in an arbitrary order. We aim to compute a k-disjoint matching in G
at the end of the algorithm, using limited memory and only a single pass. The semi-streaming
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(P) maximize Z Zw(e)x(c, e) (D) minimize Z Z y(e,v) + Z z(e)
ce(k]

celk] e€E JveVv ecE
subject to subject to
Z z(ce) <1Vv € V,c € [K] y(c,u) + y(c,v) + z(e) > w(e) Ve = (u,v) € E, c € [k]
e€d(v) y(c,v) >0 Yo € V,c € [k]
Zm(c,e)gl Ve e E z(e) 20 Vee E
c€k]
z(c,e) >0 Ve € E,c € [k]

Figure 1 LP Relaxation (P) of k-DM and its dual (D).

model allows memory size for processing proportional (up to polylog factors) to the size of
the memory needed to store the output. For k-DM, the final solution size is O(nk), and
hence the memory limit is O(nk - polylog(n)) =: O(nk) bits of space. We assume that the
ratio W = Wax/Wmin 18 poly(n), where wyax = maxecp {w(e)} and wyin = min.cg {w(e)}.

This allows for storing edge weights and their sums in O(logn) bits.

3 Related Work

Offline Approximation Algorithms. In the offline setting, Hanauer et al. [21] designed six
approximation algorithms for k-DM. Three of these algorithms are based on an iterative
matching framework where k matchings are successively computed by running a matching
algorithm and removing the matched edges from the graph. This framework was used with
the Blossom [10] algorithm, which computes an exact MWM solutions, and the Greedy and
Global Path [29] algorithms, which compute %—approximate MWM solutions. They also
designed a b-matching-based algorithm, where a Greedy (k — 1)-matching is first found and
then converted in a k-disjoint matching using the Misra-Gries edge coloring algorithm [32].
Additionally, two direct algorithms, NodeCentered and k-Edge Coloring, which do not use
matching algorithms as a subroutine were also proposed. The NodeCentered algorithm
assigns ratings to vertices, which are then processed in rating-decreasing order, and up to k
edges a vertex is incident on are colored with any available color in weight-decreasing order.
A threshold 6 € [0,1] is also introduced, which avoids an overly Greedy approach by deferring
the coloring of edges with weight less than wy,,x. The k-Edge Coloring algorithm is an
adaption of the Misra-Gries (A + 1) edge coloring algorithm [32] that is restricted to using &
colors and accounts for edge weights. The iterative GPA, b-matching based, NodeCentered,
and k-Edge Coloring algorithms are shown to be at most %—approximate7 while the Blossom
variant is shown to be at most %—approximate and the Greedy variant is %—approximate.

Matchings in the Semi-Streaming Model. Matching is an active area of research in the semi-

streaming model. For MWM in the single pass, arbitrary order stream setting, Feigenbaum
et al. [15] first gave a %-approximation algorithm. This was improved on by a series of

papers [8, 12, 30, 38], until the current state-of-the-art result by Paz and Schwartzman [34]
2-1ka -approximation. Ghaffari and
Wajc [18] further simplified the analysis of this algorithm by giving both a primal-dual and

charging-based analysis. This algorithm was implemented recently by Ferdous et al. [16] and

who showed that a simple local-ratio algorithm achieves a

it was shown to reduce memory requirements by one to two orders of magnitude over offline

%—approximate algorithms, while being close to the best of them in run time and matching
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weight. On the hardness front, Kapralov [25] showed that no single-pass semi-streaming
algorithm can have an approximation ratio better than T}rﬂ ~ 0.59 in arbitrary order
streams. In random order streams, Gamlath et al. [17] designed a (3 + c)-approximate
algorithm, where ¢ > 0 is some absolute constant.

For MWbBM in the single pass, arbitrary order stream setting, Levin and Wajc [27]
designed a 3ig—aupproximate algorithm using a primal-dual framework, which was recently
improved to ﬁ by Huang and Sellier [23]. A variant of the latter algorithm requires

O(|Funax|log1 . (W/e)) bits, where |Fiax| is the size of a max cardinality b-matching in G.

Edge Colorings and Unweighted k-DM. The k-DM problem is equivalent to a weighted
variant of the Edge Coloring problem; in the latter, the goal is to find the chromatic index of
a graph, i.e., the minimum number of colors needed such that adjacent edges receive distinct
colors. Vizing [37] showed that the chromatic index of any simple graph G is in {A; A+ 1},
but it is NP-hard to decide between them [22]. Hence, most edge coloring algorithms, like
the O(nm) time Misra-Gries algorithm [32], construct (A 4 1)-edge colorings. The k-DM
problem can be seen as a “maximization” variant of Edge Coloring, where given the number
of colors k as input, the goal is to find a maximum weight subgraph with chromatic index k.

Using this coloring viewpoint, Feige et al. [14] provided several hardness results and
approximation algorithms for unweighted k-DM in the offline setting, which was later improved
by Kaminski and Kowalik [24] for small k. Favrholdt and Nielson [13] additionally gave
algorithms for this problem in the online setting. Recently, El-Hayek et al. [11] developed
fully dynamic unweighted k-DM algorithms by reducing it to dynamic b-matching followed
by edge coloring.

4 A Primal-Dual Approach

In this section we extend the streaming algorithm of Paz and Schwartzman (henceforth, PS)
[34], and more specifically the primal-dual interpretation of it by Ghaffari and Wajc [18], for
the MWM problem to the k-DM problem. We begin with an intuitive description of the PS
algorithm; in the full version of the paper (see Page 1), we include a formal description.

Consider the non-streaming setting first. The algorithm chooses an edge with positive
weight, includes it in a stack for candidate matching edges, and subtracts its weight from
neighboring edges. It repeats this process as long as edges with positive weights remain. At
the end, we unwind the stack and greedily add edges in the stack to the matching. This
means that once an edge is added to the matching, any neighboring edges in the stack cannot
be added to the matching.

To adapt the algorithm to the streaming setting, an approximate dual variable ¢(v) is
kept for each vertex v that accumulates the weights of the edges incident on v that are
added to the stack. When an edge arrives, we subtract the sum of the ¢(-) variables of the
endpoints of the edge from its weight. If this reduced weight is positive, it is added to the
stack; otherwise, it is discarded. The rest of the algorithm proceeds as in the non-streaming
setting. To bound the size of the stack to O(nlogn), we need one more idea, which is to
add an edge e = (u,v) to the stack only if its weight is greater than (1 + €)(p(u) + ¢(v)),
for a small constant ¢ > 0. This ensures that neighboring edges added to the stack have
weights that increase exponentially in (1 + ¢). It can be shown that if the edge weights are
polynomial in n, then the size of the stack is bounded as desired and that the approximation
ratio becomes 5.
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Algorithm 1 Semi-Streaming k-DM.

Input: A stream of edges F, an integer k, and a constant £ > 0
Output: A ?;—approximate k-disjoint matching M using O(nklog® n) bits of space

1: > Initialization 13: > Post-Processing

2: Yv e V,Ve e [k] : ¢(c,v) < 0 14: Ve e [k]: M.+ 0

3: § < {S1,...,Sk}, where S(c) denotes 15: for ¢ € [k] do

stack S, 16: while S(c) is not empty do

17: e = (u,v) < S(c).pop()

4: > Streaming Phase 18: if V(M.)N{u,v} =0 then

5: for e = (u,v) € E do 19: ‘ M.+ M. U {e}

6: for ¢ € [k] do 20: else

7: e = P(c,u) + ¢(c,v) 21: for j € [c+ 1..k] do

8: if w(e) > (1+¢)¢. then 22: ;= o(J,u) + o(j,v)

9: w'(c, e) + w(e) — ¢ 23: if w(e) > (1+¢)¢; then

10: o(e,u) + d(c,u) +w'(ce) 24 w'(j, e) < w(e) — ¢,

1 B(e,v) — 6le,v) +wlcye) 25 B4,u) 0, u) +w'(G,e)

12: | S(c).push(e); break 26: o(j,v) + o(j,v) +w'(j,e)
27: B S(j)-push(e); break

28: return M = {My,..., My}

We adapt this general idea to develop our algorithm for £-DM in Algorithm 1. For each
color ¢ € [k], we maintain a stack S(c) that stores the eligible edges for the ¢ matching. A
matching M, is then greedily computed from each stack S(c¢) in the post-processing phase.
The algorithm maintains approzimate dual variables ¢(c,v) for each color ¢ € [k] and v € V|
and uses € > 0 to process only sufficiently heavy edges. For an edge e = (u,v) in the stream,
we iterate over the colors ¢ € [k] to verify whether w(e) > (1 + ¢) (¢p(c, u) + ¢(c,v)). If the
condition is not satisfied for any color, then the edge is discarded. Otherwise, let £ be the first
color that satisfies it. The algorithm computes a reduced weight w'(¢, e) for e by subtracting
the sum ¢(¢, u) + ¢(¢,v) from its weight w(e), pushes e into S(¢), and increases ¢(¢, u) and
¢(¢,v) by the reduced weight w’'(¢,e).

In the post-processing phase, each stack S(c) is processed in increasing order of the color
¢, and the edges in each stack are processed in reverse order in which they were added (i.e.,
by popping from the stack). For an edge e = (u, v) popped from S(c), if no earlier popped
edge from S(c) is incident on either u or v in M., then e is added to M.. Otherwise, the
algorithm checks to see if e can be added to a later stack S(j) where j > ¢, again based on
the condition that w(e) > (1 +¢€) (¢(4, u) + ¢(j,v)). At termination, the algorithm returns a
k-disjoint matching M = {Mj, ..., M}.

4.1 Analysis of the Algorithm

We prove the approximation ratio of Algorithm 1 using the standard primal-dual framework
and adapting the analysis in [18]. We first show how to derive a feasible dual solution for LP
(D) from the ¢(-, ) values. By weak duality, the resulting dual objective immediately provides
an upper bound on the weight of an optimal k-DM solution. Lemmas 2 and 3 then show lower
bounds between the value of the k-disjoint matching M constructed by Algorithm 1 and the
dual variables, which are then used to prove that M is ﬁ—approximate in Theorem 4. We
also prove the space complexity of the algorithm in Lemma 6.
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Dual Feasibility. At termination, we set y(c,v) = (1 +¢) ¢(c,v) for all ¢ € [k] and v € V.

Recall that y(c, v) is a dual variable from (D), and ¢(c, v) is an approximate dual variable used
in Algorithm 1. Unlike in classical MWM, for k-DM, we have to satisfy the dual constraints

of each edge for all ¢ € [k]. Although the dual variables z(-) are unused in the algorithm,
they help ensure dual feasibility; see below. If an edge e = (u,v) is not in any matching (i.e,

e is discarded either in the streaming or post-processing phase) then y(c, u) + y(c,v) > w(e)
for all ¢ € [k], which satisfies the constraint. However, if e € M, for some ¢ € [k], the dual
constraints for ¢ € [¢ + 1..k] may be violated. Thus, we set

2(e) = max{o s () — <1+e><¢<c,u>+¢<c,v>>}}. 1)

c€e[k]
The following claim is immediate.

> Claim 1. For all vertices v € V, edges e € E, and ¢ € [k], the dual variables y(c, v) and
z(e) defined above constitute a feasible solution to (D).

Approximation Ratio. To prove the approximation ratio, we first separately relate the
weight of the solution returned by Algorithm 1 to the summations of the ¢(-,-) and z(+)
variables.

» Lemma 2. The solution M output by Algorithm 1 satisfies w(M) > 1 D cek] 2vev P(C ).

Proof. It suffices to show that w(M.) > >, oy é(c,v), for any matching M. € M. Let E,
be the set of edges that were pushed to the stack S(c) at some point in either the streaming
(line 8) or the post-processing (line 23) phases. Note that only edges in E. could have caused
the ¢(c,-) values to increase. For ease of analysis, for an edge ¢/ = (s,t) € E. let ¢°1(c, )

and @2V (c, ) denote the ¢(c,-) values before and after ¢’ is pushed to S(c), respectively.

By definition of how we update the ¢(c, ) values, we have ¢"*%(c,s) = ¢%14(c, s) + w'(c, €’),
1V (e, t) = % (e, t) +w' (e, e’), and @2V (e, 1) = ¢°d(c, ) for all r € V'\ {s,¢}. This implies

e’

we,) = 5 37 O e ) - 62(e, ). 2

rce’

Upon termination of Algorithm 1, since initially ¢(c,v) = 0 for all v € V', we also have that

$le,v) = Y P (ev) — 2 (e 0). 3)

e'eb,

Now for an edge e = (u,v) € M., let
P.(c,e) :={e € E.: ene’ #0,¢" added to S(c) before e},

i.e., the set of edges adjacent to e that were pushed to S(c) before e was, and let P(c,e) =
P~(c,e) U{e}. Note that since we construct M, greedily, no edge ¢’ € P.(c,e) is included
in M. and E. = ), P(c,e). By definition of how we update the ¢(c, ) values, we have
that ¢29(c,u) + ¢2'4(c,v) = DereP () W (c, ") Additionally, by the definition of w’(c,e),

w(e) = w'(c,e) + d)Old(c u) + ¢ (c, v)

— Z Z Z¢ncw c, JJ old(c JU)

e’€P(c,e) e’€P(c,e) Tz€E'
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where the last equality follows by Eq. (2). Hence,

w(M,.) = Z Z Z Z o ( 2}d(c,x)

ecM. eEMc e’ €P(c,e) z€e’
1
> LS S e - 6en)
eeE. vEe
1
1Y T ) — ) = £ 3 dtew)
veV ecE,. UEV

The inequality follows since each edge e’ = (u,v) ¢ M. appears in at least one and at most
two P(c,-) sets (say, if there exists ej, ea € M, that u and v are incident on, respectively)
and the last equality follows by Eq. (3). |

» Lemma 3. The solution M output by Algorithm 1 satisfies w(M) > > . z(e).

Proof. From the definition of z(-) in Eq. (1), we have z(e) < w(e) for all e € E. Moreover,
we can show that z(e) = 0 for each edge e = (u,v) ¢ M. This holds since either e was
discarded during the streaming phase, or during the post-processing phase. In either case,
w(e) < (1+¢)(d(c,u) + ¢(c,v)) for all ¢ € [k], which gives z(e) = 0. Hence, ) .5 2(e) =
Deem 2(€) + 2eemm 2(€) < e wle) = wM). <

Using Lemmas 2 and 3 and weak duality, we can now show the approximation ratio.

» Theorem 4. For any constant € > 0, the k-disjoint matching M returned by Algorithm 1
s a ﬁ—appro:z:imate solution to k-DM.

Proof. Let M™* be an optimal solution to k-DM. By weak duality and the fact that (P) is
an LP-relaxation of k-DM, we have that w(M*) <3 .12 ,ev ¥(c,v) + 3 2(e) for the
dual variables y(-,-) and z(-) defined in Claim 1. Recalling that we set y(c,v) = (1+¢)¢(c, v),
Lemmas 2 and 3 imply that (2(1+€))w(M) = 3 2y 2Zpev ¥(c,v) and w(M) >3- 5 2(e),

respectively. Combining these, we obtain

(34 25)w ZZ (c,v) +Z M),

ce[k]veV eel
which when rearranged gives w(M) > ﬁl%w(/\/l*) <

Time and Space Complexity. The total runtime of Algorithm 1 is O(km), which follows as
the processing time for each edge is O(k) as it may be considered for insertion into each of the
k stacks. Additionally, the size of each stack is trivially bounded by m, so the post-processing
step of unwinding the stacks takes O(km) time. The space complexity of Algorithm 1 can
also easily be bound. We first make the following useful observation.

» Observation 5. When an edge e = (u,v) gets pushed to a stack S(c), both ¢(c,v) and
@(c,u) increase by at least a factor of 1 + €.

Proof. Let ¢24(c, ) and ¢2°¥(c,-) be the values of ¢(c,-) before and after e is pushed to
S(c), respectively. Note that since e is pushed to S(c), it must be that w(e) > (1 + &)@,
where @914 := ¢ (c, u) + ¢%'4(c, v). Additionally, by how we update the ¢(c,-) values, we
have ¢2°%(c,v) — ¢2(c,v) = w'(c,e) = w(e) — @4, Thus,

$e™ (c,v) = ¢2(c,v) = wle) — DP > (1+)@Y — @2 > 62 (c,v).

Rearranging, we get ¢2°V(c,v) > (1+¢)¢29(c, v). The same argument holds for vertex u. <«
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» Lemma 6. For any constant € > 0, Algorithm 1 uses O(nk log? n) bits of space.

Proof. Consider a vertex v € V and color ¢ € [k]. Let e = (u,v) be an edge that is pushed
to S(c), and let ¢°'4(c,-) and ¢°¥(c,-) denote the values of ¢(c,-) before and after e is
pushed to §(¢), respectively. Suppose that after e is pushed, we have that v is incident on
d edges in S(c¢). For the special case of d = 1, corresponding to the first edge incident on
v included in S(c), we can derive a lower bound on ¢V (c,v). We use ¢2'9(c,v) = 0 and
w(e) > (1 +¢)¢2(c, u) to obtain

w(e) EWmin

>

¢new(c 11) w’(c, e) = w(e) - ¢21d(c’ u) > w(e) - 1+e 1+¢’

That is, the minimum non-zero value of ¢(c,v) is at least Spwin. Using this together with
Observation 5 implies that for arbitrary values of d, ¢2°"(c,v) > &=t (1 + )41, Moreover,
by definition of how we compute reduced weights and update the ¢(c,-) values, we have
that @2V (c,v) < wqu Recalling that W = =2x and using these two bounds, we find that
(1+¢)472 < We™!. Taking the logarithm of both sides, we get

d <2+log,, . (We ') =O(logn),

since we assume € is constant and W is poly(n). That is, v can be incident on at most
O(logn) edges in S(c). Hence, |S(c)| = O(nlogn) and the total number of edges stored in
all the stacks is O(nklogn). Each edge weight requires O(logn) bits; similarly, each ¢(-, )
variable requires O(logn) bits as it is the sum of at most A < n edge weights, giving the
space complexity of O(nklog?n) bits. <

5 A b-Matching Based Approach

Recall that a b-matching generalizes a matching by allowing each vertex to be incident to at

most b(v) matched edges for some function b: V' — Z,. When b(v) = k for all v € V, where

k is some positive integer, we refer to the matching as a k-matching and consider the Max

Weight k-Matching (MWkEM) problem. Note that k-disjoint matchings always induce valid

k-matchings, but the reverse need not hold (e.g., the triangle graph with k = 2). In this

sense, MWEM provides a relaxation of k-DM (i.e., if F* and M* are optimal solutions to

MWEM and k-DM on the same graph, respectively, then w(F*) > w(M*)). This leads to

the following approach to construct a feasible k-disjoint matching:

1. Solve MWKM on the graph G, which gives a k-matching F. Note that Ap, the maximum
degree of a vertex in the induced graph G[F], may be less than k.

2. Properly (Ap + 1)-edge color the subgraph G[F], which may use up to k + 1 colors.

3. Return M, the collection of edges colored by the k heaviest color classes.

This approach was originally used for unweighted k-DM by Feige et al. [14], where they

showed it provided a (1 — approximation guarantee. Here we extend this to weighted

=)
k-DM and show that the reduction is approximation preserving.

» Lemma 7. Let F' be an a-approximate solution to MWEM on a graph G. If the induced
subgraph G[F)] is properly (Ap + 1) colored, the set of edges colored by the k heaviest color

classes is an a(l — k+1) approximate solution to k-DM on G.

Proof. Let M represent a solution to k&-DM on G. Additionally, let F* and M* be the
optimal solutions to MWKM and k-DM on G, respectively.
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Algorithm 2 Semi-Streaming k-DM

Input: A stream of edges F, an integer k, and a constant £ > 0
Output: A (ﬁ)(l - k%_l)—approximate k-disjoint matching M using O(nk) bits

1: > Initialization 5: > Post-Processing

2: Yo e V:b(v) + k 6: Ap < max,cy degp(v) >Ap <k
7. C + COLOR(GIF)) > Uses [Ap + 1] colors

3: > Streaming Phase 8 if Ap+1=k+1 then

4: F < SS-DM(E, b, 5) > MWEM 9:  Let k+ 1 be the color class with min weight

10: Vi€ [k]: M; < {e€ F:C(e) =i}
11: return M = {M,..., My}

By definition of a k-matching, we have that Ap < k. If Ap < k, then the edge coloring
used at most k colors, and we can return M = {M;,..., My}, where M; is the set of edges
colored with ¢ for ¢ € [k]. In this case, we have w(M) = w(F'). Otherwise, if Ap = k, then
the edge coloring may have used k + 1 colors. Without loss of generality, let £ + 1 denote
the color class with the minimum weight. Again let M = {M;,..., My}. By discarding the
edges with color k£ + 1, at most a %ﬂ fraction of the weight of F' is lost. Thus, in either case

w(M) = (1 - k_lH) w(F) > a (1 - kL) w(F*) >« (1 - k-lu) w(M?),

where the penultimate inequality follows from the definition of F', and the last inequality
follows from MWEM being a relaxation of k-DM. <

Note that properly (A + 1)-edge coloring a graph G can be done in O(m) space using the
O(nm) time Misra-Gries algorithm [32]. If we use a semi-streaming algorithm for MWEM
to handle the streaming process and find some k-matching F', the remaining steps of the
algorithm only require memory linear in |F'|, resulting in a semi-streaming algorithm for k-DM.
Using the semi-streaming 2}rg-approximaution algorithm of Huang and Sellier [23] for MWbM
with b(v) = k for all v € V', Lemma 7 implies a semi-streaming (21?)(1 - k—il)-approximation
algorithm for k-DM. The space requirement is O(nk log? n) bits, and it is determined by the
Huang and Sellier algorithm. We describe the algorithm formally in Algorithm 2, where
SS-bM and COLOR refer to the algorithms of Huang and Sellier [23] and Misra and Gries

[32], respectively. In the full version of this paper, we give a detailed summary of these

algorithms.

» Theorem 8. For any constant € > 0, Algorithm 2 is a (ﬁ)(l — k%rl)—approximate

semi-streaming algorithm for k-DM that uses O(nk log? n) bits of space.

The streaming phase requires O(k) processing time per edge, while constructing the
k-matching F takes O(m) time. By definition of a k-matching, |F| = O(kn), so the post-
processing coloring step requires O(kn?) time. Thus the time complexity of Algorithm 2 is
O(km + kn?).

6 Heuristic Improvements

In this section, we describe some heuristics we employ to speed up and improve the weight
of both streaming algorithms we have presented.
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Dynamic Programming (DP) Based Weight Improvement. Manne and Halappanavar
[28] have proposed a general scheme to enhance the weight of a matching by computing
two edge-disjoint matchings M; and Ms. The induced subgraph G[M; U M| contains only
cycles of even length or paths. Utilizing a linear-time dynamic programming approach, an
optimal matching M’ can be derived from the induced graph G[M; U Ms]. The weight of
M’ is guaranteed only to be at least as large as max {w(M7), w(Ms)}, but in practice this
heuristic results in substantially improved weight.

We adapted this method for Algorithm 1 as follows: instead of computing a k-disjoint
matching, we first compute a 2k-disjoint matching. These 2k matchings are then merged
into k matchings. While various strategies can be used for this merging process, we have
merged the i*" matching with the (2k — i 4+ 1)*" matching, for i € [k]. This approach does
not change the asymptotic memory or time complexities for streaming algorithms since each
merge requires only O(n) time and space.

Common Color and Merge. For the b-matching based Algorithm 2, we used two heuristics.
The first is the common color heuristic described by Hanauer et al. [21], which attempts to
color an edge by first determining if there is a common free color on both of its endpoints
before going through the Misra-Gries routine. The second is the merge heuristic, which is
used when the number of color classes is k 4 1; it tries to improve the solution weight by
merging the lowest- and second-lowest-weight color classes instead of completely discarding
the lowest-weight one, again through the dynamic programming approach described above.

7 Experiments and Results

This section reports experimental results for 95 real-world and synthetic graphs. All the
codes were executed on a node of a community cluster computer with 128 cores in the node,
where the node is an AMD EPYC 7662 with 1 TB of total memory over all the cores. The
machine has three levels of cache memory. The L1 data and instruction caches, the L2 cache,
and the L3 cache have 4 MB, 32 MB, and 256 MB of memory, respectively. The page size of
the node is 4 KB.

Our implementation uses C++17 and is compiled with g++9.3.0 with the -O3 optimization
flag. The streaming algorithms are simulated by sequentially reading and processing edges
from a file using the C++ fstream class. We compare them against several offline algorithms
in the DJ-Match software suite [20]. All the streaming and offline algorithms are sequential,
and the reported runtimes do not include file reading times and (for the offline algorithms)
graph construction times. For memory, we use the getrusage system call to report the
maximum resident set size (RSS) during the program’s execution.

7.1 Datasets and Benchmark Algorithms

Real-World and Synthetic Graphs. Following [21, 26], we include ten weighted graphs from
the SuiteSparse Matrix Collection [9] labeled as SMALL. Similar to [21], we also generated
66 synthetic instances, labeled as RMAT, using the R-MAT model [6] with 2% vertices,
where = € [10,11,...,20]. We used three initiator matrices, rmat;, = (0.55,0.15,0.15,0.15),
rmat, = (0.45,0.15,0.15,0.25), and rmate, = (0.25,0.25,0.25,0.25). For all these graphs, we
assign real-valued random weights in the range [1,2!°] drawn from uniform or exponential
distributions. Our LARGE dataset consists of six of the largest undirected graphs in the
SuiteSparse Matrix Collection [9], each having more than 1 billion edges. For the unweighted
graphs, we assign uniform random real weights in the range [1,10°]. In the full version of
this paper, we include a Table listing the sizes and degree measures of these graphs.
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Table 1 Benchmark approximation algorithms. LS: Local swaps, CC: Common color, RL: Rotate
long, M: Merge, Agg: Aggregation, srt(z): Time complexity of sorting = elements.

Algorithm  Heuristics Approx. Time Complexity
GrpY-IT LS 1/2 O(srt(m) + km)
GPA-IT LS <1/2 O(srt(m) + km)
NC 0 =0.2, Agg=sum <1/2 O(srt(n) + n - srt(A) + km)
K-EC CC-RL <1/2 O(srt(m) + kn?)
STK DP T . O(k )

Network Trace Data. Similar to [21], our network trace (TRACE) dataset consists of i)
Facebook Data Traces [36]: Six production-level traces of three clusters from Facebook’s
Altoona Data Center, ii) HPC Data [2]: MPI traces for four different applications run in
parallel, and iii) pFabric Data [1, 2]: Three synthetic pFabric traces generated from Poisson
processes with flow rates in {0.1, 0.5, 0.8}. From these trace data, we pre-compute graphs
by assigning the total demand of a pair of nodes (i.e., the number of times they appear in
the trace) as the edge weight. In the full version of this paper, we include a Table listing
detailed statistics of these generated graphs.

Benchmark Algorithms and Heuristics. We summarize the algorithms we compare in
Table 1. For our streaming algorithms, we use STK to denote the primal-dual based
Algorithm 1, and STKB to denote the b-matching based Algorithm 2. We compare these
against four of the offline algorithms that were determined to be the most practical (in terms
of runtime and solution quality) by Hanauer et al. [21]. These include the iterative Greedy
(GRDY-IT) and iterative Global Paths algorithms (GPA-IT), the NodeCentered algorithm
(NC), and the k-Edge Coloring algorithm (K-EC) that we have described in Section 3. For
these four offline algorithms, we use the heuristics and post-processing steps recommended
in [21], which we list in Table 1. We refer to [21] for a detailed description of these heuristics.
For our semi-streaming algorithms, we implement the three heuristics described in Section 6.
We use DP to denote the dynamic programming heuristic for the STK algorithm, and cC and
M for the common color and merge heuristics, respectively, for the STKB algorithm.

7.2 Comparison of Streaming Algorithms

We first compare six variants of our streaming algorithms amongst themselves. For the
primal-dual approach, we include the standard STK algorithm and the STK-DP heuristic. For
the b-matching-based approach, we have the CC (common color) and M (merge) heuristics
in addition to the standard STKB algorithm, for a total of four combinations.

In Figure 2, we show the relative quality results on the SMALL graphs for the streaming
algorithms. We set ¢ = 0.001 and tested with k € {2,4,8,16,32,64,96}, but observed that
beyond k = 32, all the algorithms computed similar weights, as at this point, the solutions
likely contained nearly the entire graph. Hence, we only report results up to k = 32. For
each graph, algorithm, and &k value combination, we conduct five runs and record the mean
runtime, memory usage, and solution weight. We calculate relative time by taking the ratio
of the mean runtime for each algorithm to the mean runtime of a baseline algorithm. Relative
memory and relative weight are similarly computed. We choose STK as the baseline algorithm
for runtime and memory comparisons and STK-DP as the baseline for weight comparisons.
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Figure 2 Summary plots for SMALL instances on different streaming algorithms with ¢ = 0.001.

Plot (a) is a boxplot of relative weights across all instances and & values for each algorithm. Plots (b)
and (c) give the geometric mean of the relative time and memory, respectively, across all instances
with increasing k values. STK is the baseline algorithm for relative time and memory, while STK-DP
is the baseline for relative weight.

We show geometric means of the relative weights computed by each algorithm across all
graphs and k value combinations as box plots in Figure 2 (a). The relative time and relative
memory metrics across increasing k values are plotted in Figure 2 (b) and (c), respectively.

The relative weight of STK-DP is always one, so we do not show it in the plot. In terms
of median relative weight (the red line), STK is the second best, and STKB-CC-M is the third
best. Surprisingly, while the worst-case approximation guarantee of the primal-dual-based
approach is weaker than the b-matching-based approaches, it provides weights that are better
than the latter in nearly all instances. For runtimes, we see that the fastest algorithm
is STK, while the slowest are STKB and STKB-M. STKB-CC and STKB-CC-M both have
similar runtimes and are faster than STKB and STKB-M. The runtime of STK-DP is between
STK and STKB-CC-M. In terms of memory usage, STK requires the least, while STK-DP
requires roughly twice as much memory as STK(1.76 — 1.86x across k). The other four
b-matching-based algorithms behave similarly to each other and are worse than both STK
and STK-DP.

From this experiment, we conclude that among these six streaming algorithm variants,
the best three are STK, STK-DP, and STKB-CC-M. Hence, all the remaining experiments will
report results only for these three variants of the streaming algorithms.

7.3 Comparison with Offline Algorithms

Next, we compare the three streaming algorithms with the four offline algorithms listed
in Table 1. We show the relative runtime, memory, and weight plots for the algorithms
on the SMALL dataset in Figure 3. Due to space constraints, we show the results for the
RMAT dataset in the full version of the paper. We follow the experimental settings and
computations as in Section 7.2 with STK as the baseline for relative time and memory results,
and GPA-IT with local swaps as the baseline for weight results, as these generally performed
the best on their respective metrics.

We first discuss the SMALL graph results. All of the streaming algorithms are significantly
faster than the offline ones. The fastest among these is the STK algorithm, while the slowest
is the b-matching based STKB-CC-M. Among the offline algorithms, GPA-IT is the slowest,
more than 20x slower in geometric mean than STK, while GRDY-IT is more than 15x slower.
The other two algorithms are relatively faster with similar runtimes but still slower than
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Figure 3 Summary plots the streaming and offline algorithms on SMALL dataset with & = 0.001
for the streaming algorithms. Plot (a) is a boxplot of relative weights across all instances and k
values for each algorithm. Plots (b) and (c) give the geometric mean of the relative time and memory,
respectively, across all instances with increasing k values. STK is the baseline algorithm for relative
time and memory, while GPA-IT is the baseline for relative weight.

all streaming algorithms. The speedup for STK w.r.t to NC and K-EC ranges from 3 to 11
across k. As an example, for £ = 8, both NC and K-EC are more than 6x slower than STK.
We also observe that both NC and kK-EC get relatively more efficient as k increases, which
was also reported in [21]. For the memory results, we see that STK requires the least, while
the other two streaming algorithms take almost twice the memory, on average. All the offline
algorithms behave similarly in terms of memory consumption since they all need to store the
entire graph, which dominates the total memory consumption. We see a substantial memory
reduction when using the streaming algorithms, with improvement ranging from 114x to 11x
in geometric mean across k. For smaller values of k this reduction is more pronounced.

We now focus on the case k = 8. All the streaming algorithms consume at least 16x
less memory than the offline algorithms, while for STK it is 32x. For the largest graph
(kron_ g500-logn21) in this set, we see all the offline algorithms require at least 45 GB of
memory while the streaming algorithms consume less than 1GB of memory. We emphasize
that the higher memory requirement of the offline algorithms prohibits them from being run
on larger datasets, as we will see later. While the streaming algorithms are very efficient in
terms of memory and time, we also see they obtain reasonably high solution weights. For
the weight results, we set GPA-IT as the baseline algorithm; hence, we do not include it in
the box plot. All the offline algorithms find heavier weights than the streaming algorithms;
for the NC and K-EC algorithms, we see many outliers compared to the other algorithms.
Among the streaming algorithms, STK-DP obtains the heaviest weight, with only less than 4%
median deviation from the best weight. For STK-DP, the geometric mean of relative weights
is 0.96 at k = 2 and improves to 0.97 at k = 32. The corresponding geometric mean of
relative weights for faster offline algorithms, NC and K-EC are as follows: for k = 2, the
means are 0.96 and 0.97, respectively, and for k = 32, they are 0.97 and 0.98, respectively.
This highlights STK-DP’s comparable quality to the closest practical offline alternatives. The
STK and STKB-CC-M algorithms compute weights where the median deviation from the best
weight is less than 5% and 6%, respectively.

In the full version of this paper, we report results from similar experiments on the
RMAT dataset. Owerall, a similar conclusion can be drawn as the SMALL instances. The
random graphs generated are much smaller than the SMALL instances, and hence the memory
improvements obtained by the streaming algorithms are smaller (6x to 38x in geometric
mean). For the RMAT instances, the streaming algorithms obtain better quality results than
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Table 2 Comparison of streaming algorithms for £k = 8 and € = 0.001 on LARGE graphs.

STK STK-DP STKB-CC-M

Mem. Rel. % Wt. Rel. Rel. % Wt. Rel.
(GB) Time Imprv. Mem. Time Imprv. Mem.

AGATHA_ 2015 1377.54 1.60e+14  49.41 1.64 0.67 1.90 0.99 -1.51 1.69
MOLIERE_ 2016 736.75 8.26e+6  23.28 1.64 2.03 1.78 1.48 0.26 1.22

Graph Time (s) Weight

GAP-kron 629.37 1.20e+10  29.66 1.85 3.05 1.90 1.06 -0.46 1.62
GAP-urand 679.73  9.83e+10  53.25 1.67 3.71 1.57 2.11 -1.30 1.75
com-Friendster 475.13  1.02e+14  22.66 1.62 2.84 1.81 1.49 -4.58 1.54
mycielskian20 86.14 1.99e+12 0.65 2.34 5.30 2.17 0.98 -10.10 1.03

the SMALL instances. The difference between the streaming and the NC and k-EC algorithms
is smaller than seen in the SMALL instances. Both NC and STK-DP achieve similar relative
weights, while K-EC is marginally (within 1%) better.

7.4 LARGE Graph Results

We now discuss our LARGE graph experiments. Since these graphs require longer runtimes,
and our experiments on the smaller graphs reveal little deviation in runtime and memory
across runs (the weight remains constant as our algorithms are deterministic), we report
in Table 2 the results of a single run of our streaming algorithms. We chose k = 8 and set
€ = 0.001 for this experiment. The first three columns represent the time in seconds, weight,
and memory in GB for the baseline STK algorithm, while the next six columns represent
the relative metrics for the STK-DP and STKB-CC-M algorithms. For all the instances, using
STK-DP yields an increase in solution quality over STK, with the average increase being
2.93%. Consistent with the results on smaller graphs, STKB-CC-M obtains the lowest weight
among the streaming algorithms with weight decreasing in almost all the instances compared
to STK and the average decrease is 2.95%. In terms of memory and runtime, STK-DP and
STKB-CC-M require at most twice as much memory and time as the STK algorithm. The
geometric mean of relative memory and runtime of STK-DP is 1.85 and 1.78, respectively,
and for STKB-CC-M they are 1.45 and 1.30, respectively.

For the offline algorithms, we chose NC and K-EC, since the previous experiments show
they have much lower runtimes than the other two iterative matching algorithms. These
algorithms could only be run on the smallest graph in this dataset (mycielskian20) while
respecting the 1 TB memory limit. For this graph, K-EC and NC obtained weights of
1.70e+12 and 1.68e+12, respectively, which are around 18% less than STK-DP. The K-EC
algorithm required more than two hours to compute a solution, while NC required about
twenty minutes. This is much worse than any of the streaming algorithms, as even the
slowest one (STK-DP) required less than four minutes. Both the NC and K-EC algorithms
used around 640 GB of memory, while the memory usage of the streaming algorithms ranges
from 660 MB for STK to 1.4 GB for STK-DP, which provides at least a 450-fold reduction.

Effect of varying €. In the full version of the paper, we show experiments highlighting
the effects of varying € on the LARGE graphs for the STK-DP algorithm. The ¢ parameter
influences both the memory consumption and weight of the solution returned by the algorithm,
and we find that as expected, increasing € decreases both of these values. However, in almost
all cases, the decrease in weight is relatively much smaller than the decrease in memory,
which suggests that using larger values of ¢ in practice can substantially decrease the memory
usage of the algorithm without significantly decreasing the weight of the solution returned.
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Figure 4 Summary plots the streaming and offline algorithms on Facebook TRACE dataset with
€ =0.001 for the streaming algorithms. Plot (a) is a boxplot of relative weights across all instances
and k values for each algorithm. Plots (b) and (c) give the geometric mean of the relative time and
memory, respectively, across all instances with increasing k values. STK is the baseline algorithm for
relative time and memory, while GPA-IT is the baseline for relative weight.

7.5 TRACE Graph Results

Figure 4 shows experimental results for the TRACE dataset. Due to space constraints, we
include only the results for the Facebook graphs since they are the largest. In the full version,
we also show the results for the HPC and pFabric data. We use the same baseline algorithms
and similar setup as the SMALL dataset experiments. Overall the conclusion is similar to the
earlier experiments, except that for these graphs, STKB-CC-M is the fastest. This is because
the edge coloring step in the post-processing for the Facebook graphs is much faster than
for the other graphs. For STK-DP, STK and STKB-CC-M the median values of the geometric
means of the relative weights are 0.96, 0.94, and 0.92, respectively. There are also substantial
runtime and memory (10Xx-512x) improvements compared to the offline algorithms.

8 Conclusions and Future Work

Earlier work on offline maximum weight matching algorithms showed that exact algorithms
do not terminate on graphs with hundreds of millions of edges. Hence, offline approximation
algorithms with near-linear time complexities based on short augmentations were designed [35].
However, our results show that on graphs with billions of edges, even these algorithms require
over 1 TB of memory for the k-DM problem, and do not terminate on such graphs.
Streaming algorithms are designed to reduce memory usage, and our streaming k-DM
algorithms effectively reduce it by one to two orders of magnitude on our test set. Our results
also show that the streaming algorithms are theoretically and empirically faster. In particular,
we conclude that the STK-DP algorithm is the best performer since it only requires modestly
more memory and runtime than the STK algorithm while still computing solutions comparable
(within 5%) to the best offline algorithm. Despite its weaker worst-case approximation ratio,
we also find that STK consistently outperforms STKB-CC-M in solution weight. This raises
1

the question of whether the approximation ratio of STK could be improved to -—.
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