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Abstract
We focus on designing Peer-to-Peer (P2P) networks that enable efficient communication. Over

the last two decades, there has been substantial algorithmic research on distributed protocols for
building P2P networks with various desirable properties such as high expansion, low diameter,
and robustness to a large number of deletions. A key underlying theme in all of these works is to
distributively build a random graph topology that guarantees the above properties. Moreover, the
random connectivity topology is widely deployed in many P2P systems today, including those that
implement blockchains and cryptocurrencies. However, a major drawback of using a random graph
topology for a P2P network is that the random topology does not respect the underlying (Internet)
communication topology. This creates a large propagation delay, which is a major communication
bottleneck in modern P2P networks.

In this paper, we work towards designing P2P networks that are communication-efficient
(having small propagation delay) with provable guarantees. Our main contribution is an efficient,
decentralized protocol, Close-Weaver, that transforms a random graph topology embedded in
an underlying Euclidean space into a topology that also respects the underlying metric. We then
present efficient point-to-point routing and broadcast protocols that achieve essentially optimal
performance with respect to the underlying space.
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1 Introduction

There has been a long line of algorithmic research on building Peer-to-Peer (P2P) networks
(also called overlay networks) with desirable properties such as connectivity, low diameter,
high expansion, and robustness to adversarial deletions [35, 28, 16, 8, 9, 22, 5]. A key
underlying theme in these works is a distributed protocol to build a random graph that
guarantees these desirable properties. The high-level idea is for a node to connect to a
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71:2 Towards Communication-Efficient Peer-To-Peer Networks

small, but random, subset of nodes. In fact, this random connectivity mechanism is used in
real-world P2P networks. For example, in the Bitcoin P2P network, each node connects to 8
neighbors chosen in a random fashion [30]. It is well-known that a random (bounded-degree)
graph is an expander with high probability.12 An expander graph on n nodes has high
expansion and conductance, low diameter (logarithmic in the network size) and robustness
to adversarial deletions – even deleting ϵn nodes (for a sufficiently small constant ϵ) leaves a
giant component of Θ(n) size which is also an expander [19, 6].

Unfortunately, a major drawback of using a random graph as a P2P network is that
the connections are made to random nodes and do not respect the underlying (Internet)
communication topology. This causes a large propagation latency or delay. Indeed, this
is a crucial problem in the Bitcoin P2P network, which has delays as high as 79 seconds
on average [10, 30]. A main cause for the delay is that the P2P (overlay) network induced
by random connectivity can be highly sub-optimal, since it ignores the underlying Internet
communication topology (which depends on geographical distance, among other factors).3
The main problem we address in this paper is to show how one can efficiently modify a given
random graph topology to build P2P networks that also have small propagation latency, in
addition to other properties such as low (hop) diameter and high expansion, with provable
guarantees.

1.1 Motivation, Model, and Definitions
Motivation. We consider a random graph network that is used in several prior P2P network
construction protocols (e.g. [35, 28, 8, 5]). As mentioned earlier, real-world P2P networks,
such as Bitcoin, also seek to achieve a random graph topology (which are expanders with
high probability [32, 19]). Indeed, random graphs have been used extensively to model P2P
networks (see e.g. [28, 35, 16, 8, 29]).

Before we formally state the model that is based on prior works [30, 11, 21], we explain
the motivation behind it; we refer to [30] for more details and give a brief discussion here.
Many of today’s P2P (overlay) networks employ the random connectivity algorithm; in
fact, this is widely deployed in many cryptocurrency systems.4 In this algorithm, nodes
maintain a small number of connections to other nodes chosen in a random fashion. In such
a topology, for any two nodes u and v, any path (including the shortest path) would likely go
through nodes that are not located close to the shortest geographical route (i.e., the geodesic)
connecting u and v. Such paths that do not respect the underlying geographical placement
of nodes often lead to higher propagation delay. Indeed, it can be shown that a random
topology yields paths with propagation delays much higher than those of paths on topologies
that respect the underlying geography [30].

To model the underlying propagation costs, several prior works (see e.g., the Vivaldi
system [11]) have empirically shown that nodes on the Internet can be embedded on a low-
dimensional metric space (e.g., R5) such that the distance between any two nodes accurately

1 In this paper, by expander, we mean one with bounded degree, i.e., the degree of all nodes is bounded
by a constant or a slow-growing function of n, say O(polylog n), where n is the network size.

2 For a graph with n nodes, we say that it has a property with high probability when the probability is
at least 1 − 1/nc for some c ≥ 1.

3 It also ignores differences in bandwidth, hash-strength, and computational power across peers as well as
malicious peers. Addressing these issues is beyond the scope of this paper.

4 In particular, the real-world Bitcoin P2P network, constructed by allowing each node to choose 8 random
(outgoing) connections ([31, 30]) is likely an expander network if the connections are chosen (reasonably)
uniformly at random [34].
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captures the communication delay between them. In fact, the Vivaldi system demonstrates
that even embedding the nodes in a 2-dimensional metric space (e.g., R2) and using the
corresponding distances captures the communication delay quite well. In contrast, the paths
on a random graph topology are highly sub-optimal, since they are unlikely to follow the
optimal path on the embedded metric space.

The work of Mao et al. [30] illustrates the above disparity using the following example
motivated by the above discussion. Consider a network embedded in the unit square
[0, 1] × [0, 1]. The set of nodes (points) V is drawn uniformly at random within the square.
The Euclidean distance, ∥u − v∥2, between any two nodes u, v ∈ V represents the delay or
latency of sending a message from u to v (or vice-versa). We construct a random graph on V

by connecting each node in the unit-square randomly to a small constant number of other
nodes. Since the random graph does not respect the underlying geometry, the propagation
cost between u and v – defined as the sum of the Euclidean distances of the edges in the
shortest path – is significantly greater than the point-to-point (geodesic) distance (∥u − v∥2)
between them. We formally show this in Theorem 3.

By comparison, consider a random geometric graph on V , where the uniformly distributed
nodes are connected as follows: any two nodes u and v are connected by an edge if they are
within a distance ρ of each other [38, 33]. This model, called the G(n, ρ) random geometric
graph model, has connections which respect the underlying geometry. In this graph, we can
show that the shortest path between any two nodes u and v is much closer to the geodesic
shortest path (the straight line path) between u and v [33, 13].

We note that, while the work of Mao et al. [30] showcases the disparity between a random
graph and a random geometric graph (as discussed above) it does not give any theoretical
results on how to convert a random graph topology into a random geometric graph topology.
On the other hand, it gives heuristics to transform a P2P graph constructed on real-world data
to a graph that has smaller propagation delays. The heuristics are based on rewiring edges
to favor edges between nodes that have smaller round-trip delays. It presents experimental
simulations to show that these heuristics do well in practice. However, they do not formally
analyze their algorithm and do not give any theoretical guarantees.

Network Model. Motivated by the above discussion, and following prior works [30, 11, 21],
we model a P2P network G as follows. We assume G to be a d-regular expander (where d is
a constant).5 Note that our results will also apply if G has a random connectivity topology
modeled by a d-regular (or bounded degree) random graph or a G(n, p) random graph (with
p = Θ(log n/n)). We note that such random graphs are expanders with high probability (see
Definition 9) [26]. Our model is quite general in the sense that we only assume that the
topology is an expander; no other special properties are assumed. Furthermore, we assume
that the nodes of G correspond to points that are distributed uniformly at random in a
unit square [0, 1] × [0, 1].6 Although, the assumption of nodes being uniformly distributed is
strong, based on our experiments on the Bitcoin P2P network, this appears to be a reasonable
first approximation.7 Considering more general distribution models is a good direction for
future work (cf. Section 1.4).

5 We assume a d-regular graph for convenience; we could have also assumed that the degree is bounded
by some small growing function of n, say O(log n).

6 Our model can be generalized to higher dimensions by embedding nodes in an m-dimensional hypercube
[0, 1]m.

7 We embedded nodes in the Bitcoin P2P network in a 2-dimensional grid using the Vivaldi algorithm and
although there were many outliers, a significant subset of nodes ended up being reasonably uniformly
distributed.
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We assume each node u knows its ID and, while node u need not know its coordinates, it
is able to determine its distance (which captures propagation delay) to any node v given
only the ID of v.8 In particular, we assume for convenience that a node can determine the
Euclidean and the Manhattan distances (i.e., L2 and L∞ norms respectively) between itself
and another node if it knows the ID of that node.

An important assumption is that nodes initially have only local knowledge, i.e., they
have knowledge of only themselves and their neighbors in G. In particular, they do not have
any knowledge of the global topology or of the IDs of other nodes (except those of their
neighbors) in the network. We assume that nodes have knowledge of the network size n (or
a good estimate of it).

We assume a synchronous network where computation and communication proceeds
in a sequence of discrete rounds. Communication is via message passing on the edges of
G. Note that G is a P2P (overlay) network in the sense that a node u can communicate
(directly) with another node v if u knows the ID of v. This is a typical assumption in the
context of P2P and overlay networks, where a node can establish communication with another
node if it knows the other node’s IP address, and has been used in several prior works (see
e.g. [5, 4, 22, 36, 17]). Note that u can know the ID of v either directly, because u and v are
neighbours in G, or indirectly, through received messages. In the latter case, this is equivalent
to adding a “virtual” edge between u and v. Since we desire efficient protocols, we require
each node to send and receive messages of size at most polylog (n) bits in a round. In fact, a
node will also communicate with only polylog (n) other nodes in a round. Additionally, the
number of bits sent per edge per round is O(polylog (n)).

1.2 Preliminaries
We need the following concepts before we formally state the problem that we address and
our contributions.

Embedded Graph. We define an embedded graph as follows.

▶ Definition 1. Let G = (V, E) be any graph and consider a random embedding of the
nodes V into the unit square, i.e., a uniform and independent assignment of coordinates
in [0, 1] × [0, 1] to each node in V . This graph, together with this embedding, is called an
embedded graph, and we induce weights on the edge set E, with the weight of an edge (u, v)
equal to the Euclidean distance between the coordinates assigned to u and v, respectively.

Routing Cost. We next define propagation cost to capture the cost of routing along a path
in an embedded graph.

▶ Definition 2. Let G be an embedded graph. For any path P = (v1, v2, . . . , vk−1, vk) the
propagation cost, also called the routing propagation cost, of the path P is the weight of
the path P given by dG(P ) =

∑k−1
i=1 d(vi, vi+1), i.e., the sum of the weights (the Euclidean

distances) of edges along the path. The value k, denoted by hopcountG(P ), is the hop count
(or hop length) of the path P . The minimum propagation cost between the nodes u and v is
the weight of the shortest path between u and v in the embedded graph.

8 Note that this assumption has to do only with implementing our protocols in a localized manner (which
is relevant in practice) and does not affect their correctness or efficiency. In the Internet, for example,
point-to-point propagation delay can be measured locally: a node can determine the round-trip-time to
another node using the ping network utility [7]. On the other hand, it is also possible for a node to
determine its coordinates – as mentioned earlier, systems such as Vivaldi [11] can assign coordinates in
a low dimensional space (even R2) that accurately capture the propagation delay between nodes.
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Note that the propagation cost between two nodes is lower bounded by the Euclidean
distance between them. Given two nodes, we would like to route using a path of small
propagation cost, i.e., a path whose propagation cost is close to the Euclidean distance
between the two nodes. In particular, we would like the ratio between the two to be small.
(We would also like the hop count to be small.)

The following theorem shows that, in a d-regular random graph G embedded in the unit
square, the ratio of the propagation cost of the shortest path between two nodes u and v in
G to the Euclidean distance between those nodes can be as high as Ω(

√
n) on expectation.

Thus a P2P topology that is modeled by a random graph topology has a high propagation
cost for some node pairs.

▶ Theorem 3. Let G be a d-regular random graph embedded in the unit square. Then, there
exists a pair of nodes u and v in G such that dG(P )/d(u, v), the ratio of the propagation cost
of the shortest path P between u and v to the Euclidean distance between them is Ω(

√
n) on

expectation.

We use propagation cost to measure the performance of a routing algorithm in G. The
goal is to construct a graph topology so that one can find paths of small propagation costs
between every pair of nodes. Moreover, we want a routing algorithm that routes along paths
of small propagation cost while also keeping the hop length small.

Broadcast Performance Measures. Next, we quantify the performance of a broadcasting
algorithm.

▶ Definition 4. Consider a broadcast algorithm A that broadcasts a single message from
a given source to all other nodes in some connected embedded graph G. The broadcast
propagation cost of algorithm A on graph G is defined as the the sum of the Euclidean
distance of the edges used by A to broadcast the message.

Notice that the broadcast propagation cost roughly captures the efficiency of a broadcast
algorithm. We note that the best possible broadcast propagation cost for a graph is
broadcasting by using only the edges of the minimum spanning tree (MST) on G. In
particular, this yields the following lower bound for a graph whose nodes are embedded
uniformly at random in the unit square. The proof follows from a bound on the weight of a
Euclidean MST on a set of points distributed uniformly in a unit square [2].

▶ Theorem 5 (follows from [2]). The broadcast propagation cost of any algorithm A on an
embedded graph G whose nodes are distributed uniformly in a unit square is Ω(

√
n) with high

probability.

On the other hand, we show that the broadcast propagation cost of the standard flooding
algorithm [37] on a random graph embedded in a unit square is high compared to the above
lower bound.

▶ Theorem 6. Let G be a d-regular random graph embedded in the unit square. The standard
flooding algorithm on G has Θ(n) expected broadcast propagation cost.

We also use other metrics to measure the quality of a broadcast algorithm A. The broadcast
completion cost and broadcast completion time measure, respectively, the propagation cost
and the number of hops needed to reach any other node v from a given source u.

ESA 2024



71:6 Towards Communication-Efficient Peer-To-Peer Networks

▶ Definition 7. Consider a broadcast algorithm A that broadcasts a single message from
some source node z to all other nodes in some connected graph G(V, E). The broadcast
completion cost of A on G is the maximum value of the minimum propagation cost between
the source node s and any node u considering paths taken by the message in A, taken over
all nodes u ∈ V and all possible source nodes s ∈ V . More precisely, let PropA(s, u) be the
minimum propagation cost for a message sent from the node s to reach node u using broadcast
algorithm A and define PropA(s) = maxu∈V PropA(s, u). Then, broadcast completion cost is
maxs∈V PropA(s). The broadcast completion time of A on G is simply the number of rounds
before the message from the source node reaches all nodes.

Conductance and Expanders. We recall the notions of conductance of a graph and that of
an expander graph.

▶ Definition 8 (Conductance). The conductance ϕ(G) of a graph G = (V, E) is defined as:
ϕ(G) = minS⊆V

|E(S,S)|
min{Vol S,Vol S}

where, for any set S, E(S, S) denotes the set of all edges
with one vertex in S and one vertex in S = V − S, and Vol(S), called the volume of S, is
the sum of the degrees of all nodes in S.

▶ Definition 9 (Expander Graph). A family of graphs Gn on n nodes is an expander family
if, for some constant α with 0 < α < 1, the conductance ϕn = ϕ(Gn) satisfies ϕn ≥ α for all
n ≥ n0 for some n0 ∈ N.

Random Geometric Graph.

▶ Definition 10 (Random Geometric Graph). A random geometric graph, G(n, ρ) = (V, E),
is a graph of n points, independently and uniformly at random placed within [0, 1] × [0, 1]
(the unit square). These points form the node set V , and for two nodes u and v, (u, v) ∈ E

if and only if the distance d(u, v) is at most ρ, for parameter 0 < ρ = f(n) ≤ 1.

We note that the distance between points is the standard Euclidean distance. The G(n, ρ)
graph exhibits the threshold phenomenon for many properties, such as connectivity, coverage,
presence of a giant component, etc. [38, 33]. For example, the threshold for connectivity
is ρ = Θ(

√
log n/n), i.e., if the value of ρ is Ω(

√
log n/n), the graph G(n, ρ) is connected

with high probability; on the other hand, if ρ = o(
√

log n/n), then the graph is likely to
be disconnected. It is also known [14] that the diameter of G(n, ρ) (above the connectivity
threshold) is Θ̃(1/ρ) with high probability.9

1.3 Problems Addressed and Our Contributions
As shown in Theorems 3 and 6, routing (even via the shortest path) and the standard flooding
broadcast protocol in an embedded random graph G have a relatively large point-to-point
routing propagation cost and broadcast propagation cost, respectively.

Given a P2P network modeled as a random graph G embedded on a unit square, the
goal is to design an efficient distributed protocol to transform G into a network G∗ that
admits efficient communication primitives for the fundamental tasks of routing and broadcast,
in particular, those that have essentially optimal routing and broadcast propagation costs.
Furthermore, we want to design optimal routing and broadcast protocols on G∗. (Broadcasting
is a key application used in P2P networks that implement blockchain and cryptocurrencies
in which a block must be quickly broadcast to all (or most) nodes in the network.)

9 Throughout, the Õ notation hides a polylog n factor and Ω̃ hides a 1/(polylog n) factor.



K. Hourani, W. K. Moses Jr., and G. Pandurangan 71:7

Our contributions are as follows:
1. We develop a theoretical framework to model and analyze P2P network protocols, specifi-

cally point-to-point routing and broadcast (see Section 1.1).
2. We present an efficient distributed P2P topology construction protocol, Close-Weaver,

that takes a P2P expander network G and improves it into a topology G∗ that admits
essentially optimal routing and broadcast primitives (see Section 2). Our protocol uses only
local knowledge and is fast, using only O(polylog n) rounds. Close-Weaver is based
on random walks which makes it quite lightweight (small local computation overhead)
and inherently decentralized and robust (no single point of action, no construction of
tree structure, etc). It is also scalable in the sense that each node sends and receives
only O(polylog n) bits per round and communicates with only O(polylog n) nodes at any
round. We assume only that the given topology G is an expander graph; in particular, G

can be random graph (modeling a random connectivity topology, see Section 1.1).
3. To show the efficiency of G∗, we develop a distributed routing protocol Greedy-Routing

as well as broadcast protocols Geometric-Flooding and Compass-Cast that have
essentially optimal routing and broadcast propagation costs, respectively (see Section 3).

For lack of space, we refer to the full paper for proofs, additional details, and figures.

1.4 Other Related Work

There are several works (see e.g., [3, 15, 17]) that begin with an arbitrary graph and reconfigure
it to be an expander (among other topologies). The expander topology constructed does
not deal with the underlying (distance) metric. Our work, on the other hand, starts with
an arbitrary expander topology (and here one can use algorithms such as the one in these
papers to construct an expander overlay to begin with) and reconfigures it into an expander
that also optimizes the propagation delay with respect to the underlying geometry. Thus our
work can be considered as orthogonal to the above works.

There has been significant amount of work on a related problem, namely, constructing
distributed hash tables (DHTs) and associated search protocols that respect the underlying
metric [40, 39, 23, 1, 12, 18]. In this line of work, nodes store data items and they can
also search for these items. The cost of the search, i.e., the path a request takes from the
requesting node to the destination node, is measured with respect to an underlying metric.
The goal is to build an overlay network and a search algorithm such that the cost of all
paths is close to the metric distance. Our work is broadly in same spirit as these works,
with a key difference. While the previous works build an overlay network while assuming
global knowledge of costs between all pairs of nodes, our work assumes that we start with
a sparse (expander) topology with only local knowledge of costs (between neighbors only),
which is more realistic in a P2P network. Furthermore, in these works, the underlying
metric is assumed to be growth-restricted which is more general than the 2-dimensional plane
assumed here. In a growth-restricted metric, the ball of radius 2r around a point x contains
at most a (fixed) constant fraction of points more than the ball of radius r around x. This is
more general than the uniform distribution in a 2-dimensional plane assumed here (which
is a special case of growth-restricted) since, in a growth-restricted metric, points need not
be uniformly dense everywhere. An interesting direction of future work is extending our
protocols to work in general growth-restricted metrics.
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Routing protocols (that are similar in spirit to ours) that assume that each node knows
its position and that of its neighbors and that the position of the destination is known to
the source are sometimes referred to as geometric routing and greedy approaches to such
routing have been explored extensively in the literature (e.g, [25], [24], [27] and the references
therein).

2 Close-Weaver: A P2P Topology Construction Protocol

We show how to convert a given d-regular (d is a constant) expander graph embedded in the
Euclidean plane (Definition 1) into a graph that, in addition to having the desired properties
of an expander, also allows more efficient routing and broadcasting with essentially optimal
propagation cost.10 The main result of this section is the Close-Weaver protocol, running
in polylog n rounds, that yields a network with O(log2 n) degree and contains a random
geometric graph as a subgraph.

2.1 The Protocol
Brief Description. Starting with an embedded, d-regular expander G = (V, E), the algo-
rithm constructs a series of expander graphs, one per phase, such that in each phase i, each
node u connects to some O(log n) random neighbors located in a square (box) of side-length
ri centered at u (that intersects the unit square), where 0 < r < 1 is a fixed constant (we can
fix r = 1/4 due to technical considerations in Section 3.1). In the final phase, κ, each node u

connects to all O(log n) neighbors contained in the square of side length rκ at its center. In
this manner, we construct a final graph, which is the union of the original graph and all graphs
constructed in each phase, which has low degree (O(log2 n)) and low diameter (O(log n)).
We note that we require r2κn = Θ(log n), and hence κ = Θ(log n − log log n)/(log 1/r).

Our protocol makes extensive use of random walks and the following lemma is useful in
bounding the rounds needed to perform many random walks in parallel under the bandwidth
constraints (polylog n bits per edge per round).

▶ Lemma 11 (Adapted from Lemma 3.2 in [42]). Let G = (V, E) be an undirected graph and
let each node v ∈ V , with degree deg(v), initiate η deg(v) random walks, each of length λ.
Then all walks finish their respective λ steps in O(ηλ log n) rounds with high probability.

Detailed Description. Let Bu(ℓ) denote the intersection of the unit square (recall that the
Euclidean plane is constrained to a square grid of side length 1) and the square of side-length
ℓ centered at node u. Note that if u is located at least distance ℓ/2 from every edge of the
grid, then Bu(ℓ) is merely the square with side-length ℓ centered on u. Run the following
algorithm for κ = c log n phases, for appropriately chosen constant c, starting from phase 1.
The first κ − 1 phases are described below and the final phase is described subsequently.

In each phase 1 ≤ i ≤ κ − 1, we associate a graph with each node u that contains all
nodes and their associated edges inside Bu(ri) created in phase i – which we denote by
Gu(i). Denote the initial graph for a node u by Gu(0) (note that Gu(0) ≡ G). Define
G(i) = ∪u∈V Gu(i), i.e., the union of these graphs across all nodes (note that G(0) ≡ G).

10 As mentioned earlier, our protocol will also work for d-regular random graphs which are expanders
with high probability. Also, the graph need not be regular; it is enough if the degree is bounded, say
O(polylog n), to get the desired performance bounds.
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First κ − 1 phases: Each phase i ∈ {1, 2, . . . , κ − 1}, consists of two major steps outlined
below: (Note that we assume at the beginning of phase i, graphs Gu(i − 1) have been
constructed for all u.) In phase i, we construct Gu(i) for all u using lazy random walks.

(1) For each node u, perform Θ(log n) lazy random walks of length 2τ , where τ = a log n

(for a constant a sufficiently large to guarantee rapid mixing, i.e., reaching close to the
stationary distribution), in Gu(i − 1), which is assumed to be an expander (this invariant
will be maintained for all i).
A lazy random walk is similar to a normal random walk except that, in each step, the
walk stays at the current node u with probability 1 − deg(u)/(∆ + 1), otherwise it travels
to a random neighbor of u (in Gu(i − 1), i.e., in box Bu(ri−1)). Here, deg(u) is the
degree of u and ∆ is an upper bound on the maximum degree, which is O(log n) in
Gu(i − 1) (by protocol design). We maintain the ratio deg(u)/(∆ + 1) = O(1) in every
phase (by protocol design), hence the slowdown of the lazy random walk (compared to
the normal random walk) is at most a constant factor. It is known that the stationary
distribution of a lazy random walk is uniform and such a walk, beginning at a node u,
will arrive at a fixed node v in Gu(i − 1) with probability 1/n ± 1/n3 after τ number
of steps [41]. Thus, a lazy random walk from u gives a way to sample a node nearly
uniformly at random from the graph Gu(i − 1). Each lazy random walk starting from
u is represented by a token containing the ID of u, the current phase number, and the
number of steps remaining in the lazy random walk; in phase i, this token is passed from
node to node to simulate a random walk within Bu(ri−1).11

Note that each node v that receives the token only considers the subset of its neighbors
that are within Bu(ri−1) when considering nodes to pass the token to. After 2τ steps, if
the token lands within Bu(ri), the random walk is successful. By Lemma 11, all walks will
finish in O(log3 n) rounds in the first phase and O(log2 n) rounds in subsequent phases
with high probability. Note that, to maintain synchronicity, all nodes participate and
wait for O(log3 n) rounds to finish in the first phase and O(log2 n) rounds in subsequent
phases.

(2) The graph Gu(i) = (Vu(i), Eu(i)) is constructed as follows: its node set Vu(i) is the set
of all nodes in the box Bu(ri). Edges from nodes in Vu(i) are determined as follows.
Suppose a lazy random walk from a node x ∈ Vu(i) successfully ends at y, i.e., y is within
the box of Bx(ri) (note that, unless u = x, this box is different from Bu(ri), but does
overlap with at least 1/4 of Bu(ri). Node y will send a message to x informing it that
its random walk successfully terminated at y. Among all such nodes that notify x, x will
sample (without replacement) a subset of b log n nodes (for a fixed constant b) and add
undirected edges to these sampled nodes. The edge set Eu(i) of Gu(i) consists only of
edges between nodes in Vu(i).

Last phase: The final phase is similar, except that each node u initiates a larger number
of random walks, so that with high probability all nodes within the box Bu(rκ) (note that
rκ = Θ(

√
log n/n)) are sampled and thus u is able to form connections to all nodes in Bu(rκ)

(which contains Θ(log n) nodes). This will ensure that G(κ) = ∪u∈V Gu(κ) contains a random
geometric graph G(n, ρ) with ρ = Θ(

√
log n/n). More precisely, in the final phase (phase κ),

each node u runs Θ(log2 n) random walks on G(κ − 1) to all nodes within Bu(rκ) to form
graph G(κ).

11 As assumed in Section 1.1, a node on the random walk path can check whether it is within the box
Bu(ri−1) centered at the source node u, since it knows the ID Of u and hence the L∞ distance from u.
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The final graph G∗ is the union of the graphs G(i), 0 ≤ i ≤ κ. Algorithm 1 gives a
high-level summary of the protocol.

Algorithm 1 Close-Weaver Construction Protocol.

1: for each node u and phase i in {1, 2, . . . , κ − 1} do
2: u performs Θ(log n) random walks of length 2τ = Θ(log n) in Gu(i − 1)
3: u connects to Θ(log n) nodes where random walks are successful
4: end for each
5: for each node u do
6: u initiates Θ(log2 n) lazy random walks in Bu(rκ) and connects to nodes where walk ends

successfully
7: end for each

2.2 Protocol Analysis
We prove that, with high probability, the protocol takes O(log3 n) rounds and constructs a
graph G∗ that has maximum degree O(log2 n) and contains a random geometric graph as a
subgraph (besides being an expander).

To argue that the constructed graph G∗ contains a random geometric graph, we show
that the series of graph constructions proceeds correctly in each phase, resulting in the last
phase constructing G(κ), the desired random geometric graph. Each phase i crucially relies
on the fact that the subgraph induced by a given node u in phase i − 1, Gu(i − 1), is an
expander. In each phase i, we perform several lazy random walks starting from each node u

on Gu(i − 1). Since the lengths of lazy random walks starting at u performed on Gu(i − 1)
are Ω(log n), we see that they run longer than the mixing time of Gu(i − 1), resulting in the
final destination of the walk, i.e, the neighbor of u in that phase resulting from the random
walk, being chosen uniformly at random from the vertices of Gu(i − 1). This property is
useful in the analysis. The random walks performed by each node u in phase i result in
at least Ω(log n) neighbors that can be used by u to construct its part of the graph G(i).
Finally, with high probability, the subgraph induced by edges of length less than rκ forms a
random geometric graph(see full version).

To argue about the maximum degree of the graph, notice first that we construct at most
κ = O(log n) subgraphs, one per phase. By showing that each of these subgraphs has a
maximum degree of O(log n) with high probability, we show that the maximum degree of the
graph is O(log2 n) with high probability. The degree of any node in G(i) does not exceed
O(log n), for all phases i excluding the final phase κ (see full paper). In our analysis, we
bound the number of nodes in a box surrounding a given node, and in particular show that
the degree of each node in the final phase does not exceed O(log n) with high probability,
i.e., the maximum degree of the graph G(κ) is O(log n).

All these properties of the final graph G∗ are captured by Theorem 12. We argue about
the run time directly in the proof of Theorem 12.

The key lemma is showing that each graph G(i) formed at the end of each phase i is an
expander. It can be proved by induction on i. The base case is given, since Gu(0) ≡ G and
G is an expander. For the induction hypothesis, we assume that Gu(i − 1) is an expander
and prove that Gu(i) is an expander as well. The main technical idea behind the proof is
to show that, with high probability, every subset of nodes (that is of size at most half the
size of Vu(i)) has a conductance that is at least some fixed constant. The protocol initiates
random-walks by each node in each phase of the algorithm to construct an expander, and
the random walks occur over different subgraphs (regions). This make it non-trivial to show
that the constructed subgraph around each node is an expander at each phase. Since each
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node does random walks in a local region around itself, the expansion proof has to be done
carefully. To save space, we leave the required lemmas and proof of Theorem 12 for the full
version of the paper.

▶ Theorem 12. The Close-Weaver protocol (Algorithm 1) takes an embedded d-regular
expander graph and constructs a graph in O(log3 n) rounds such that:

(i) its degree is O(log2 n) with high probability
(ii) and it contains a random geometric graph G(n, ρ) (where ρ = Θ(

√
(log n)/n) with high

probability.

3 Efficient Communication Protocols

In this section, we present efficient routing and broadcast algorithms for the graph G∗ that
was constructed using the P2P protocol Close-Weaver in Section 2. Since the properties
of G∗ hold with high probability, the correctness of the protocols and the associated bounds
in the theorems hold with high probability.

3.1 Efficient Broadcasting Protocols
Let us assume that we are given a source node source with a message that must be broadcast
to every node in the graph. In this section, we design broadcast algorithms to be run on the
graph G∗ that is constructed by the P2P construction protocol in Section 2. In order to argue
about the efficiency of broadcast, we use broadcast propagation cost, broadcast completion
cost, and broadcast completion time (see Section 1.2).

First, we present a simple flooding-based broadcast algorithm called Geometric-
Flooding, in Section 3.1.1, that has optimal broadcast propagation cost (up to polylog n

factors) and optimal broadcast completion cost (up to polylog n factors) but at the expense
of a very bad broadcast completion time. In particular, the broadcast propagation cost is
Õ(

√
n), the broadcast completion cost is Õ(1), and the broadcast completion time is Õ(

√
n).

From Theorem 5, we see that this broadcast propagation cost is asymptotically optimal
up to polylog n factors for any broadcast algorithm run by nodes uniformly distributed in
Euclidean space.

In order to obtain optimal bounds (up to polylog n factors) for all three metrics, we
design a more sophisticated algorithm called Compass-Cast, in Section 3.1.2, that requires
that each node knows its own coordinates (instead of merely the distance between itself
and some other node). Compass-Cast has broadcast propagation cost Õ(

√
n), broadcast

completion cost O(1), and broadcast completion time Õ(1).

3.1.1 Algorithm Geometric-Flooding
Brief Description. The algorithm consists of each node participating in flooding over G(κ).
Initially, the source node sends the message to all its neighbors in G(κ). Subsequently, each
node, once it receives the message for the first time, transmits that message over each of its
edges in G(κ).

Analysis. In G(κ), each node has O(log n) neighbors and the weight of each edge is O(rκ).
So, the sum of the edge weights in the graph, i.e., the broadcast propagation cost, is
O(n · log n · rκ) = O(n · log n ·

√
log n/n) = O(

√
n log3 n).

The broadcast completion time corresponds to the diameter of the random geometric
graph G(κ). From [14], we see that the diameter of a random geometric graph G(n, ρ)
embedded in a unit grid is Θ̃(1/ρ). For the graph G(κ), ρ = Θ(

√
log n/n). So the broadcast

completion time is Θ̃(
√

n).
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The broadcast completion cost is upper bounded by the product of diameter and edge
weight, so it is Õ(1).

The following theorem captures the relevant properties of the algorithm.

▶ Theorem 13. Algorithm Geometric-Flooding, when run by all nodes on G∗, results in
a message being sent from a source node source to all nodes in Õ(

√
n) broadcast completion

time with broadcast completion cost Õ(1) and broadcast propagation cost O(
√

n log3 n), which
are all asymptotically optimal up to polylog n factors.

3.1.2 Algorithm Compass-Cast
Note that for this section, due to technical considerations, we assume that the parameter
r in the P2P construction protocol is chosen so that r ≤ 0.25 and 1/r is an integer. We
additionally assume that nodes know their own coordinates.

In order to describe the algorithm, we make use of the following notation for ease of
explanation. Let Hi represent the partition of the unit grid into a 1/ri by 1/ri grid of 1/r2i

equal size squares.

Brief Description. The efficient broadcast of a message can be done in three phases. In
phase one, the message is propagated to exactly one node in each square of H2 using G(1).
Phase two is used to propagate the message to exactly one node in each square in Hκ in a
recursive manner as follows. Each node that received a message at the end of phase one
takes “ownership” of all square of H3 that lie within its square of H2 and sends the message
to exactly one node in each such square of H3. In this manner, each node u with the message
in a square in Hi, i ≤ 2 < κ, chooses one node per square of Hi+1 that lies within u’s square
of Hi and sends the message to them. Finally, exactly one node in each square of Hκ will
have the message. Phase three is used to propagate the message to every node in G∗ by
having each node in the proceedings phase transmit the message to all its neighbors in G∗.
Subsequently, each node that received the message further transmits it to all its neighbors
in G∗.

To save space, the analysis of algorithm Compass-Cast, which yields Theorem 14, is
left for the full version.

▶ Theorem 14. Algorithm Compass-Cast, when run by all nodes on G∗, results in a
message being sent from a source node source to all nodes with broadcast completion cost
O(1), and O(log n) broadcast completion time and broadcast propagation cost O(

√
n log3 n),

which are asymptotically optimal up to polylog n factors.

3.2 An Efficient Routing Protocol
In this section, we present an efficient routing algorithm, Algorithm Greedy-Routing
(pseudocode in Algorithm 2), which allows us to route a packet from any source S to
any destination F in O(log n) hops using G∗ such that the path taken has propagation
cost O(d(S, F )), where d(S, F ) is the Euclidean distance between S and F . An important
property of this routing protocol is that it is localized and greedy: any node needs only local
information (of itself and its neighbors) to route a given message to its final destination.

Due to a lack of space, we give only the theorem statement below. A full analysis may be
found in the full version.

▶ Theorem 15. Consider the graph G∗ obtained at the end of Algorithm 1. For any source
node S and any destination node F , routing a packet from S to F using Algorithm 2 takes
O(log n) hops and the propagation cost of the routed path is O(d(S, F )), where d(S, F ) is the
Euclidean distance between S and F .
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Algorithm 2 Greedy Routing – forwarding a message m from node S to node F .
1: current = S
2: dist = ∞
3: while current ̸= F do
4: Send a message to every neighbor of current requesting d(neighbor, F )
5: for each neighbor of current do
6: new-dist = d(neighbor, F )
7: if new-dist < dist then
8: dist = new-dist
9: closest-neighbor = neighbor

10: end if
11: end for each
12: forward message to closest-neighbor (which then becomes current)
13: end while

4 Conclusion and Future Work

We consider this work as a theoretical step towards the design and analysis of P2P topologies
and associated communication protocols. While our theoretical framework is only a rough
approximation to real-world P2P networks, it provides a rigorous model for the design and
analysis of P2P protocols that takes into account propagation delays that depend on not
only the graph topology but also on the distribution of nodes across the Internet. Our model
is inspired by several studies on the Internet, particularly the Vivaldi system [11], which
posits how nodes on the Internet can be assigned coordinates in a low-dimensional, even
2-dimensional, Euclidean space, that quite accurately captures the point-to-point latencies
between nodes. We have additionally performed empirical research, via simulation, on
the Bitcoin P2P network that suggests that the model is a reasonable approximation to a
real-world P2P network. We have also performed preliminary simulations of our routing
and broadcast protocols which broadly support our theoretical bounds. We leave a detailed
experimental study for future work.

An open problem would be to devise a protocol that has similar guarantees to Close-
Weaver, but with a better degree guarantee, such as a constant degree.
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