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—— Abstract
We show that a simple greedy algorithm is 4.75-competitive for the Laminar Matroid Secretary

Problem, improving the 3v/3 ~ 5.196-competitive algorithm based on the forbidden sets technique
(Soto, Turkieltaub, and Verdugo, 2018).
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1 Introduction

Decision-making under uncertainty has always been a central research topic in Computer
Science and Operations Research. A classical problem, and one of the oldest in this area,
is the Secretary Problem [4, 6, 11]. Here a decision-maker wants to hire the best secretary
out of n applicants. The applicants are interviewed one at a time by a random order. After
each applicant’s interview, the decision-maker learns how he/she ranks compared to the
previous applicants, and must then immediately decide whether to hire him/her. The goal is
to maximize the probability of hiring the best secretary. This problem has been extensively
studied in the literature and several optimal e-competitive algorithms have been proposed.
A well-known elegant solution by Dynkin [4] goes as follows: reject the first 2 applicants,
and then hire the first subsequent applicant that is better than all previous applicants.
Babaioff, Immorlica, and Kleinberg [2] formulated a generalization called the Matroid
Secretary Problem, which considers hiring r > 1 secretaries subject to a matroid constraint.
From now on, we will refer to the secretaries as elements. We are given a matroid M = (E,7),
where F is a finite set of elements and Z C 2 is a collection of independent sets of elements
from E. We will defer the definition of general matroids to the next section, and refer
interested readers to the textbook by Oxley [13] for an in-depth exposition of matroid theory.
For now, readers may think of Z as the collection of all subsets with size at most r, known
as the r-uniform matroid, as a running example. Each element e € E has a positive weight
we. Elements’ weights are revealed to the algorithm one at a time by a random order. After
observing an element’s weight, the algorithm must immediately decide whether to select the
element. The goal is to select an independent set that maximizes the sum of the weights of
the elements in it. An algorithm is c-competitive if the expected total weight of its selected

elements is at least a % fraction of the total weight of the optimal solution in hindsight.
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Babaioff et al. [2] conjectured the existence of a constant competitive algorithm for the
Matroid Secretary Problem, which has been a major open question in the literature for more
than a decade. The best competitive ratio so far is O(loglogr), due to Lachish [10] and
Feldman, Svensson, and Zenklusen [5].

Although the general Matroid Secretary Problem remains elusive, much progress has
been made toward designing constant competitive algorithms for special matroids. This
paper focuses on the laminar matroids. A laminar family F over elements F is a collection
of subsets of elements such that any pair of distinct subsets A and B are either related by
containment or disjoint, i.e., either A C B, or B C A, or AN B = {). A laminar matroid puts
a capacity ¢(B) on each subset B € F; a subset of elements is independent if it has at most
¢(B) elements in each B € F. We call it the Laminar Matroid Secretary Problem.

Im and Wang [7] gave the first constant competitive algorithm for laminar matroids,
with a competitive ratio of 1%&. Jaillet, Soto, and Zenklusen [8] proposed an improved
3v/3e ~ 14.12-competitive algorithm by reducing it to the problem with partition matroids
and running an e-competitive algorithm on the resulting problem. Ma, Tang, and Wang [12]
showed that directly running a greedy algorithm is 9.6-competitive. Finally, Soto, Turkieltaub,
and Verdugo [15] introduced the forbidden sets technique and applied it to various matroids.
For laminar matroids, they combined it with the reduction to partition matroids by Jaillet
et al. [8] to yield the best existing 3v/3 ~ 5.196-competitive ratio.

This paper considers a simple greedy algorithm that is different from the previous greedy
algorithm by Ma et al. [12]. We show that our algorithm is 4.75-competitive for the Laminar
Matroid Secretary Problem, improving upon the best existing result by Soto et al. [15].

2 Preliminaries

We will assume that the elements’ weights are distinct, which simplifies the arguments by
avoiding tie-breaking cases. This is without loss of generality as we can randomly perturb
the weights with negligible Gaussian noise.

For notational simplicity, we write S + e for S U {e} and S — e for S\ {e}.

» Definition 1. A matroid M = (E,T) consists of a set of elements E and collection of
subsets of elements I called the independent sets, with the following properties:
Non-empty Property: & e€Z1;
Hereditary Property: Forany S CT CFE,if T X then S €Z;
Augmentation Property: For any S,T € T such that |S| > |T|, there exists an element
e€ S\T such that T +e€T.

Another useful property of matroids, even considered to be the fourth axiom by some, is
the following Exchange Property.

» Lemma 2 (c.f., Schrijver [14], Corollary 39.12a). For any S,T € T such that |S| = |T|, for
any e € S\ T, there is an element ¢’ € T\ S such that S —e+¢/,T —¢' +e€ 1.

Let OPT denote the independent set that maximizes the sum of its elements’ weights,
which is unique when all the elements have distinct weights. We will use a well-known
property of matroids, whose proof we include for self-containedness.

» Lemma 3. For any matroid M = (E,I), and any subset of elements S C E, the elements

in OPT NS also belong to the optimal solution of the sub-matroid restricted to the elements
in S, ie., Mg =(S,ZN2%).



Z. Huang, Z. Parsaeian, and Z. Zhu

Proof. Let OPT(S) denote the optimal solution of sub-matroid Mg. Suppose to the contrary
that there exists an element e € OPT N S such that e ¢ OPT(S).
We first show that there is an element ¢’ € OPT(S) such that:

OPT —e+¢ , OPT(S)—¢ +e € T.

If JOPT(S)| = |OPT), it follows by the exchange property.

Next suppose that |OPT(S)| < |OPT|. By repeatedly applying the augmentation
property, we can find elements ey, ea, ..., e, € OPT\OPT(S), where k = |OPT|—|OPT(S)|,
such that OPT(S) +e; + -+ + e, € Z. Further, the optimality of OPT(S) and the
fact that e ¢ OPT(S) indicate ey, ...,er # e. We next apply the exchange property to
OPT(S)+e1+---+e, and OPT to conclude that there is an element e’ € (OPT(S)+e;+-- -+
er)\OPT = OPT(S)\OPT such that OPT—e+¢' € T and OPT(S)+e1+---+ep—e'+e € T.
Finally, the latter implies OPT(S) — e’ 4+ e € Z by the hereditary property.

Given such an element €', we can now derive a contradiction from the optimality of OPT
and OPT(S): the optimality of OPT implies w, > w,, while the optimality of OPT(S)
indicates wer > we (recall that e & S). <

3 Greedy Algorithm

This section introduces our greedy algorithm. Instead of letting the elements arrive one by
one in n discrete time steps, we consider an equivalent continuous time model, in which
each element’s arrival time is drawn independently and uniformly between 0 and 1.! The
continuous time model implies independence of different elements’ arrival times, which leads
to a simpler analysis.

We further define the following notations:

Let E(t) denote the set of elements that arrive from time 0 to ¢ (inclusive).

Let OPT'(t) be the optimal solution with respect to elements in E(t).

Let OPT = OPT(1) denote the optimal solution with respect to all elements.

For some time threshold 3 to be determined, our greedy algorithm rejects all elements
that arrive before ¢y, like the classical algorithm by Dynkin [4]. For an element that arrives
at time tg < t < 1, the algorithm selects it under two conditions: it belongs to the offline
optimal solution with respect to the arrived elements in F(t); and adding it to the selected
elements gives an independent set.

Algorithm 1 Greedy.
input : matroid M = (E,Z) and a threshold time ¢

output : set of selected elements ALG, initialially set to be the empty set @.

for each element e that arrives at time 0 <t <1 do
| let ALG + ALGUeif (1)t > ¢, (2) e € OPT(t), and (3) ALGUe € T.
end

Algorithm 1 is computationally efficient. In particular, OPT(¢) at any time ¢ can be
computed in polynomial time by processing the elements in E(t) by descending order of
weights, and selecting each element whenever independence is still satisfied.

! To simulate the continuous time model in the discrete-time model, we can first draw n arrival times
t1 <ty <--- <t between 0 and 1, and let ¢; be the arrival time of the i-th element.
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We next compare Algorithm 1 with the 9.6-competitive greedy algorithm by Ma et al. [12].
The only difference is the second condition for selecting an element e. Their algorithm checks
if e is in the optimal solution with respect to E(to) U{e}, i.e., the elements that arrive before
the threshold time ¢y and element e. By contrast, our algorithm examines OPT(t), i.e., the
optimal solution with respect to all arrived elements. By Lemma 3, elements in the optimal
solution O PT would pass both criteria regardless of their arrival time. Ours is stricter, and
hence, is less likely to select elements outside OPT.

This natural idea of checking local optimality was applied in Babaioff et al’s [1] e-
competitive virtual algorithm for uniform matroids, which maintains a reference set at each
time ¢ to record the current top-k elements and selects an element if it belongs to the reference
set on arrival. Same idea also appeared in the e-competitive online algorithm for weighted
bipartite matching given by Kesselheim et al [9)].

4 Competitive Analysis

» Theorem 4. Algorithm 1 (with to = 0.7) is 4.75 probability-competitive for the Laminar
Matroid Secretary Problem.

Proof. Consider any element e* € OPT. It suffices to prove that Algorithm 1 selects e*
with probability at least T175'

Since e* would satisfy the second condition regardless of its arrival time, i.e., e* € OPT(t)
(Lemma 3), we consider the case when it arrives at time o < ¢* < 1, and lower bound
the probability that all subsets containing e* in the laminar family, denoted as By C By C

- C By, still have unused capacities. We can assume without loss of generality that
¢(B;) < ¢(Bj41). Otherwise, we can remove B; and its capacity and still have the same
laminar matroid.

We first bound the failure probability for each subset B; separately. That is, we consider
the probability that the algorithm selects ¢(B;) elements from time ¢ to t*. To avoid the
complex dependence across different subsets, we will analyze a relaxed event. Consider the
sub-laminar matroid restricted to elements in B;, denoted as Mp,. We say that an element
e € B; arriving at 0 < t < 1 qualifies (with respect to B;) if it belongs to the optimal solution
with respect to sub-matroid Mg, g, denoted as OPT;(t). By Lemma 3 with matroid
ME ) and subset B; N E(t), any element e € B; selected by the algorithm, in particular, any
e € OPT(t) N By, belongs to OPT;(t) and thus qualifies. Hence, it suffices to upper bound
the probability that at least ¢(B;) elements in B; qualify from time tg to t.

To do so, we next establish two lemmas that characterize the arrival times of qualified
elements. For ease of presentation, we will assume without loss of generality that |OPT;(t)| =
¢(B;) at all time, by adding infinitely many dummy elements with negligible weights.

» Lemma 5. Fiz any time 0 < t < 1 and subset B; in the laminar family. Let t_, be the

arrival time of the last qualified element of B; from time 0 to t (exclusive). Then, In ﬁ follows

the exponential distribution with rate parameter c¢(B;), i.e., Pr [ln i < a:] =1— e Bz,

Proof of Lemma 5. We first rewrite the cumulative distribution function:
¢ _ t _ —z
Pr[lna Sl’] —1—Pr[ln: >x] =1-"Pr [t,l <e J”t] .
It remains to show that:

Pr [t_l < efmt] = e c(Bi)z
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Let E(¢t7) be the elements that arrive from time 0 to t (exclusive). Accordingly, let
OPT;(t~) be the optimal solution with respect to sub-matroid Mg-ynp,. We will prove
that ¢_; is the arrival time of the last element in OPT;(¢t7). In other words, the last element
in OPT;(t™) is the last qualified element.

On the one hand, by Lemma 3 with matroid Mg -)np,, any element in OPT;(¢t™) must
qualify. On the other hand, consider any element ¢’ that arrives at some time t’' after all
elements in OPT;(t™) arrive. This means OPT;(t~) C E(t'). Further by Lemma 3 with
matroid Mg-)np,, we get that OPT;(t~) = OPT;(t~) N E(t') € OPT;(t'). This implies
OPT;(t7) = OPT;(t') and thus ¢’ ¢ OPT;(t'). That is, €’ cannot qualify.

The lemma now follows because the probability that all ¢(B;) elements in OPT;(¢t~) arrive

c(B;)x

before e"t equals e~ , where these elements’ arrival times distribute independently and

uniformly between time 0 and ¢ (exclusive). <

» Lemma 6. Fiz any time t and subset B; in the laminar family. Let t_j be the arrival

time of the k-th last qualified element of B; from time 0 and t (exclusive). Then, In + fB‘)

follows the Gamma distribution with shape and rate parameters equal to c(B;).

To be self-contained, we include below the cumulative function of Gamma distribution
with shape parameter o and rate parameter (:

z ,a—1,—ByRa
F(»T;aaﬂ):/o y(ail)!ﬁdy-

We refer interested readers to Chapter 8.4 of Blitzstein and Hwang [3] for further information
about Gamma distributions.

Proof of Lemma 6. Observe that

t t t_
=In—4+In—+ - +1n
t_e(B) t_q t_o t_¢(B))

t_o(B,
n (Bi)+1 .

By Lemma 5, In i follows the exponential distribution with rate parameter c¢(B;).

Further note that conditioned on ¢_; and the subset of elements that arrive before £_1, these
elements independently and uniformly arrive from 0 to ¢t_; (exclusive). Hence, by Lemma 5

with t = t_1, we get that In % follows the exponential distribution with rate parameter

L js the sum of

¢(B;), independent to In ;*-. Repeating this argument shows that In

t—c(By)
¢(B;) independent exponential random variables with rate parameter ¢(B;), and thus follows
the Gamma distribution with shape and rate parameters equal to c(B;).2 <

We are now ready to upper bound the probability that at least ¢(B;) elements in B; qualify
from time ¢ to t*, because B; has at least ¢(B;) qualified elements arrive from time ¢y to ¢*
if and only if t_.(p,) > to. As a corollary of Lemma 6, the probability of both events equals
F(In %; ¢(B;), ¢(B;)). Further by union bound, and by that ¢(B;) < ¢(Bz2) < -+ < ¢(By),
with probability at least 1—>"°, F ( In g, 1, z) we have that less than ¢(B;) qualified elements
arrive from time ty to ¢ for any B;. Hence, Algorithm 1 selects element e* with probability
at least:

1 o0 *
¢
1-3 F(ln—,i,i) ar* .
/t = to

0

2 The fact that the sum of exponential distributions with the same parameter forms a Gamma distribution
can be found, e.g., in Theorem 8.4.3 of Blitzstein and Hwang [3].
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The theorem follows as one can verify numerically that it is at least ﬁ when ¢ty = 0.7.

For completeness, we next present the details of the numerical verification. We divide
the infinite sum of cumulative distribution functions into two parts:

3000 - ) b

E F(ln—,i,i) and E F(ln—,i,i) .
; to . to

i=1 1=3001

The first part is finite and hence can be calculated numerically.> We next upper bound
the second part. Recall that the cumulative distribution function of Gamma distribution is:

@ i1 ,—iy i z’
o Y Tre e o
F e 7d g — lyd ? .
(2,4,1) /0 - W /O a¢ Uy

By e~ < 1, this integral is bounded from above by %, which is further upper bound
by (ze)® because i! > i’e~% by Stirling’s approximation. Hence:

) F(ln—,i,i)< S (eln—) ,
. to . to
1=3001 1=3001

.
which is a geometric sequence. The convergence condition requires that eln i—o < 1, where

t* € [0,1]. This restricts our choice of ¢y to be greater than e~1/¢ ~ 0.692. On the other
hand, delaying the threshold time to a very late stage will lead to significant loss by missing
all the optimal elements arriving before t,. Numerical calculations suggest choosing to = 0.7
to utilize the success probability,® with which we have:

- 2% - Lyi —38
> (eln%) <X (elnﬁ) < 10738
i=3001 i=3001
Hence, the probability that Algorithm 1 selects element e* is at least:

1 o0 * 1
t
-3 F(ln—,i,z’)dt*>/ 1—
/0.7 i 0.7 0.1

=1

3000 o 1
F(l L) ) 10738 > <
; tor ! 475

5 Conclusion

We conclude the article with a few remarks. First, our algorithm is 4.75 probability com-

petitive, i.e., any element from the optimal solution is selected with probability at least
1

475"

competitiveness in the context of Matroid Secretary Problem.

This is slightly stronger than the standard notion of competitive analysis, a.k.a., utility

Further, our algorithm works in the ordinal model posed by Soto et al. [15], where the
decision-maker does not have numerical information about elements’ weights, but only knows
their relative ranks.

Finally, some readers may notice that our analysis has underestimated the algorithm’s
probability of selecting an element from the optimal solution, because the union bound
sums over all possible capacities from 1 to infinity, instead of, say, to the rank of the
matroid. Nevertheless, the ratio does not change significantly even if we only sum to 10. The
competitive ratio given by our method for different ranks, with ¢y optimized for each rank, is
shown in the following figure.®> When rank = 1, Algorithm 1 is e probability competitive by
taking to = 1, matching the results of Dynkin [4] for the original Secretary Problem.

e

3 The numerical calculations are conducted in Python. Interested readers may find the source codes
through: https://github.com/ZixuannnZhu/Laminar-Matroid-Secretary.
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