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Abstract
We consider the question of orienting the edges in a graph G such that every vertex has bounded
out-degree. For graphs of arboricity α, there is an orientation in which every vertex has out-degree
at most α and, moreover, the best possible maximum out-degree of an orientation is at least α − 1.
We are thus interested in algorithms that can achieve a maximum out-degree of close to α. A widely
studied approach for this problem in the distributed algorithms setting is a “peeling algorithm” that
provides an orientation with maximum out-degree α(2 + ϵ) in a logarithmic number of iterations.

We consider this problem in the local computation algorithm (LCA) model, which quickly
answers queries of the form “What is the orientation of edge (u, v)?” by probing the input graph.
When the peeling algorithm is executed in the LCA setting by applying standard techniques, e.g.,
the Parnas-Ron paradigm, it requires Ω(n) probes per query on an n-vertex graph. In the case
where G has unbounded degree, we show that any LCA that orients its edges to yield maximum
out-degree r must use Ω(

√
n/r) probes to G per query in the worst case, even if G is known to be a

forest (that is, α = 1). We also show several algorithms with sublinear probe complexity when G

has unbounded degree. When G is a tree such that the maximum degree ∆ of G is bounded, we
demonstrate an algorithm that uses ∆n1−log∆ r+o(1) probes to G per query. To obtain this result,
we develop an edge-coloring approach that ultimately yields a graph-shattering-like result. We also
use this shattering-like approach to demonstrate an LCA which 4-colors any tree using sublinear
probes per query.
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1 Introduction

Orienting graph edges while obeying certain constraints has applications in many com-
putational settings. For instance, low-out-degree orientation has been studied in the
dynamic [23, 56, 13, 84, 28], distributed [44, 38, 42, 52, 85, 53], and massively parallel
computation [43, 16] settings. The general problem of graph orientation is of significant
interest as it serves as an important algorithmic tool for other computational problems. In
their celebrated result, when the input is given as a rooted tree where each edge is oriented
toward its parent, Cole and Vishkin [29] show how to 3-color a tree in only O(log∗ n) many
distributed rounds. The algorithm of [84] employs low-out-degree graph orientation to obtain
a dynamic algorithm for graph coloring, and the works [75, 56, 14] apply results from dynamic
edge orientation in designing algorithms for matching. To dynamically maintain spanners,
the work of [20] develops a method that also relies on graph orientation. The authors of
[33] design a local computation algorithm (LCA) for bounded-reachability orientations (a
different class of orientations) to develop an efficient LCA for coloring. It is well-known that
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the low-out-degree orientation and densest subgraph are problems that are dual to each
other [27, 7]. Moreover, graph orientation has applications in small subgraph counting and
listing [12, 16]. Our work focuses on low-out-degree orientation in the context of LCAs.

1.1 The problem of r-orientation
Given a graph G with n vertices, we consider the problem of orienting its edges such that
every vertex has out-degree at most r, for some parameter r. We call such an orientation an
r-orientation. Letting α denote the arboricity and ρ the pseudo-arboricity of G, the best
possible achievable value of r is r = ρ, and it is also known that ρ ≤ α ≤ ρ + 1 [79, 87, 19].
However, we are also interested in approximation algorithms where we can achieve some
value r ≥ ρ. Since ρ and α differ by at most one, we will mostly compare r to α instead of ρ

since it will make some of our algorithms easier to describe.
A line of work [44, 38, 42, 85, 52, 53] studied this problem in the distributed LOCAL

model in which, under different conditions on ϵα, they demonstrate algorithms that use
O(poly log n) rounds to achieve a value of r = α(1 + ϵ). In particular, Su and Vu [85]
provide such an orientation in Õ(log2 n/ϵ2) rounds, while Harris, Su, and Vu [53] improve
the dependence on 1/ϵ from quadratic to linear at the expense of an additional log n factor
in the round complexity.

We consider this problem in the local computation algorithm (LCA) model (fully defined
in Section 2.1), in which the algorithm must be able to orient any input edge such that many
copies of the algorithm will, with no interaction between them except for a shared random
string, produce a consistent orientation. To the best of our knowledge, the low-out-degree
orientation problem has not been previously studied in the LCA setting.

A common method for obtaining LCAs from distributed algorithms is the Parnas-Ron
paradigm [77]. As we will discuss further in Section 1.3, in the regime we consider, the
Parnas-Ron paradigm does not give any nontrivial sublinear-time algorithm.

1.2 Our results
As our first result, we show that an LCA that finds an r-orientation (even when r depends
on n) requires at least Ω(n1/2/r) probes per query, even if the algorithm is randomized and
the input graph is a forest (with α = 1).

▶ Theorem 1 (Rephrasing of Theorem 6). For any parameter r, any LCA randomized
algorithm that yields an r-orientation with probability at least 0.9 must use at least Ω(n1/2/r)
probes per query in the worst case.

In fact, this lower bound holds against an LCA model with relatively strong queries: we
allow algorithms to make adjacency-list, adjacency-matrix, and degree probes.

We then show upper bounds for the problem of r-orientation in arboricity-α graphs of
unbounded degree, with different algorithms for different regimes of r. These upper bounds
are also polynomial in n, though there is some separation between them and the lower bound
of Ω(n1/2/r).

▶ Theorem 2 (Rephrasing of Propositions 3.1–3.3). Suppose there is a parameter r, and an
input graph G of arboricity α. Then, if r ≥ 10(α2n)1/3, there is a randomized LCA that can
r-orient G with at most Õ(max{αn/r2, 1}) probes per query. Moreover, if α = 1 (i.e., G is
a forest), then there is also an LCA which can do so for any r, with at most Õ(n/r) probes
per query.
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For example, in the case of a forest (α = 1) and when r = 10n1/3, this result gives an LCA
for r-orientation with probe complexity Õ(n1/3). In contrast, the lower bound given by
Theorem 1 is Ω(n1/6).

Finally, we consider the bounded-degree case, where G has maximum degree ∆, in the
specific case where α = 1 (that is, G is a forest). In this case, any orientation achieves r ≤ ∆,
so the meaningful case to consider is where r < ∆. We show a sublinear algorithm in the
case where r = ∆1−Ω(1):

▶ Theorem 3 (Rephrasing of Theorem 7). Let r be a parameter and G be an input forest
with maximum degree ∆. Then, there is a randomized LCA that r-orients G, with at most
∆n1−log∆ r+o(1) probes per query.

To prove this theorem, we use a concentration bound on the size of connected components
of a random subgraph of a bounded-degree forest. We also use this to derive an LCA for
4-coloring any tree (or forest) with bounded degree in sublinear time. Specifically, we show
the following:

▶ Theorem 4. Let G be an input forest with maximum degree ∆, where ∆ is a constant.
Then, there is a randomized LCA that 4-colors G with query complexity O(n1−β), where
β > 0 is a constant depending on ∆.

1.2.1 Future directions
It remains open whether similar upper bounds for r-orientation can be obtained for other
families of graphs. We are optimistic that ideas akin to those we develop for Theorem 3
might yield new upper bounds for minor-free graphs. This is because minor-free graphs
do not expand, which intuitively is required for the coloring approach we design to prove
Theorem 3. We also believe that useful tools in tackling this question include LCAs for
minor-free partitioning oracles [54, 67, 65]. It would be quite interesting to obtain upper
bounds for bounded arboricity graphs that go beyond our result Theorem 2 or to bring the
lower bound of Theorem 1 up to match the result of Theorem 2 in the case of a forest. We
expect that techniques we develop to prove Theorem 3 do not transfer to bounded arboricity
graphs, as there are even expanders with arboricity 3.

1.3 Related work
Orientation and Parnas-Ron paradigm. The Parnas-Ron paradigm [77] is an important
tool for converting distributed algorithms for use in sublinear-time models. In particular, if
there is a T -round distributed local algorithm A, then applying the Parnas-Ron paradigm is
equivalent to collecting the T -hop neighborhood of a vertex v and using that neighborhood
to obtain the output of A for v, thus getting an LCA with query complexity O(∆T ).

There is a classical peeling algorithm that, given a graph of arboricity at most α, finds a
((2+ϵ)α)-orientation in O(log n) parallel or LOCAL rounds, for a constant ϵ > 0. In each step,
this algorithm considers all the vertices with degree at most (2 + ϵ)α. All the edges incident
to these vertices are oriented outward, and those vertices are then removed from the graph.
It is easy to show that this algorithm takes O(log n) such steps. By following the Parnas-Ron
paradigm, in graphs with maximum degree ∆, this peeling algorithm can be simulated with
∆O(log n) LCA probes, which yields a trivial upper-bound for any ∆ > 1 – this upper-bound
amounts to gathering the entire graph. If one aims for a more relaxed approximation, e.g.,
a

√
∆-orientation, then the aforementioned peeling algorithm takes log√

∆ n many steps.
Nevertheless, even in this case the Parnas-Ron approach yields ∆log√

∆ n = n2 LCA probe
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complexity. Moreover, suppose one aims for any LCA probe complexity that is sublinear
in n. In that case, the peeling algorithm provides only the guarantee of ∆-approximate
orientation, which is trivial to obtain by simply orienting every edge arbitrarily.

Orientation and LLL. Several works study the LCA and the closely related VOLUME
complexity of the distributed Lovász local lemma (LLL) [21, 37, 30, 22]. Despite significant
progress in understanding the randomized LCA complexity of sinkless orientation and LLL,
those techniques do not seem to apply to the problem we study. In particular, the LLL
applies in cases where a random orientation will succeed at most vertices (as is the case with
sinkless orientation). However, for the problem of r-orientation, a random orientation is very
unlikely to be close to correct.

LCA sparsification. One recent development in the LCA model is a graph sparsification
technique which is based on considering only a carefully selected subset of the neighbors
of a vertex v in order to update the state of v. This approach has led to new advances
for problems such as approximate matching [45, 62], maximal independent set [45, 41], set
cover [50], and graph coloring [25]. However, it is unclear how to apply this technique in the
context of r-orientation.

LCA shattering. Our approach for bounded-degree forests is reminiscent of the graph-
shattering technique, which has been very influential in designing efficient LCA algorithms
for a number of problems, including approximate matching [68, 9, 45], maximal independent
set [81, 3, 40, 9, 45], graph coloring [9, 25] and LLL algorithms [2, 73, 37, 26]. The ideas in this
line of work can be traced back to Beck’s analysis of the algorithmic LLL [10]. The general
idea in these results is to first execute an algorithm that finds only a partial solution, e.g.,
finds an independent set that is not necessarily maximal. For properly designed algorithms,
it can be shown that such an approach “shatters” the graph into relatively small connected
components of interest, e.g., after removing the found independent set and its neighbors from
the graph each connected component has only poly(∆) vertices. These poly(∆) vertices in a
single connected component can be then processed with poly(∆) LCA probes with a simple
graph traversal.

We remark that our approach departs from this general scheme in that that we do not
design an algorithm that finds a partial solution first. Rather, we immediately shatter the
input tree into more manageable components.

Other related work. Some prior work has also studied the complexity of LCA algorithms
in unbounded-degree graphs. For instance, [33] develop an LCA algorithm for O(∆2 log ∆)-
coloring a graph with maximum degree ∆ = o(

√
n). Another work [68] designs two algorithms

for graphs that do not have constant degree: the first approach is for maximal independent set
which has a quasi-polynomial probe complexity in the maximum degree ∆, while the second
one is for approximate maximum matchings which uses poly(∆, log n) probes per query. Yet
another line of work [78, 5] develops an LCA algorithm to construct an O(k2)-spanner with
Õ(n1+1/k) edges with probe complexity n2/3−Ωk(1) poly(∆).

Several works study the complexity of LLL and related graph problems in LCA, VOLUME,
LOCAL, and locally checkable labeling (LCL) models [48, 21, 57, 80, 22, 51, 8]. We note that
our lower-bound applies to the LCA setting which implies, as we discuss in Section 2, that it
also applies in the VOLUME model. The authors of [22] show that deterministically coloring
a tree with maximum degree poly(c) with c ≥ 2 colors, for any fixed constant c, requires Θ(n)
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VOLUME probes. Another line of work on the hierarchies of VOLUME complexities [80],
shows that there are graph problems whose randomized VOLUME complexity is Θ (nc), for
any constant c ∈ (0, 1). The celebrated result [77] proves that to approximate a vertex cover
within a constant factor multiplicative and ϵn additive error it is needed to use at least the
order of the average degree many probes.

2 Preliminaries

2.1 LCA model
Throughout this paper, we use the LCA model of computation, which was originally intro-
duced in [81, 3]. The goal of this model, in short, is to be able to orient any input edge e

quickly – in particular, without necessarily computing the orientations of the rest of the
graph.

Formally, in this model, the algorithm A receives, as a query, an edge e of the graph G.
It also has probe access to an adjacency matrix of G, an adjacency list of G, and the degrees
of the vertices of G. Specifically, for any i, u, v, A can probe the following: whether {u, v}
is an edge of the graph, the i-th neighbor of v, or the degree of v. A is assumed to know
the number of vertices and their IDs beforehand. A also has access to a source of shared
randomness, which does not use up probes to access. Then, after making some probes to the
input, A must return an orientation of e. Suppose that for each edge of G, one separate copy
of A were run, with the same source of shared randomness across all copies (but no ability
to otherwise communicate). Then we wish that the resulting orientation should satisfy the
desired property, e.g., low out-degree for every vertex, with a given (high) probability. We
will be concerned with the probe complexity of such an algorithm, i.e., the maximum number
of probes it can possibly use on any edge. In this paper, we will not be concerned with the
time or space complexity of our algorithms. In particular, we will not limit how long the
shared random string may be.

Though we have defined the model to have access to adjacency matrix probes, all of the
algorithms we describe do not use this kind of probe, instead only using adjacency list and
degree probes. Our lower bounds, on the other hand, are still robust even against algorithms
that use adjacency matrix probes.

The VOLUME model, introduced in [80], is another computation model which is similar
to, but slightly weaker than, the LCA model. Since it is strictly weaker, this means that our
lower bounds also carry over to the VOLUME model.

There has been significant interest in designing LCA algorithms for fundamental problems
in computer science. Some examples include locally (list)-decodable codes [34, 70, 39, 35, 63,
88, 46, 4, 86, 49, 58, 64, 11], local decompression [74, 82, 36, 47], local reconstruction and
filters for monotone and Lipshitz functions [1, 83, 15, 59, 6, 66], and local reconstruction of
graph properties [60]. The study of LCAs has been very active in the past few years, with
recent results that include constructing maximal independent sets [81, 3, 9, 69, 33, 40, 45,
41], coloring [25], approximate maximum matchings [76, 89, 71, 72, 69, 45, 61], satisfying
assignments for k-CNF [81, 3], local computation mechanism design [55], local decompression
[31], local reconstruction of graph properties [24], minor-free graph partitioning [54, 67, 65],
and local generation of large random objects [32, 18, 17].

2.2 Tools and notation
We state Yao’s minimax principle, applied specifically to LCAs in the form that we will use.

ESA 2024
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▶ Theorem 5 (Yao’s minimax principle). Suppose there exists a randomized LCA A with
worst-case probe complexity f(n) which solves a problem with probability p. Then, for any
distribution D of inputs, there is a deterministic LCA A with probe complexity f(n) which
with probability p solves the problem on an input drawn from D.

Given a graph G = (V, E), we use degG u to denote the degree of vertex u ∈ V . When G

is clear from the context, we omit the subscript G and write deg u only.
When we use little-o asymptotic notation, it is assumed to be with respect to the variable

n, the number of vertices in the input graph. We will also frequently write inequalities that
only hold when n is sufficiently large, implicitly using the fact that our asymptotic statements
are usually trivially true when n is bounded. Moreover, we will often omit floor and ceiling
signs for clarity.

We use the phrase “with high probability” to mean “with probability at least 1 − n−c,”
where c > 1 is a constant that is sufficiently large such that all union bounds which are used
henceforth will still yield sufficiently small probabilities. This is a slight abuse of notation,
since the threshold for c will vary in each usage, but the meaning will be clear from context.
We also use the phrase “with very high probability” to mean “with probability at least
1 − f(n),” where f(n) is smaller than n−c for any constant c, for sufficiently large n.

3 Orientation in unbounded-degree graphs

We first consider the question of r-orientation in general graphs of arboricity at most α, with
no further restriction on the graph.

3.1 Lower bound for orientation in unbounded-degree graphs
First, we demonstrate a lower bound that shows that even in the α = 1 (i.e., forest) case, we
need Ω(n1/2/r) probes to r-orient a graph. Essentially, the proof constructs a random tree
in which it is hard to find a particular star hidden inside the tree, so the edges of the star
must be oriented randomly. This lower bound is particularly powerful since it works even for
an LCA that can probe both the adjacency lists and the adjacency matrix (as well as the
degrees).

▶ Theorem 6. Suppose that there is an LCA which, on an input forest G with n vertices,
r-orients edges of G with probability greater than 0.9. Then, the LCA must use Ω(n1/2/r)
probes per query in the worst case.

Proof. We assume that r ≤ 0.001n1/2 since otherwise the statement is obvious. Suppose for
contradiction that an LCA A exists which can perform the required orientation, using less
than 0.001n1/2/r probes per query.

We describe the construction of a random graph G, which we will use as input to A.
Define the parameters s = 24r and t = n1/2/4s. Note that t > 10. We construct G as follows.

First, we have a set A of |A| = st vertices. Each a ∈ A is associated with a set Sa of
|Sa| = st vertices, whose vertices are all connected to a (forming a star). Also, there is a
larger set B of |B| = s2t − 2s vertices; each b ∈ B has a corresponding set Sb with |Sb| = t

vertices, whose vertices are all connected to b. These constitute all the vertices in the graph.
The total number of vertices in the graph is then (st + 1)|A| + (t + 1)|B| < 4s2t2 < n. So
far, all the edges we have described are deterministic.

We describe three different types of edges; for ease of reference, we assign each type as a
color. Let the deterministic edges we have drawn so far be black. We refer to all other edges
as colored edges.
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set Aa0set B

Figure 1 Graph G used to demonstrate lower bound.

Center vertex: Pick a vertex a0 ∈ A uniformly at random; we refer to this vertex as the
center.

Red edges: Pick a set A′ ⊆ A of size s not containing a0 uniformly at random, and for
each a ∈ A′, draw a red edge between a and a0; so, the red edges form a star centered at
a0. These red edges will form the “hidden star” which it will be difficult for the LCA to
find.

Blue edges: For each vertex a ∈ A, suppose that a currently has degree k (k must equal
one of st, st + 1, or st + s, since a has st black edges and 0, 1, or s red edges). Then,
connect a to st + s − k vertices in B, so that each vertex in B is connected to a single
vertex in A. This matching is picked uniformly at random. The size of B is exactly the
sum of st + s − k over all vertices a, so every vertex in B can indeed have exactly one
blue edge. The purpose of these blue edges is primarily to ensure that the vertices of G

have fixed degree, so that degree probes will give no extra information.
Permuted neighbors: The adjacency list for each vertex is also generated as a random

permutation of its neighbors.

This completes the description of the graph G. An example rendition of this graph is
shown in Figure 1. The red edges form a star centered at a0; in order to get an r-orientation,
many of these edges will have to be oriented away from a0.

We now outline the remainder of the proof. We will show that the LCA A cannot keep
the out-degree of a0 below r with probability 0.9; in particular, we show that with probability
over 0.1 it must orient at least r of the red edges toward a0. To prove this, we consider what
A does when it receives a red edge as a query. We will show that, since the black edges
constitute most of G, A will (with some probability) never be able to probe any colored edge
at all, and thus must return a deterministic orientation which is independent of which of the
endpoints of the queried edge is a0. It will follow that in expectation, many red edges must
be oriented away from a0, so the expected out-degree of a0 will be large, which will complete
the proof.

By Yao’s minimax principle (stated in Theorem 5), we may assume that A is deterministic;
it suffices to show that it is not possible that with probability at least 0.9 (over the randomness
of the graph G), the out-degree of a0 is at most r. Every vertex in G has a fixed degree,
regardless of the fact that some of the edges in G are chosen randomly, so we may further
assume that A never makes a degree probe.

We in fact show that for each red edge, upon probing it with A, there is at least a 1/3
chance it orients toward the center a0.

Consider the action of A upon receiving a probe of the red edge (u, v), where u, v ∈ A,
and the distribution of the graph G is conditioned on (u, v) being an edge of G (so either u

or v is a0, each with probability 1/2, and the other is in A′). We claim that with probability

ESA 2024
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at least 1/6, A never probes any colored edge (we assume that it does not probe (u, v) in
the adjacency matrix since it knows this edge is in G). As a reminder, we are assuming that
A uses less than 0.001n1/2/r probes per probe.

Consider the i-th probe that A makes, assuming that it has not probed any colored edges
yet in the previous i − 1 probes. If the first i − 1 probes have not revealed any colored edges,
then their results are deterministic and fixed, so the i-th probe is also deterministic (since
we have assumed that A is deterministic). We claim that the probability that this fixed
probe yields a colored edge is at most 1/t. Since the probe is deterministic, it must be an
adjacency list probe at a fixed index for a fixed vertex, or an adjacency matrix probe for two
fixed vertices (every vertex has a fixed degree in G, so a degree probe does not reveal any
information). We do casework on each of the possible probe types:

Adjacency list probe for any vertex in A (including u or v): Each vertex in A has s

colored edges and st black edges. Since the adjacency list is permuted randomly, the
probability that the probe selects a colored edge is s/(st + s) < 1/t.
Adjacency list probe for any vertex in B: Each vertex in B has 1 colored edge and t black
edges, so again the probe selects a colored edge with probability 1/(t + 1) < 1/t.
Adjacency list probe for a vertex in Sa or Sb for some a ∈ A or b ∈ B: These vertices
have no colored edges, so the probe cannot return a colored edge.
Adjacency matrix probe between either u or v and another vertex in A: either u or
v is a0 with equal probability, and the probability that a0 is connected to any other
given vertex in A (conditioned on it already being connected to the other one of u and
v) is (s − 1)/(st − 2), so the probability that this edge returns a colored (red) edge is
(s − 1)/2(st − 2) ≤ s/2st < 1/t.
Adjacency matrix probe between any vertex a ∈ A and any vertex b ∈ B: for any fixed
a ∈ A, conditioned on the selection of the red edges, the neighbors of a in B are a
uniformly random subset of B of some fixed size which is at most s. Therefore, the
probability that this probe returns an edge is at most s/|B| = s/(s2t−2s) < 2s/s2t < 1/t.
Any other adjacency matrix probe: these cannot reveal any colored edge.

So we have shown that the probability that the first i− 1 probes do not reveal any colored
edges but the i-th probe does is at most 1/t. It follows that the probability that any probe
reveals a colored edge is at most (0.001n1/2/r)(1/t) < 1/3.

Therefore, with probability 2/3, when orienting edge (u, v), conditioned on G containing
that edge, A does not probe any colored edges, and thus returns a deterministic orientation.
Since u and v are each a0 with (conditional) probability 1/2, this means that A orients this
edge away from a0 with probability at least 2/3 − 1/2 = 1/6.

Now, the expected out-degree of a0 is at least∑
u,v∈A

Pr[(u, v) ∈ G] · Pr[(u, v) oriented away from a0 | (u, v) ∈ G]

≥ 1
6

∑
u,v∈A

Pr[(u, v) ∈ G] = 1
6E[deg a0] = s

6 = 4r.

We have shown that the expected out-degree of a0 is at least 4r, but what we actually
want to show is that it cannot be at most r with probability 0.9. Indeed, the out-degree
of a0 is bounded above by s = 24r, so if it were most r with probability at least 0.9, then
the expected out-degree of a0 would be at most 0.9r + 0.1 · 24r < 4r, which would be a
contradiction. Thus we are done. ◀
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3.2 Algorithms for orientation in unbounded-degree graphs
With the Ω(n1/2/r) lower bound in mind that follows from Theorem 6, we demonstrate some
algorithms that achieve comparable upper bounds. Specifically, for r-orientation in forests,
we can achieve LCA complexities of O(1) when r ≥ n1/2, Õ(n/r2) when 10n1/3 ≤ r ≤ n1/2,
and Õ(n/r) otherwise.

3.2.1 O(1) algorithm for large r

First, we show the case where r ≥ n1/2. In this case, the algorithm is very simple: just orient
edges toward the higher degree vertex. This also works with graphs of higher arboricity, with
a tradeoff in r.

▶ Proposition 3.1. There exists an LCA that can (2αn)1/2-orient an n-vertex α-arboricity
graph with probe complexity O(1).

Proof. Given edge {u, v} with deg v ≥ deg u, orient the edge from v to u. (If the degrees are
equal, then return an arbitrary orientation.) Suppose for the sake of contradiction that there
is a vertex v with out-degree at least

√
2nα. Then, it has at least

√
2nα neighbors each with

a degree at least
√

2nα, so the total degree of the graph is at least 2nα. But a graph with
arboricity α has at most α(n − 1) edges, a contradiction. ◀

3.2.2 Õ(αn/r2) algorithm for medium r

The following shows that we can use a similar idea for r ≥ 10n1/3. We can orient all edges
toward vertices that have a very large degree since there are very few of these vertices. With
vertices of small degrees (less than r), the condition is trivially satisfied, so we can also
orient all edges away from these vertices. This leaves the medium-degree vertices, of which
there also cannot be too many. We then essentially consider the subgraph induced by these
medium vertices and repeat the previous idea, orienting toward the high-degree vertices.
Again, this generalizes to arboricity α.

▶ Proposition 3.2. Suppose a graph G with n vertices and arboricity α is given as input.
Then, for all 10(α2n)1/3 ≤ r ≤ (αn)1/2, there is an LCA which, with high probability,
r-orients the edges in G with Õ(αn/r2) probes per query.

Proof. We describe the algorithm. Let s = r/10. Call a vertex small if its degree is at most
r, large if its degree is at least αn/s, and medium otherwise.

Suppose the algorithm receives a query of e with endpoints u, v (assume arbitrarily that
u has the smaller ID). Then it proceeds as shown in Algorithm 1, splitting into three cases
based on the degrees of its endpoints. The probe complexity in Cases 1 and 2 is O(1), and in
Case 3 is Õ(d/s) = Õ(αn/r2), as desired. It remains to check correctness of the algorithm.

Correctness. We wish to check that the out-degree of every vertex is at most r with high
probability. Small vertices obviously have out-degree at most s ≤ r, so we only need to check
the medium and large vertices.

The total degree of G is less than 2αn, so there are at most 2s large vertices. Thus, large
vertices end up with an out-degree of 2s at most since edges from large to non-large vertices
are oriented toward the large vertex.

It remains to check the medium vertices. Since the total degree of G is 2αn, there are
also at most 2αn/r medium vertices.
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Algorithm 1 LCA for r-orienting a graph when r ≥ 10(α2n)1/3.

Input : Graph G with n vertices and arboricity α, with probe access
Query edge e = (u, v), where u has lower ID than v

1 Perform degree probes on u and v.
2 if u or v is small then

// Case 1
3 Orient e away from that vertex. (Pick arbitrarily if both are small.)
4 else if u or v is large then

// Case 2
5 Orient e toward that vertex. (Pick arbitrarily if both are large.)
6 else

// Case 3 (u and v are both medium)
7 Let d = deg u. // Note that r ≤ d ≤ αn/s

8 Sample (1000d log n)/s neighbors of u independently and uniformly at random
(using a fixed part of the shared randomness, depending on e).

9 Perform a degree probe on each sampled neighbor.
10 if at most a 2s/d proportion of the sampled neighbors are medium then
11 Orient e away from u.
12 else
13 Orient e toward u.

Now, consider a medium vertex w. No edges would have been oriented away from w in
Case 1, and since there at most 2s large vertices, there are at most 2s edges oriented away
from w in Case 2.

It remains to analyze the number of edges that are oriented away from w in Case 3 (that
is, the medium-to-medium edges). Note that by a Chernoff bound, with high probability,
Case 3 orients a medium-to-medium edge (u, v) away from u if it has at most s medium
neighbors, and toward u if it has at least 3s medium neighbors. We then show that there are
at most 3s edges oriented away from w in Case 3.

If w has at most 3s medium neighbors, then this is obvious, so suppose deg w > 3s.
Consider the action of the algorithm when orienting an edge e containing w. When we input
e = (u, v) into the algorithm, it is possible for either u or v to be w. If u = w, then it
(with high probability) orients the edge toward w. Otherwise, if v = w, then (with high
probability) u must be a medium vertex with at least s medium neighbors in order to orient
e toward w. Now, the subgraph of G induced by the medium vertices also has arboricity α,
and thus has total degree at most 4α2n/r by the bound on the number of medium vertices.
Therefore there are at most 4α2n/rs medium vertices u with at least s medium neighbors.
Therefore, the number of edges oriented away from w in Case 3 is at most 4α2n/rs ≤ 3s.

Thus, in total, every medium vertex has at most 5s < r edges oriented away from it,
completing the proof. ◀

3.2.3 Õ(n/r) algorithm for all r, if G is a forest
Finally, we consider the case of small r, in the case where G is a forest. Here, we can still
orient edges toward very large-degree vertices. Then, we randomly color all the remaining
edges with r colors and orient each color class separately (with maximum out-degree 1 within
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each color class). We show that the color classes are small with high probability, bounding
the LCA complexity. Note that this algorithm only applies to arboricity α = 1, i.e., the case
of a forest.
▶ Proposition 3.3. For all r ≤ n1/2, there exists an LCA which, with high probability,
r-orients edges in an n-vertex forest G which uses Õ(n/r) probes per query.
Proof. Color each edge randomly with one of r/5 colors (using the shared randomness). Say
that a vertex is large if its degree is at least 5n/r. Also, define an edge to be large if one of
its vertices is large. Then, we proceed as described in Algorithm 2.

Algorithm 2 LCA for r-orienting a forest for any r.

Input : Forest G with n vertices, with probe access
Query edge e = (u, v), where u has lower ID than v

1 Using the shared randomness, assign an independent and uniformly randomly chosen
color from {1, . . . , r/5} to every pair of vertices in G (so that every edge computes
the same coloring).

2 Perform degree probes on u and v.
3 if u or v is large then
4 Orient e toward that vertex. (Pick arbitrarily if both are large.)
5 else
6 Let c be the color of e.
7 Perform a depth-first search from each of the endpoints of e to find the connected

component of the edge of color c, but stop the search at any large vertex.
8 Orient e toward the minimum-ID vertex in the connected component (which is a

tree). // Note that together, the edges in the connected component
of color c form an orientation of that connected component with
out-degree at most 1.

Since G has a total degree at most 2n, there are at most 2r/5 large vertices, so at most
2r/5 large edges are oriented away from each vertex. Also, at most one non-large edge of
each color is oriented away from each vertex, so in total each vertex has an out-degree less
than r.

Thus this algorithm gives a valid orientation. It remains to see that it has low probe
complexity. Let u be one of the endpoints of e. It is enough to check that the depth-first
search starting at u searches at most Õ(n/r) edges with a very high probability (by symmetry,
the same will hold for the other endpoint of e).

Indeed, let H be the connected component of G \ e containing u; consider it as a tree
rooted at u. For a vertex v ̸= u in H, let Xv be the indicator random variable of whether
the edge from v to its parent has color c. Then, in order for the search to have to check the
edges from v to its descendants, Xv must equal 1 (and v must also not be large). The search
also always checks the edges from u to its descendants (as long as u is not large); there are
at most O(n/r) such edges. Therefore, the total number of edges checked is bounded above
by the following quantity:

O(n/r) +
∑

non-large v∈H\u

Xv deg v.

Since deg v ≤ 5n/r for each non-large v, the above sum is a sum of random variables bounded
in [0, 5n/r]. The Xv are all independent Bernoulli random variables with probability 5/r,
and the total degree of all vertices is at most 2n. The expectation of the sum is then O(n/r).
Then, by a Chernoff bound, the sum is Õ(n/r) with high probability, so we are done. ◀
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4 Orientation in bounded-degree forests

Finally, we present an algorithm that r-orients a forest that has maximum degree ∆, using at
most ∆n1−log∆ r+o(1) probes. The basic algorithm colors the edges of the graph with r colors
and orients each color separately with a maximum out-degree of 1. Then, the combined
out-degree of any vertex is at most r. We analyze the probe complexity by deriving a
Chernoff-style concentration bound on the size of any connected component of any color.

The probe complexity bound is meaningful when r is at least polynomial in ∆ (though
if r ≥ ∆ the problem is trivial). For example, if ∆ = 100 and r = 10, or if ∆ = log n and
r =

√
log n, then the resulting probe complexity is n1/2+o(1). Even if ∆ is polynomial in

n, this algorithm can still be nontrivial (though the ∆ factor does become important). For
example, if ∆ = n0.2 and r = n0.1, then the complexity is n0.7+o(1).

Specifically, we show the following theorem.

▶ Theorem 7. Given parameters r ≤ ∆, there exists an LCA which r-orients an input forest
G with n vertices and maximum degree ∆. For any fixed ϵ and with very high probability,
this algorithm uses at most ∆n1−log∆ r+ϵ probes for every query, for large enough n.

We show this by showing a concentration bound on the size of connected components in
a random subset of a tree:

▶ Proposition 4.1. Fix a constant ϵ. Suppose the edges of a forest G with n vertices and
maximum degree ∆ are each colored independently with probability p ≥ ∆−1+ϵ. Then, with
very high probability (in n), every connected component of colored edges has size at most
n1+log∆ p+ϵ.

Before we prove Proposition 4.1, we show how we can deduce Theorem 7 from it:

Proof of Theorem 7 assuming Proposition 4.1. First, assume that r ≤ ∆1−ϵ/2 (we will
handle the other case at the end). Then the algorithm is given in Algorithm 3.

Algorithm 3 LCA for r-orienting a bounded-degree forest.

Input : Forest G with n vertices and maximum degree ∆, with probe access
Query edge e = (u, v), where u has lower ID than v

1 Using the shared randomness, assign an independent and uniformly randomly chosen
color from {1, . . . , r} to every pair of vertices in G (so that every edge computes the
same coloring).

2 Let c be the color of e.
3 Using adjacency list probes, perform a depth-first search to find the connected

component of e within the edges of G with color c.
4 Orient e toward the minimum-ID vertex in the connected component (which must be

a tree). // This ensures that every vertex has at most 1 edge of
color c oriented away from itself.

Since each vertex has at most 1 edge of color c oriented away from itself, the total
out-degree of any vertex is at most r, as desired.

Using Proposition 4.1 (with ϵ/2 instead of ϵ), with high probability this has size at most
n1−log∆ r+ϵ/2 (with a union bound over all colors). Then, the depth-first search (using the
adjacency lists) takes at most ∆n1−log∆ r+ϵ/2 probes since it must probe the entire adjacency
list of every vertex in this connected component.
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Finally, we handle the case where ∆1−ϵ/2 ≤ r ≤ ∆ (if r ≥ D then an arbitrary orientation
works). By the previous logic, we can still get a ∆1−ϵ/2-orientation (which is also an
r-orientation) with probe complexity ∆nϵ. But we have ∆nϵ ≤ ∆n1−log∆ r+ϵ, so we are
done. ◀

The remaining details are provided in the full version of this paper.
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