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—— Abstract

We introduce an abstraction which allows arguments involving iterated integrals to be formalized

conveniently in type-theory-based proof assistants. We call this abstraction the marginal construction,
since it is connected to the marginal distribution in probability theory. The marginal construction
gracefully handles permutations to the order of integration (Tonelli’s theorem in several variables),
as well as arguments involving an induction over dimension.

We implement the marginal construction and several applications in the language Lean. The
most difficult of these applications, the Gagliardo-Nirenberg-Sobolev inequality, is a foundational
result in the theory of elliptic partial differential equations and has not previously been formalized.
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1 Introduction

There are two major challenges which appear in the formalization of iterated integration.
First, according to Tonelli’s theorem, the order of integration does not matter on well-
behaved integrands. A formalism for iterated integration should make this convenient to
state and apply. Secondly, iterated integration often turns up in the wild in the context of
analytic arguments involving induction on dimension. Experience suggests such arguments
are intrinsically hard to formalize. A good formalism for iterated integration should provide
auxiliary constructions which enable users to mimic such induction arguments.

In this article we introduce a framework for iterated integration in the Mathlib library
of the interactive proof assistant Lean. We test this framework in several applications, most
notably in a proof of the Gagliardo-Nirenberg-Sobolev inequality, a foundational result from
the theory of elliptic partial differential equations. The proof of the inequality is a tricky
argument whose details are often elided in the literature. It involves both the reordering of
iterated integrals and (something akin to) induction on dimension.

The structure of the article is as follows. As a foundation for this project we construct
the finitary product measure in Lean (Section 3). This is the most general context for which
iterated integration can be considered. This setting includes R™, whose standard measure is
built as the product of n copies of the Lebesgue measure on R. This work builds on earlier
work of van Doorn [19] defining the binary product measure and a pre-existing measure
theory library developed over the previous several years [3].
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We then develop (Section 4) a notion of iterated integration suitable for type theory,
and implement this in Lean. We refer to our notion of iterated integration as the marginal
construction because it is inspired by the marginal distribution in probability theory. Our
construction permits expression of iterated integrals in a form which is closer to the on-paper
notion, bringing the formalized math into better correspondence with the written form. Our
framework, as mentioned above, allows for arguments involving induction on dimension to
be expressed intuitively. Furthermore, our framework handles Tonelli’s theorem silently,
reducing it to a statement on equalities of sets.

We give several demonstrations (Section 5) of our iterated integration framework. First,
as an example we compute the volume of a ball in R™ (Subsection 5.1), as well as a matrix
change of coordinates argument previously formalized in Lean by Gouézel [9] as a key step
to prove the change of variables formula for integration. In these examples, we will show
how our framework can handle these arguments elegantly.

Next we provide a more elaborate example (Subsection 5.3), which we name the “grid-lines
lemma.” This is an argument requiring both induction over dimension and Tonelli’s theorem,
and it would be extremely cumbersome to express without an explicit notion of iterated
integration.

The grid-lines lemma is an abstraction of the key argument in the Gagliardo-Nirenberg-
Sobolev inequality [17, 8, 7]. The final component of our project (Section 6) is the deduction
of this inequality from our grid-lines lemma. The Gagliardo-Nirenberg-Sobolev inequality
has not been previously formalized.

In Section 7 we give a sketch of the importance of the Gagliardo-Nirenberg-Sobolev in-
equality to the theory of elliptic partial differential equations and suggest future formalization
work in this direction. Related work is discussed in Section 8.

2 Preliminaries

2.1 Lean and Mathlib

Lean [4] is a theorem proving language; its logical foundation is dependent type theory.
Mathlib [3] is its standard mathematical library, currently totalling 1.4 million lines of code.
The design of Mathlib prioritizes convenience and mathematical generality; a tradeoff is
that no effort is made to work constructively. The development of Mathlib is a distributed
project, with some 300 contributors over the seven years of its existence.

Recently a new version, Lean 4 [15], was introduced and the Mathlib library was ported
from Lean 3 to Lean 4. We refer to the two versions of the library as Mathlib3 and Mathlib4
when there is a possibility of confusion.

The finitary product measure construction described in this article (Section 3) was written
in 2021 in Lean 3 and contributed to the Mathlib3, and was ported to Lean 4 as part of the
broader Mathlib porting effort.

The rest of the work described in the article was written in Lean 4. The marginal
construction (Section 4) and its prerequisites were contributed to Mathlib4 in 2023, and the
Sobolev inequality was contributed in 2024. We will use clickable links to link our paper to
specific results in the library (to the version of Mathlib of June 29, 2024).'2 The application
described in Section 5.1 is not part of Mathlib, but on a blranch'zl‘7 since Xavier Roblot had
already contributed the computation of the volume of a ball to Mathlib4, using different
techniques.

We estimate that the whole project comprises some 3,500 lines of code.


https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/
https://github.com/leanprover-community/mathlib4/tree/marginal_itp
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2.2 Basic Measure Theory

In this section we briefly describe the most important parts of the measure theory library in
Mathlib prior to our work. We refer to [19] for a fuller description.

In Mathlib we have the notion of measurable space, which is just a type equipped with
a chosen o-algebra of sets which we call the measurable sets. On a measurable space we
can consider a measure p which sends any measurable set A to a number in [0, co] which
is a monotone and countably additive. Here [0, o0] is the type of nonnegative real numbers
extended by a single element co, and denoted R>0c0 in Lean. In Lean we allow p to be
applied to any set A (even nonmeasurable ones), in which case it is defined as the infimum
of the measures of measurable sets containing A. This makes p an outer measure on all sets
(i.e. monotone and countably subadditive function that sends @ to 0).

Mathlib contains two notions of integration. The Lebesgue integral is for functions
X — [0, 00] where X is a measurable space equipped with a measure p. The Bochner integral
is for integrable functions X — E where F is a Banach space. We will denote both of these
integrals using any of the following notations:

[ rau= [ @)= [ 1= [ s

In this paper we will be almost exclusively working with the Lebesgue integral.
Given two measurable spaces X and Y, and two o-finite measures p and v, we can
construct a measure p X v on the measurable space X x Y, which satisfies

(1 % v)(A x B) = p(A)w(B)

for all sets A and B (we do not need to require that A and B are measurable).
Tonelli’s theorem is an important theorems that states how to compute Lebesgue integrals
with respect to the product measure.

» Theorem 1 (Tonelli's theorem). Let f: X x Y — [0, 00| be a measurable function. Then @

/ny (pxv) //fxydv )dp(x //fx:ydu )dv(y)

and all the functions in the integrals above are measurable.@

There is also an analogous theorem for the Bochner integral in Mathlib, called Fubini’s
theorem, but we will not be using that in this paper.

2.3 Notation

In this paper, we will use set-theoretic notation for type-theoretic concepts, writing ¢ € ¢ or
A C 1 even when ¢ is a type.

Let ¢ be a type. If x is a vector of type [[,, Xi, and t is of type X, then X;(x,t) denotes
the vector whose i-th coordinate is ¢t and whose j-th coordinate is x; for j # . In Lean this
vector is denoted Function.update x i t.%

Similarly, if A C ¢ and y : [[,., Xi, we use the same notation X 4(x,y) for the operation
that updates x on AE

XA(xay)i = {y

€L

x; otherwise.
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3 Finite Product Measures

There are a few ways to define the product measure on finite product spaces. Conceptually
this can be done by iterating the binary product measure construction. However, some care
is required, since the spaces X x (Y x Z) and (X X Y) x Z are not the same space, they are
merely equivalent spaces.

Given a finite family of measurable spaces (X;);c, with a o-finite measure u; on X;, we
want to define the product measure on [],., X;. We could define the measure by choosing an

€L
arbitrary enumeration of ¢ as ¢ = {i1,...,4x}, and then by using the measurable equivalence
(HXZ> ZXiIXXi2X~'-XXik, (1)
€L

to transport the iterated binary product measure from the right-hand side to the left-hand
side. We decide not to do this in order to avoid arbitrary choices in the definition. Instead,
we don’t care too much how we define the measure, as long as it satisfies the property that if
A; C X, for all i € «, then

(i) (1L A;) = HMi(Az‘)~ (2)

We will define the measure as the maximal measure satisfying (2). To do this, we first define
the projection 7;(A) of a subset A C [[,., X; as the image of A under the evaluation function
T (Hieb Xi) — X;. Then we define an auxiliary function n which sends a set A C Hi@ X;
to%

n(A) = [ [ ui(mi(A)) € [0, 00].

€L

Note that n will be equal to the measure of the smallest box containing A. Now there is a
unique maximal outer measure m such that m(A) < n(A) for all sets A.Z

Next, we want to turn this outer measure m into a measure on the product space. We
say that a subset A C HiEL X; is Carathéodory-measurable w.r.t. m if for all B C Hz‘aXi

the following equality holds:®
m(B) =m(BNA)+m(B\ A).

We then show that all measurable subsets of ],
w.I.t. m,r—" and this shows that m allows us to get a measure IT;u; on []
cach measurable set A we have (IL;y;)(A) = m(A) B &

Finally, we need to show that this measure satisfies (2).'-" We first do this in the case that
each A; is measurable. In this case, it is easy to show that

X; are actually Carathéodory-measurable

ic, Xi, such that for

(i) (I Az) = m(I1; A;) < n(l;A;) = HMi(Ai)-

We can show the reverse inequality by giving a specific instance of a measure that is bounded
by n and satisfies (2). To do this, we use the idea at the start of this section, by enumerating
v ={i1,...,ix} and using equivalence (1) to construct some specific measure v % Tt is not
too hard to show that v < n and that v(II;4;) = [], pi(A;). Since ILjp; is the maximal
measure bounded by n, we have v < II; u;, hence reverse inequality follows.


https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L158-L159
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/OuterMeasure/OfFunction.lean#L236-L237
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/OuterMeasure/Caratheodory.lean#L52-L53
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L289-L301
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Measure/MeasureSpace.lean#L722-L724
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Measure/MeasureSpace.lean#L738-L740
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L397-L399
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L274-L275
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There are some interesting observations in implementing v, since it is naively defined
by recursion on the cardinality of .. However, it is not so easy to perform recursion on

finite types, especially if you define something that depends on the ordering on the type.

Furthermore, it is convenient if we don’t transport along too many equivalences, during our
construction.
Our solution was to define a new way to define product types as an auxiliary construction.¥

def TProd {: : Type*} (o : ¢ — Type*) (1 : List ¢) : Type* :=
1.foldr (fun i B — o« i X () PUnit

So e.g. TProd o« [i, j, k] is by definition @« 1 X o« j X o« k X PUnit, where PUnit is
the (universe polymorphic) unit type. This definition is convenient, since TProd « (i::1)
is by definition the same as « i X TProd « 1. This makes it very easy to define the
product measure on TProd o« 1 by induction on 1, given measures on each o 1% We prove
that if 1 contains each element of ¢ exactly once, then TProd « 1 is equivalent to the usual
product Hiai.r-" Finally, we construct v by transporting the measure on TProd o 1 along this
equivalence.% Finally, this definition makes it very easy to show that v(IT; 4;) = IL i (A;) 8

In Mathlib we generally try to avoid these auxiliary constructions, because it’s yet another
way to talk about the same mathematical object. The thing to be worried about is that we
would want all the properties for product of types stated both for the usual II-type and for
TProd, leading to a large duplication of lemmas. However, in this case we explicitly mark
TProd as an implementation detail, and avoid its usage unless you specifically want its precise
definitional behavior. For our construction, this definitional behavior made the construction
particularly easy, since we didn’t have to transport anything along an equivalence in the
recursion argument, only once at the end.

This definition of finitary product measures was completed in 2021 and has since been
used in various analysis formalizations in Lean. It is used to define the Lebesgue measure on
R™ (or, more precisely, ¢ — R). There is another definition of this measure using the Haar
measure, but we show that these give rise to the same measure.Z And this definition makes
it a lot easier to show some simple properties about this measure, such as (2).

It is also used by Kudryashov [13] as the setting for the Bochner-integrability version
of his divergence theorem, and by Gouézel [9] in order to use R" as a setting for certain
measure-theoretic results which are subsequently transferred to a general finite-dimensional
normed space by a choice of basis (see Subsection 5.2).

4 The Marginal Construction

4.1 Approaches to Formalization

We note that the fundamental issues in formalizing iterated integration are the same for
systems based on simple type theory and dependent type theory. In dependent type theory
it is possible directly to express a dependent finitary product ] i A; of measure spaces, but
the issues we address appear already in the setting of a function type ¢« — A, which can be
expressed in simple type theory.

When working with products of finitely many spaces, one also wants to use the Tonelli
and Fubini theorems. For example, if f : R®*™ — R, then one might want to write

/ﬂwm fz)dz = /n - flx,y) dyda.

People familiar with formalization will note that this is not simply an application of Fubini’s
theorem, since R™*™ is not the same entity as R™ x R™. One option is to show that there
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https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/Data/Prod/TProd.lean#L47-L48
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L227-L231
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/MeasurableSpace/Embedding.lean#L514-L518
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L274-L275
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Constructions/Pi.lean#L278-L284
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Measure/Lebesgue/EqHaar.lean#L120-L124
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is a “canonical” measure-preserving equivalence R ~ R™ x R™. However, this is still
a bit inconvenient to work with, since one has to work explicitly with this equivalence.
Below we will develop a framework that does not require working with any of these measure-
preserving equivalences (of course, to prove that the framework is correct, we will use such
measure-preserving equivalences).

Another expression that one might want to deal with is for f : R™ — R an iterated
integral of the form

/.-./f(zl,...,xn)d:rl~~d9€k

where £ < n. Here only some of the arguments of f are integration variables, and the
remaining expression is still a function of the remaining variables. Manipulating iterated
integrals like this is a key part of the proof of the grid-lines lemma discussed in Section 5.3.

The solution we implement was suggested in the concluding section of [19], which we will
do in the next section.

4.2 Definition and Properties

We encapsulate this notion in the following definition. In this definition we will generalize
R™ to an arbitrary product space [ ], X;.

» Definition 2. Let ¢ be a indexing set (not necessarily finite), A C ¢ a finite subset and
E be a Banach space. For i € v suppose we are given a measure space (X;, ;) and let
[ (Ie, Xi) = [0,00] be a function. Then the marginal of f w.r.t. A

e

is by definition another function ([[;c, Xi) — [0,00] that is defined as (the notation is
explained in Subsection 2.5’).'3

x> / f(Xa(z,y)) dILicaps (y).
Xi

i€A

Note that [-- ~fieA fdu; is a function that does not depend on the arguments in A. We
could also viewed this as a function on Hia\ 4 X instead of [,., X;. However, it is much
more convenient to view it as a function on the whole product space ], X;, since the
alternative makes the statements of the lemmas below much more complicated.

We call this operation the marginal of f because of our intuition from probability theory.
If all the y; are probability measures and f is a random variable, then [---f._, f du; is the
marginal variable on ;¢\ 4 Xi.

Note that we do not assume that ¢ is finite: this construction works in an infinite product,
as long as we only have finitely many integration variables.

» Lemma 3. The following basic properties hold for any function f: (I],c, Xi) — [0, 00].

L[ fiep fdmi= 1%

2. If w2’ € [, Xi and x; = i for alli € o\ A then [---[,_, fdp; will have the same
value on z and =’ &

3. [-+-f;cs fdpi is monotone in e

4. If v is finite then [---[,_, f dp; is the constant function with value ffdl_[im.z

5. If f is measurable, then so is [---[,_, fdu B


https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L75-L77
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L98-L102
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L105-L108
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L187-L188
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L190-L196
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L88-L96
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Proof. Parts 2, 3 and 4 follow immediately from the definition.

For Part 1 note that the marginal of f w.r.t. @ is an integral over an empty product
space. Since the empty product of measures is the Dirac measure on the unique point in the
space, this equality follows easily.

For Part 5, to show that |- L ca J du; is measurable, by Tonelli’s theorem it suffices to
show measurability for (x,y) — f(Xa(xz,y)), which is an easy exercise. <

Using the definition of marginal, we get a very nice formulation of Tonelli’s theorem for
finitary products.

» Lemma 4. If f is measurable and A and B are disjoint finite subsets of v, then “

/“./ieAUde'ui N //16,4/ jerduj i

Proof. Since A and B are disjoint, we have a measurable equivalence

(00 < (1r) = (1)

Note that e maps the measure (I;capi) X (IL;iepp;) to the measure Il;c auppi. Therefore
we compute

/. : ./ieAUB Fdu; = / J(Xaup(z,y)) dllicaup i (y)

: X
1€EAUB

f(Xaup(z,e(y))) dMieap:) x (Mieppi)(y)
icA Xi)X(HieB Xi)

(a1
/ / f(Xaup(z,e(y, 2))) dllie ppi(2) dllic api(y)
eAX H enXi

:3/ F(X5(Xa(2,9), 2)) e s71s(2) dc agis(y)
eAX HeB i

/ /eA/ erdﬂj i

where the second step uses the properties of e and the third step uses Tonelli’s theorem. <

» Lemma 5. Forig € ¢,

2
/m/ie{io}fdm = /Xio f(Xio (2, 9))dpio ()

Proof. We have a measurable equivalence (Hie {ig}Xi) ~ X;, that maps the measure
e gioy i to piy. Therefore,

/fLmJ@M@=/ F(X iy () dlie iy 1 (y)

ie{iO}Xi

= J(Xio (2, ) dpig (y)- <

Xi(]

1 In Part 4 there is a slight complication in the formalization, because the type ¢ is not the same type
as the universal subtype of ¢ (in the definition of marginal, A is used as a subtype of ¢). This is not a
problem: the proof is still only a few lines long in the formalization.

ITP 2024


https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L118-L135
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/Marginal.lean#L143-L152
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5 Applications of the Marginal Construction

5.1 Volume of an n-ball

Our first application is a loose port of Manuel Eberl’s Isabelle formalization? (2017) of the
formula for the volume of a ball in Euclidean n-space.

Let ¢ be a type of finite cardinality n. In this section x will denote a point in R* and
(x;) the individual co-ordinates of such a point. Fix a real number R > 0. We will study the
Euclidean ball in R,

{x:|x| <R} ={x:> 2, <R
Ji

Define a constant B,, := /2 ) where T" denotes the gamma function (available in Mathlib

r(z+1
due to work of David Loeffler?). In this section we prove:
» Proposition 6. volume {x : |x|| < R} = B,R" %

We introduce the notation &

0 t<0
I1.(t) .= ’
k() {tk/2, Ogt,

fork:Nandt:R,andr-"

AS(X) = B|S‘I‘S| R2 - Z 33j2 5

JES®

for a set s in ¢ and a vector x : R*.
Observe that (denoting by xy the characteristic function of a set U)

/. .. Ay = / B\@IX{X:OSRQ%IXHQ} = volume {x : ||x|| < R},
gc ]RL

(A priori the left-hand sides are functions on R*. The statements are to be understood as
saying that these functions are constant and equal to the expressions on the right-hand sides.)
So Proposition 6 follows by induction from the following fact:

» Proposition 7. For all sets s in ¢ and all i ¢ s¥

[famf ] ae
s¢ ({i}us)e

Proof. Given i :¢, x:R* and ¢ : R,
A computation in single-variable calculus establishes that for all natural numbers k£ and
all real numbers c,

/Bk[k (C — t2) dt = Bk+1[k+1<c).

2 https://isabelle-dev.sketis.net/rISABELLEc60e3d615b8
3 https://github.com/leanprover-community/mathlib/pull/12917


https://github.com/leanprover-community/mathlib4/blob/marginal_itp/Mathlib/MeasureTheory/Measure/Lebesgue/VolumeBall.lean#L351
https://github.com/leanprover-community/mathlib4/blob/marginal_itp/Mathlib/MeasureTheory/Measure/Lebesgue/VolumeBall.lean#L169
https://github.com/leanprover-community/mathlib4/blob/marginal_itp/Mathlib/MeasureTheory/Measure/Lebesgue/VolumeBall.lean#L314
https://github.com/leanprover-community/mathlib4/blob/marginal_itp/Mathlib/MeasureTheory/Measure/Lebesgue/VolumeBall.lean#L322
https://isabelle-dev.sketis.net/rISABELLEc60e3d615b8
https://github.com/leanprover-community/mathlib/pull/12917
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Therefore for any x : R*,

/As (X;(x,1)) dtZ/BMIM R? — Z ij —t2 ] dt

je({itus)e

2 2
= Bigustligyus | B = D 2% | = Apyus (%)
jeius)e

Integrating this fact over the variables in ({i} U s)¢,

// A //( . <x;—>/As(Xi(x,t)) dt> /.../({i}us)c Agiyos. <

5.2 Transvections Preserve the Lebesgue Measure

A transvection is a matrix of the form 1 + A, where 1 is the identity matrix and A is a
matrix that has one, off-diagonal, non-zero entry. Mathlib contains the result that the linear
transformation of R™ induced by a transvection preserves the Lebesgue measure.

This is one step in the proof of the corresponding result for a general matrix M (where
a factor | det(M)| occurs). This result, the infinitesimal version of the change of variables
formula, was contributed to Mathlib by Gouézel [9, Section 5], and had previously been
formalized in other systems. For example, Harrison [10, Section 7], working in HOL Light,
calls it out as “quite hard work to formalize.” In both cases this result is proved along the
way to a (non-infinitesimal) version of the change of variables formula.

The existing Mathlib proof was pretty long (34 lines) and required reasoning about
explicit equivalences on the indexing set. Using the marginal construction, we gave a proof
in 15 lines with the same mathematical argument. The main mathematical argument lies
in proving equation (3) below. This remains roughly the same in both versions of the
formalization, but the marginal construction allowed us to remove a lot of work for the
remaining part of the argument.

» Proposition 8. If . is a finite indexing set, and T is a transvection on R*, then T preserves
the Lebesgue measure.%

Proof. We have to show that T, A = \ where X is the Lebesgue measure. Since boxes form
a basis of the o-algebra on R", it is sufficient to show that the measures agree on a box
A =TI;A;, so we have to show that A(T~1(A)) = A\(A). Suppose that T'= 1+ M where M
has entry ¢ # 0 in position (i, 7) for i # j. For a given x € R™ we will first show that the
following equality holds:

My | Xi(x,y) € T7HA)}) = Ay | Xi(x,y) € A}). 3)

The intuition of this equality is that we’re fixing all but one of the coordinates, and looking
at the length A when varying only coordinate i. We calculate:

My | Xi(x,y) € T7HA)}) = My | T(Xi(x,y)) € A})
=My | Xi(x,y) + exjei € A}) = A{y | Xi(x,y + ex) € A}) = A({y | Xi(x,9) € A}),

where e; is the i-th standard vector and where in the last inequality we use the translation-
invariance of \, showing (3).
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To finish the proof, notice that we want to prove that

[ [
{1,...,n} {1,...,n}

where x x is the characteristic function of X. Equation (3) can be rewritten as

o o]
{i} {i}

and the claim follows from Proposition 4, in the following form:

/.../{me}f:/.../{Lwn}\{i} //{} 7 <

5.3 Grid-lines Lemma

In this section we present our most intricate application of the marginal construction: the
key argument in the Gagliardo-Nirenberg-Sobolev inequality (see Section 6), which for clarity
we have abstracted as a separate proposition and baptized the grid-lines lemma.

This key argument is quite an illuminating test case for the difference between informal
and formal mathematical practice. So before discussing our approach, we describe the
presentations available in the mathematical literature. The argument involves a succession of
uses of Holder’s inequality with respect to different variables of integration. In the literature,
the argument is either presented in a particular low dimension and left for the reader to
extrapolate, or described as an implicit induction with the actual structure of the induction
being left unstated.

Nirenberg, 1959 [17]: “We shall prove (2.4)’ here for n = 3 .... For general n the
inequality is proved in the same way.”

Gilbarg-Trudinger, 1977 [8]: “The inequality (7.27) is now integrated successively
over each variable x;, i = 1,...,n, the generalized Holder inequality (7.11) for m = p; =
-+« =pm = n — 1 then being applied after each integration. Accordingly we obtain ...”
Evans, 1998 [7]: “We continue by integrating with respect to zs,...x,, eventually to
find ...”

Tsui, 2008 [18]: “To illustrate the main ideas, we discuss the case when n =3 .... For
the general case, we start with .... Repeating this process, we get ...”

Liu, 2023 [14]: “[T]he inequality (1) for p = 1 is proved by integrating ... with respect
to x1 and applying the extended Hoélder inequality, then repeating this procedure with
respect to x2, x3,...x, successively .... This tedious procedure is not very transparent,
and is not easy to follow.”

To formalize this argument, we need an explicit statement in general dimension. Given the
appeals to the extrapolation in the presentations quoted above, it is perhaps not surprising
that we did not find this explicit statement in the literature!

We need an t-indexed family of sigma-finite measure spaces (A;);.,, where ¢ is a type of
finite cardinality n. The reader may wish to imagine for concreteness that each factor A;
is R, so that the product type [];,, A; is the function type ¢ — R (or R* for short). The
essential points of the argument remain unchanged in this special case, which is in fact the
case needed for the Gagliardo-Nirenberg-Sobolev inequality.

We furthermore need a nonnegative real parameter p, which at different times will have
different upper bounds (specified explicitly).

The statement of the lemma in general dimension is as follows.
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» Proposition 9 (Grid-lines lemma). Suppose that (n —1)p < 1. If f : [[,, A; = [0,00] is a

measurable function, then (the notation is explained in Subsection 2.3) 1

/ - o0’ ] ( / . f(Xi(X,t))>p < ( / - f(X)> o

theorem lintegral mul_prod_lintegral pow_le (hp : (# - 1 : R) * p < 1)
{f: Vi:¢, Ai) — R>000} (hf : Measurable f) :
Jox, £fx~ 1 - G -1:R) *p)
*II4i, (7 x;, £ (update x i %) Ou i) ~ p d.pi
< ([T x, £fxd.pipu) - A+ p)

Our name for this lemma comes from the integrand on the left-hand side. Note that at
X : ij A; the integrand is a weighted product of f(x) and expressions of the form

[:Ai F(Xi(x,1));

this expression is the integral of f in the single co-ordinate 7, and in R* such an expression
represents the integral of f over the “grid line” through x obtained by varying the i-th
co-ordinate while fixing the others. See Figure 1.

xy

Figure 1 The left-hand integrand of the grid-lines lemma at a fixed point (blue point) is a
weighted product of the value there with integrals over the lines through it parallel to the axes (blue
dotted lines).

We introduce the notation

b fof s

for the marginal integral over the singleton set {;} in ¢, and &

T O W A § (T

JEs
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https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/SobolevInequality.lean#L254-L262
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/SobolevInequality.lean#L85-L86
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Observe that

1+p
e </HA f) B </H“A- f)
Ty nio(f) = /;«:sz,,Ajf(X) e [ ( / f(x xt)

(A priori the left-hand sides are functions on [];,, A;. The statements are to be understood
as saying that these functions are constant and equal to the expressions on the right-hand
sides.) So Proposition 9 follows by induction from the following fact:

» Proposition 10. For all sets s in ¢ and all i ¢ s, and for all p such that |s|p < 1,r—"

Tp,{i}Us(f) < Tp7s (sz) .

The proof is a tricky computation that relies on Holder’s inequality at its heart. Note
that on the left-hand-side we have an |s| + 1-times iterated integral with |s| + 2 factors inside
the integral. If x; denotes the i-th variable, we want to move the integral over x; inside, and
apply Holder’s inequality to the |s| 4+ 1 factors that depend on z; (whose powers sum exactly
to 1).

Proof. We have that

[1—[s|p] + [s]p = 1,

so for any x : [] i A;, by Hélder’s inequality,

/ f(X xtl‘lpHIf i(x,1))

jJEs

<(/ | t)))l " II(/ R t)))p.

JES

Therefore for any x : [, 4;

/f xtalHIf (%, 1)

je{itus

= [ nser | e TG )

JEs

=If(x /'f i ) P T 1 f (X (x, 1)

jEs

<1 ([ it ) 'IPH</f.Avaf<Xi<x7t>>)p

JES il
= Lfx)P L) P Lf(x)

jEs

= Lif(x)'" =P T L L f (x)

j€s
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Integrating this over the variables in s,

Tp:h}uS(f):/---/Z_}us Fi-lsle H (I f)

je{i}Us

:// XH/-A F(Xa(x, b))t lslp H Lif(Xi(x,1))P
s A je{ius
< [of @=Ly

JjESs

=Tps (Iif) : <

6 Gagliardo-Nirenberg-Sobolev Inequality

The version of the inequality we prove is due independently to Nirenberg [17, Lecture I
and Gagliardo; a variant result with different exponents was proved earlier by Sobolev, and
can be deduced from the Gagliardo-Nirenberg version (although we do not formalize this
deduction).

The L? norm of a function f w.r.t. a measure u is defined to be

1fllze = (/fl”du); € [0, 0],

» Theorem 11 (Gagliardo-Nirenberg-Sobolev inequality). Let E be a real normed space of
finite dimension n > 2 with Haar measure . Let 1 < p < n be a real number with Sobolev

conjugate p* = n"—f;. Then there exists a nonnegative real number C such that for all

compactly supported C' functions u : E — R,r—"
[ull o < Cl[Dulle. (4)

The Lean version, which is displayed below, features a zoo of type classes. The pre-
dicate ContDiff R 1 u states that u is C', snorm u p’ p is the L?" norm of u (w.r.t.
) and fderiv R u is the total derivative of w. The conclusion features a constant
SNormLESNormFDerivOfEqConst F pu p : R>0. We don’t care about the precise value of
this constant, but it is important that it only depends on F, u and p (and E, the space on
which  is a measure).

Note also that in the formalization we generalized the codomain of u to be any finite-
dimensional normed vector space.

theorem lintegral_pow_le_pow_lintegral fderiv [NormedAddCommGroup E]
[NormedSpace R E] [MeasurableSpace E] [BorelSpace E]
[FiniteDimensional R E] (u : Measure E) [IsAddHaarMeasure pul
[NormedAddCommGroup F] [NormedSpace R F] [FiniteDimensional R F]
{u: E — F} (hu : ContDiff R 1 u) (h2u : HasCompactSupport u)
{pp/ : R>0} (hp : 1 < p) (h2p : O < finrank R E)

(hp’ : (p/ : R)~! = p~! - (finrank R E : R)~!) :
snorm u p’ p <
SNormLESNormFDerivOfEqConst F p p * snorm (fderiv R u) p u

The main difficulty of the proof is for p = 1, and we will first prove that in the case that
E = R*, where ¢ is a type of finite cardinality n. In that case, we can prove the following
result.

37:13

ITP 2024


https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/SobolevInequality.lean#L498-L634

37:14

The Gagliardo-Nirenberg-Sobolev Inequality

» Proposition 12. Let ¢ be a finite type of cardinality n > 2. For all compactly supported C*
functions u : R* — R,r-"

n/(n—1)
JRARE ( / ||Du||) .

Proof. The key observation here is that, by a half-infinite version of the Fundamental
Theorem of Calculus, a compactly supported function is bounded pointwise by the integral of
the norm of its gradient along any co-ordinate line. To be precise, for a given x : R* and i : ¢,

x(7)
lu(x)| = ‘/_ (wo X;(x,-)) (t) dt

o0
?

x(1)
< [l X)) 1)

— 00

< [ I1Dulxn .

Here we use Du|r to denote evaluation of Du at point f .
We obtain the desired bound by taking the product over all i : ¢ of these inequalities, for
each x : R":

o= dx = [ TG0l ax

1/(n—1)
< [TI([1Ddsmolar) ax

the last line has exactly the form of the left-hand side of the grid-lines lemma (Proposition
9), with f(x) = ||Dulx||, and so, by that Proposition, is bounded above by

n/(n—1)
(f1Duax) . ’

Proof of Theorem 11. For p = 1, we can raise Proposition 12 to the power ”T_l to obtain

(4) for E = R*. Then we want to transfer this statement to functions v with as domain an
arbitrary finite-dimensional vector space.r-" This argument is not hard: we choose a basis
on F and then use a continuous linear equivalence e : R™ ~ F where n is the dimension of
E. Then the measures p and the pushforward of the Lebesgue measure e, (\) are both Haar
measures, so they must be the same up to some constant factor. So let us assume that
i =c-e.(N). Then let

[lel”

1’

C:

where ||e]| is the operator norm of e. We then apply 12 to the function woe : R — R.
A straightforward calculation involving the chain rule then shows (4) for p = 1 with the
aforementioned value of C'.

For p > 1, Define vy := p(:i:;). A simple calculation shows that % = p* = (';:11)” . We

now apply the version for p = 1 to the function v := |u|".

p=1 1
ol e < ClIDeles < € [l =1oul < v ([ 1) 7 ([ 1pure)



https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/SobolevInequality.lean#L291-L341
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Integral/SobolevInequality.lean#L365-L427
https://github.com/leanprover-community/mathlib4/blob/9382a75aca1def579a8c5e44ff86fdee5738b2c9/Mathlib/MeasureTheory/Measure/Haar/Unique.lean#L242-L275
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where in the second inequality we use the chain rule and in the third inequality we use

Holder’s inequality. Hence by using that "T_l — pp%l = p% we compute
1
a NP
lolloe =160, < 09 ([ 1DulP)” = CrlDulo
This finishes the proof. |

In the formalization, there is one additional step in the proof, since we generalize the
codomain of w. In the proof we use the fact that « — |z|” is differentiable with derivative
bounded by ~|x|*~!. This is still true in Hilbert spaces, but not generally in normed spaces,
since the norm there need not be differentiable at all. To solve this, we first prove it for
arbitrary Hilbert spaces,'z and then use the fact that for every finite-dimensional normed
vector space there is a continuous linear equivalence to a Hilbert space (namely R™). We can
then transfer the result along this equivalence.

Note that in the formalization we transferred the inequality twice along continuous linear
equivalences. However, because of the nature of the statement, this transfer is not at all easy:
it involves steps like the chain rule, the uniqueness of Haar measures and estimates using the
operator norm of a linear map. It would be interesting to see to what extend automated
transfer tactics (such as [20]) would be able to transfer a result like this.

The Gagliardo-Nirenberg-Sobolev inequality (Theorem 11) holds uniformly for all func-
tions on a normed space: the supports of the functions considered must be compact, but they
can be arbitrarily large. For fixed p and n, the Sobolev conjugate p* = % is the unique
exponent for which such an inequality could be true; this is easily seen by a scaling argument.

On the other hand, if one restricts consideration to functions supported within a fixed
bounded region s, there is more flexibility in the choice of exponent. A variant of Theorem 11
then holds for any ¢ such that 1 < g < p*.r-" This follows immediately from the monotonicity
of LP-membership, which is a consequence of Holder’s inequality:

1/q 1/p"
(/ Ifq) < Vol(s)/4=4/7" (/ |fp*) -

The most important special case is the case when g is p itself, which is valid since p < p%ﬁp =

P
» Theorem 13. Let s be a bounded measurable set in R*. Let 1 < p < |¢|. There exists a
constant C, such that for all C' functions u : R* — R with support in s,r-"

[ullzr < C[[Dul|zr.

7  Future Prospects: Sketch of some PDE Theory

Sobolev spaces are a longstanding goal for formalization [1, 2]. They are a standard setting
for the solution of elliptic partial differential equations.

We outline a little of this theory to motivate our interest in the Gagliardo-Nirenberg-
Sobolev inequality. Sobolev spaces are certain Banach spaces of functions, let us say for “nice”
domain 2 C R" and codomain R. The simplest example, the Sobolev space H}(Q,R), is (to
give a nonstandard description) the subspace of the Hilbert space L?(€2, R™) consisting of
functions U which are equal to Du, in the sense of weak (distributional) derivatives, for some
element u in L2(£2,R), and which are L?-approximated by C! compactly-supported functions
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in Q. The Gagliardo-Nirenberg-Sobolev inequality (in the variant Theorem 13) implies that
this subspace is a closed subspace of L?(€2,R™), thus Banach, and the (necessarily linear)
operation sending U to a suitable u is a bounded linear map, which we notate F.

It follows by the Fréchet-Riesz representation theorem (see formalizations [16, 1, 6]) that
for any function f in L?(2,R), there exists a unique element U of the Sobolev space H}
such that for all V in H},

Jwwv= [ ). (5)

If U = Du for a smooth (not just L?) function u, this condition implies that for all smooth
compactly-supported v,

/(Du,Dv> - /fv.

By integrating by parts, this implies that u solves the Poisson equation —Au = f. Motivated
by this, we define a solution (5) to be a weak solution to this Poisson equation, even when U
is not smooth, and thus we have proved existence and uniqueness of weak solutions to this
Poisson equation.

In fact, the constant coefficients and high degree of symmetry in Poisson’s equation make
it rather special: it can be solved by a variety of methods and in many cases its solutions can
be represented by semi-explicit formulas. See [5] for a formalization in this spirit of some
theory of the heat equation, another PDE with constant coefficients and a high degree of
symmetry. The notable point of the method described above is that it does not really exploit
these constant coefficients or symmetries, so it continues to work for a large class of other
elliptic second-order linear partial differential equations.

The argument above is representative of the subject as a whole. Most PDEs do not
admit explicit solutions. Instead, researchers prove nonconstructive existence, uniqueness
and regularity theorems for solutions of such PDEs (and, in the best-case scenario, also
prove results about the convergence properties of numerical methods for approximating these
solutions). Inequalities such as the Gagliardo-Nirenberg-Sobolev inequality play a crucial
role, in establishing the functional-analysis preconditions for the nonconstructive existence
theorems which are invoked.

8 Related Work

We refer to [2, Section 1] for a survey of the available formalizations of the binary Tonelli
and/or Fubini theorems.

The first work implementing integration on finitary product types in formal theorem
provers was carried out by Harrison [11, Section 5], whose work in HOL Light covers the
specific case of R™ as part of a broader theory covering calculus on finite-dimensional vector
spaces.

Holzl and Heller [12] implemented integration on a general finitary product type as
part of a full development of measure theory in the language Isabelle. Their framework
for measure spaces is flexible: o-algebras and measures are naturally defined on a subspace
of a type. Similarly, when taking product measures, there is a subset of the indexing
set that is considered when taking the product measure. This approach is similar to the
marginal construction described in Section 4, since both allow for proofs by induction over
the dimension. Such an induction is used to calculate the volume of the Euclidean ball in
general dimension, formalized by Manuel Eberl. We re-formalize this in our own framework
in Section 5.1.
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The approaches are not the same; the marginal construction is more expressive than taking
integrals with the notion of measure in Isabelle/HOL. Given a finite family of measurable
spaces (X;);e, and a measure p; on each X;, the framework in Isabelle/HOL allows one to
define the integral

.. x f(Xa(@,y)) dllicapi(y)

(for sets A in ¢, and for Z some fixed default element of [[,., X;). In contrast, our marginal
construction T is a variable, which allows us to define the function

- /HX F(X a2, ) Al ap (v).

In this comparison we have translated the concepts from Isabelle/HOL to our framework
and notation, but because of differences in foundations, this translation is not exact.

The computation of the volume of a ball is simple enough that this can be conveniently
done in Isabelle/HOL. For more complicated cases like the grid-lines lemma, a more expressive
notion is needed. It would be interesting to see if the marginal construction can be conveniently
adapted to Isabelle/HOL, by defining a variant of the product measure that depends on a
point in the product space, used to take the “default values”.
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