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Abstract
We study the reachability problem for one-counter automata in which transitions can carry disequality
tests. A disequality test is a guard that prohibits a specified counter value. This reachability problem
has been known to be NP-hard and in PSPACE, and characterising its computational complexity has
been left as a challenging open question by Almagor, Cohen, Pérez, Shirmohammadi, and Worrell [1].
We reduce the complexity gap, placing the problem into the second level of the polynomial hierarchy,
namely into the class coNPNP. In the presence of both equality and disequality tests, our upper
bound is at the third level, PNPNP

.
To prove this result, we show that non-reachability can be witnessed by a pair of invariants

(forward and backward). These invariants are almost inductive. They aim to over-approximate
only a “core” of the reachability set instead of the entire set. The invariants are also leaky: it is
possible to escape the set. We complement this with separate checks as the leaks can only occur in
a controlled way.
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17:2 Invariants for OCA with Disequality Tests

1 Introduction

It is well known that the computational complexity of problems is often sensitive to seemingly
minor adjustments in the problem setting. Consider, for example, vector addition systems
with states (VASS). Perhaps more commonly presented as Petri nets, VASS are a very
simple yet powerful model of concurrency. Many important computational problems in logic,
language theory, and formal verification reduce to or are even equivalent to the reachability
problem in VASS (see, e.g., [29,45]). However, a classical result due to Minsky shows that
adding the capability to test counters for zero makes the problem undecidable [42].

At the same time, while reachability in VASS is known to be decidable [41], its computa-
tional complexity was recently shown to be extremely high, namely Ackermann-complete
(see [39] for the upper bound and [19,20,38] for the lower bound), so from the practical point
of view one might question the significance of the complexity jump arising from zero tests.

More recent, “down-to-earth”, and perhaps more striking is the following result on 1-
dimensional VASS, which can be thought of as finite-state automata equipped with one
counter (capable of storing a nonnegative integer). Reachability in these systems can be
decided in NP [28] and is in fact NP-complete. It is not difficult to show, using the standard
hill-cutting technique [48], that reachability can also always be witnessed by executions
in which all values assumed by the counter are bounded from above by an exponential
function in the size of the system and the bit length of counter values of the source and target
configurations. Because of this, one might expect that placing an exponential bound on
the counter values upfront does not change the problem much. But, in fact, the complexity
jumps: the problem – which is equivalent to reachability in two-clock timed automata [15] –
becomes PSPACE-complete [23]. One may say that, in this case, formal verification toolkit
available for the reachability problem is not robust to this change in the problem setting.

In this paper we study a different seemingly benign variation of the standard reachability
question. Consider one-counter automata in which transitions may test the value of the
counter for disequality against a given integer (which depends on the transition). In other
words, executions of the system can be blocked by disequality guards, which prevent the
transition from being fired if the counter value is equal to a specified number. The initial
motivation for studying this question comes from a model checking problem for flat Freeze
LTL; see Demri and Sangnier [21] and Lechner, Mayr, Ouaknine, Pouly, and Worrell [35].
Additionally, recall that automata can be used for the modeling of imperative code; see,
e.g., Hague and Lin [30,31], as well as discussion in Section 2. Classical Minsky machines
encode if –then conditionals with equality comparisons to constants, x = k. Simulating an
if –then–else conditional of this type on a Minsky machine seems to require additional O(k)
states. If k is large, this growth in size may be exponential, even though then branches as
well as increments x += k and decrements x -= k can be encoded directly. (If the machine
model is extended with x ≤ k comparisons, then the asymmetry between then and else
disappears, but reachability becomes PSPACE-complete [23].)

One might expect that, since only a small number of configurations are forbidden (by
the disequality guards) in the infinitely large configuration space, the complexity of the
problem should not change significantly and existing techniques should be applicable. This
conclusion, however, has remained elusive. For the problem of reachability in one-counter
automata with disequality tests, the exponential upper bound on counter values necessary
for witnessing reachability carries over. But, despite progress on related problems [9, 11]
(including the settling of the complexity of the above-mentioned flat Freeze LTL model
checking problem [11]), it has not been possible to pin down the complexity of this problem,



D. Chistikov, J. Leroux, H. Sinclair-Banks, and N. Waldburger 17:3

which has been known to be NP-hard (even without disequality tests) and to belong to
PSPACE (thanks to the exponential bound on the counter) [35]. The apparent simplicity of
the problem contrasts with the lack of robustness of the available toolbox. It was recently
shown by Almagor, Cohen, Pérez, Shirmohammadi, and Worrell [1] that the coverability (or
state reachability) problem can be solved in polynomial time for this model, similarly to the
standard 1-dimensional VASS without tests. The algorithm and its analysis, however, become
sophisticated, and the complexity of reachability was left as a challenging open problem.

In the present paper, we make progress on this problem. Existing techniques need to
be extended and developed significantly to handle seemingly benign disequality tests. We
have been unable to find an easily verifiable witness for reachability, and instead show
that non-reachability is witnessed by a form of invariants (or, more precisely, separators).
The existence of counterexamples that violate such invariants can be checked in NP, thus
placing the reachability problem for OCA with disequality tests into the second level of the
polynomial hierarchy, namely in coNPNP. This complexity class captures the complement of
synthesis-type questions, which ask to find a single object (say, a circuit) that works correctly
for all (exponentially many) inputs. In our problem, one configuration can reach another if
and only if every potential invariant (of a form we describe) violates one of the invariance
conditions; moreover, this violation can be checked in NP. In the presence of both equality
and disequality tests, we need a slightly larger class PNPNP , at the third level of the hierarchy.

Our contributions. Traditionally, an invariant is an overapproximation of the set of reachable
configurations which is inductive, i.e., closed under the transition relation. Our invariants
are different in several ways:
1. We capture only some configurations within the reachability set, which form its core.

Accordingly, we require a tailored notion of closure, namely closure under a restricted
form of reachability relation.

2. Our invariants are leaky (almost inductive): an execution may escape the set. Allowing
leaks is complemented by a separate controlling mechanism (check) that all leaks – which
may occur at the interface between strongly connected components of the automaton –
are safe.

3. To compose our local inductive invariants, i.e., those restricted to a single strongly
connected component, the controlling mechanism for leaks relies on relaxed integer
semantics for the execution. More precisely, we extend (to automata with disequality
tests) a known technique [28] for lifting Z-executions to actual executions.

Our notion of local invariants requires that we place a certain technical assumption at
the interface (entry and exit points) of strongly connected components. To discharge this
assumption, we use a combination of two invariants, one for the main (forward) VASS and
another for the reverse VASS. Together, these two sets form a separator – a witness for
non-reachability.

2 Related Work

Invariants. In formal verification, a forward exploration of countably infinite configuration
spaces from the initial configuration, or a symmetrical backward exploration from the target,
is a standard approach to reachability problems and targets bug finding. General heuristics
can be used to improve such an exploration (see, for instance, the recent directed reachability
algorithm [8]). However, in order to prove non-reachability, thus certifying the absence of
bugs, an invariant-based approach is more popular.

CONCUR 2024



17:4 Invariants for OCA with Disequality Tests

Many techniques have been developed in the past for computing inductive invariants,
depending on the structure of the underlying system based on counterexample-guided
abstraction refinement [17], automata [32], property-directed reachability [3,13,14], and more
generally in the abstract interpretation framework [18].

In vector addition systems, semilinear invariants [25] are sufficient for the general reach-
ability problem [36]. Even if those invariants are intractable in general, for some instances,
namely the control-state reachability problem, the implementation of efficient tools com-
puting invariants (downward-closed sets in that case) is an active research area [7,22] with
implementation of tools [6, 24,33].

In this paper we focus on 1-dimensional VASS in the presence of equality and disequality
tests; we call them one-counter automata (OCA) with tests. The notion of local inductive
invariants with leaks, which we propose, provides a way to reduce the search space of inductive
invariants, by specifying the shape of the “core” of the invariant (a union of arithmetic
progressions within “bounded chains”), as well as restricting the problem to each strongly
connected component one by one. We view this as a compositional approach for computing
inductive invariants. As a theoretical application, we prove that the reachability problem
for one-counter automata with tests is between NP and PNPNP , and in fact in coNPNP if only
disequality tests are present.

The previous work on OCA with disequality tests by Almagor et al. [1] enables us to
focus (subject to a technical assumption) on configurations in a small number of bounded
chains (see Section 4). The structure of the set of reachable configurations in these chains
admits a short description. At the core of our invariants are exactly such sets, and we need
an appropriate notion of “inductiveness”, a condition to control “leaks” that violate the
assumption above, and a verification mechanism for all these conditions.

One-counter automata. OCA can be seen as an abstraction of pushdown automata, a
widely used model of recursive systems. Conceptually very simple, OCA are at the heart of a
number of results in formal verification; see, e.g., [2, 4, 34]. Multi-counter automata are used
to model imperative code with numerical data types [30,31]; roughly speaking, a reachability
query is expressed in logic, as a formula in existential linear integer arithmetic. In these
two references an additional pushdown stack is available, capturing recursive function calls.
We refer the reader to [16] for a retrospective on underlying “pumping” results for OCA,
crucial for many of the recent results. There is also a rich history of research on behavioural
equivalences and model checking for a variety of one-counter processes and systems; see,
e.g., [10, 27,47,48].

The above-mentioned result that reachability in OCA is NP-complete, by Haase, Kreutzer,
Ouaknine, and Worrell [28], has recently been built upon to give a representation of the entire
reachability relation in existential linear integer arithmetic, with an implementation available
online, by Li, Chen, Wu, and Xia [40]. The idea of “lifting” candidate runs to actual runs,
which is shown in [28] and which we develop further by adding support for disequality tests,
has been used in other settings as well [5, 37, 41]. For example, a construction similar to our
Lemma 7.1 is an element of the proof of a tight upper bound on the length of shortest runs
in OCA without disequality tests [16]. In comparison to the latter paper, our construction
need not consider divisibility properties of run lengths, but at the same time applies in a
more general scenario: the updates of our OCA are specified in binary notation (that is,
succinctly); and, naturally, our OCA may have disequality tests.
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We already mentioned above that, despite appearing atypical at first glance, the disequality
tests do in fact contribute to the modeling power: namely, when modeling code, these tests
enable the simulation of the else branch in conditional statements comparing an integer
variable for equality with some constant. The framework of Hague and Lin [30,31] assumes
that each counter variable can undergo at most k reversals (i.e., changes between “increasing”
and “decreasing”), where k is fixed. This assumption is strong; without it, a reachability
instance would require a logical formula of exponential size. Results of Haase et al. [28] and
Li et al. [40] avoid this assumption, but, for the standard syntax of one-counter automata,
if –then–else conditionals remain out of reach – or rather require an exponential expansion of
the automaton. Our leaky invariants technique allows us to handle such conditionals with
equality tests on counters, without assuming any bound on the number of reversals.

3 OCA with Equality and Disequality Tests

We denote by Z and N the set of all integers and all nonnegative integers, respectively.
A constraint is either an equality test of the form x = k with k ∈ N, a disequality test

of the form x ̸= k with k ∈ N, or simply true; x denotes here our counter, which is a
nonnegative integer variable. Let C denote the set of all possible constraints. A one-counter
automaton (OCA) with equality and disequality tests is a triplet A = (Q, ∆, τ), where Q is a
finite set of states, ∆ ⊆ Q ×Z× Q is a finite set of transitions and τ : Q → C is the constraint
function. The automaton A is an OCA with disequality tests if the constraint function τ

does not have any equality tests. We sometimes refer to the constraints as guards.2
Syntactically, A can be seen as an integer-weighted graph with directed edges between

states. Viewed this way, A can be decomposed into a set of strongly connected components
(SCCs). The automaton A is strongly connected when it has one strongly connected component
only. A path π in A is a sequence π = (t1, t2, . . . , tn) of transitions, where ti = (qi−1, ai, qi)
for each i and n ≥ 0. We may refer to π as a q0–qn path. The length of such a path is
len(π) def= n. The effect of π is eff(π) def=

∑n
i=1 ai. A cycle is a path starting and ending at

the same state; for q ∈ Q, a q-cycle is a q–q path. A path or cycle is simple if it contains
no repetition of states, except that a simple cycle has the same starting and ending state.
Every simple cycle has length less than or equal to |Q|.

The size of an OCA A is the bit size of its encoding, where all numbers are written in
binary. We write ∥∆∥ and ∥τ∥ to refer to the maximum absolute value of a transition update
and test, respectively.

Configurations and runs. The semantics of A is defined based on the set of valid configura-
tions and the reachability relation, as follows.

A configuration is a pair (q, z) comprising a state q ∈ Q and a nonnegative integer z ∈ N;
we may refer to z as the counter value. We say that (q, z) is a valid configuration if
it respects the constraint τ(q). Write Conf def= Q × N for the set of all configurations.
Given two configurations (q, z), (q′, z′) and t ∈ ∆, we write (q, z) t−→ (q′, z′) when t =
(q, z′ − z, q′); we denote by (q, z) −→ (q′, z′) the existence of such a transition. A run of A is
a sequence (q0, z0), . . . , (qn, zn) of valid configurations, for n ≥ 0, such that there exists a
path (t1, . . . , tn) with (qi−1, zi−1) ti−→ (qi, zi). We say that (qn, zn) is reachable from (q0, z0)

2 We use automata with constraints on states. Automata with constraints on transitions are, for our
purposes, equivalent.

CONCUR 2024



17:6 Invariants for OCA with Disequality Tests

if there exists a run from (q0, z0) to (qn, zn). We write (q0, z0) ∗−→ (qn, zn) to denote the
existence of such a run. Given a path π, we write (q0, z0) π−→ (qn, zn) if π yields a run from
(q0, z0) to (qn, zn).

A path π has no hope to yield a run from (q, z) if z + eff(π′) < 0 for some prefix π′ of π.
We denote by drop(π) the maximum of −eff(π′) over all prefixes π′ of π, and call it the drop
of π. Intuitively, drop(π) is the smallest counter value z ∈ N such that π, when applied from
(q, z), remains nonnegative; note that hitting a guard is not a consideration here.

We use the following standard operators: Post(c) def= {c′ ∈ Conf | c −→ c′} and Pre(c) def=
{c′ ∈ Conf | c′ −→ c}. For X ⊆ Conf , we write Post(X) def=

⋃
c∈X Post(c) and Pre(X) def=⋃

c∈X Pre(c). Also, Post∗(X) def= {d | ∃c ∈ X : c
∗−→ d} and Pre∗(X) def= {c | ∃d ∈ X : c

∗−→ d}.
For an OCA A = (Q, ∆, τ), we define the reverse of A as AR def= (Q, ∆R, τ) where

(q, a, q′) ∈ ∆R if and only if (q′, −a, q) ∈ ∆. Given configurations c and d and a path π in A,
we have c

∗−→ d in A if and only if d
∗−→ c in AR.

The reachability problem. We consider the following decision problem.
Reachability
Input: An OCA A with equality and disequality tests, a valid initial configuration src, and a

valid target configuration trg.
Output: Does src ∗−→ trg hold?

The model of OCA with disequality tests has been studied in [35] and [1]. The latter
paper provides polynomial-time algorithms for the coverability problem: “given src and a
state q, does there exist z such that src ∗−→ (q, z) ?” and the related unboundedness problem:
“is the set of configurations reachable from src infinite?”. The reachability problem, however,
is NP-hard even without tests, see Figure 1 (Left).

Equality tests. In the reachability problem in OCA with equality and disequality tests, the
main technical challenge stems from disequality tests. Indeed, a state with an equality test
only has one valid configuration hence need not be visited more than once.

We now work with OCA with disequality tests only. We will discuss in Section 7.5 how
our techniques are affected by the addition of equality tests.

4 Getting Familiar with Disequality Tests

In this section, we fix an OCA A = (Q, ∆, τ) with disequality tests and two valid configura-
tions src and trg.

A configuration c is bounded when Post∗(c) is finite, and unbounded otherwise. It is
known, although far from trivial, that one can decide boundedness in polynomial time.

▶ Lemma 4.1 (see [1, Theorem 19]). Given an OCA with disequality tests and a configuration c,
it is decidable in polynomial time whether c is bounded or unbounded.

A candidate run is a run except that neither the nonnegativity condition nor the dis-
equality tests are necessarily respected. Formally, a candidate run is simply a sequence
(q0, z0), . . . , (qn, zn) where all (qi, zi) ∈ Q × Z, n ≥ 0, and such that there exist transitions
(qi−1, ai, qi) ∈ ∆ with zi+1 = zi + ai for all i ∈ {1, . . . , n}. We write (q0, z0) ∗−→

Z
(qn, zn).
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s
+a1

· · ·

· · ·
r

+an

· · ·

· · ·
t

−v q ̸= 5

̸= 30

̸= 15

+2

+1

+2

Figure 1 Left. This OCA without tests is constructed from an instance of the subset sum
problem (a1, . . . , an, v); this is in fact how the reachability problem in OCA without tests is proved
to be NP-hard in [28]. Configuration (t, 0) can be reached from configuration (s, 0) whenever there
exists a subset of {a1, . . . , an} whose elements sum up to v. Note that all unlabelled transitions
have update zero. The set of configurations reachable from (s, 0) can have size exponential in n, and
its structure is unwieldy.
Right. (For Section 4.) The named state q belongs to Q+ since there is a simple q-cycle
with positive effect. There are six bounded chains of configurations at q. The disequality test
̸= 5 bounds the counter values with residue 0 modulo 5, so {(q, 0)} and {(q, 5)} are bounded
chains. The disequality test ̸= 30 bounds the counter values with residue 3 modulo 5, so
{(q, 3), (q, 8), (q, 13), (q, 18), (q, 23), (q, 28)} is a bounded chain. The disequality test ̸= 15 bounds
the counter values with residue 2 modulo 5, so {(q, 2), (q, 7), (q, 12)} is a bounded chain.

An ingredient of the NP upper bound for reachability in OCA without disequality tests [28]
is establishing conditions under which a candidate run can be lifted to a run. We adapt the
argument to OCA with disequality tests.

▶ Lemma 4.2. Let A be a strongly connected OCA with disequality tests. If src is unbounded
in A and trg is unbounded in AR, then there is a run from src to trg in A (src ∗−→ trg) if and
only if there is a candidate run from src to trg in A (src ∗−→

Z
trg).

The hypothesis that A is strongly connected is crucial. Indeed, if A is strongly connected
and src = (s, v) is unbounded in A, then there is a cycle of positive effect that, from src,
can be applied infinitely often to reach (s, z) with z arbitrarily large. If A is not strongly
connected, it could be that the positive cycles that make src unbounded are in another SCC
and that the set {z | (s, v) ∗−→ (s, z)} is finite.

Let Q+ ⊆ Q be the set of states q ∈ Q such that there exists a q-cycle γ with len(γ) ≤ |Q|
and with eff(γ) > 0. For each q ∈ Q+, let γq be such a q-cycle with minimal drop. We fix
this choice for the remainder of the paper. We define

Conf+
def= {(q, z) : q ∈ Q+ and z ≥ drop(γq)}.

▶ Lemma 4.3. There is a polynomial-time algorithm to identify Q+ and to choose cycles γq

for all q ∈ Q+. Moreover, membership in Conf+ can be decided in polynomial time.

The proof of Lemma 4.3 can be found in Appendix A.

▶ Remark 4.4. Our choice of Q+ differs slightly from the definition found in [1]: we use short
cycles (len(γ) ≤ |Q|) rather than simple cycles. For simple cycles, the ability to compute,
in polynomial time, the minimal drop of a positive-effect simple q-cycle (for each q ∈ Q)
is not justified in [1]. In fact, in Appendix B, we prove that deciding, for a given OCA
without tests A and a given state q, whether there exists a positive-effect simple q-cycle in
A is an NP-complete problem. However, all constructions and arguments of [1] appear to
be insensitive to the replacement of “simple cycles” by “short cycles”. As a result, we can
still use polynomial-time algorithms for coverability and for unboundedness in OCA with
disequality tests (1-VASS with disequality tests).

CONCUR 2024



17:8 Invariants for OCA with Disequality Tests

The set of all (q, z) ∈ Conf+ can be partitioned into q-chains. For each q ∈ Q+, let
Conf+(q) = ({q} × N) ∩ Conf+. A q-chain C is a maximal non-empty subset C ⊆ Conf+(q)
such that, for every two distinct c, c′ ∈ C, either c is reachable from c′ by iterating γq, or
vice versa. In other words, C is a non-empty minimal subset of Conf+(q) (with respect to
set inclusion) such that, for all c ∈ C and all c′ ∈ Conf , if c

γq−→ c′ or c′ γq−→ c then c′ ∈ C.
A q-chain is bounded if it is a finite set, otherwise it is unbounded. Note that configurations

in unbounded chains are all themselves unbounded, but configurations in bounded chains
need not be bounded (they may be unbounded). Because the number of disequality guards
that a cycle γq may encounter is small, so is the total number of bounded chains.

▶ Lemma 4.5 (see [1, Remark 6]). There are at most 2|Q|2 bounded chains.

Given a chain C, the counter values z of every (q, z) ∈ C have the same remainder
modulo eff(γq). Henceforth, a bounded q-chain can be described as [ℓ, u] ∩ (r + eff(γq) · N)
where [ℓ, u] is an interval of nonnegative integers and r+eff(γq)·N is an arithmetic progression
with initial term r and difference eff(γq). Since the OCA A is encoded in binary, the values
of l, u, r, and |γq| may be exponential in the size of A. See Figure 1 (Left) for an example.

5 Pessimistic Reachability

In this section, we exhibit a family run of runs, namely pessimistic runs, that are guaranteed
to admit an NP certificate. This will already enable us to prove, in Section 6, that the
reachability problem is in coNPNP in the special case where the OCA is strongly connected.

Let A be an OCA with disequality tests. We call a run of A pessimistic if none of its
configurations are in Conf+, except possibly the first one. Of course, some pessimistic runs
may be exponentially long relative to the size of A; however, we provide a way to handle
them. For S ⊆ Conf+, we write Post∗

−(S) for the set of configurations reachable from S using
only pessimistic runs. In particular, S ⊆ Post∗

−(S).
Consider the following decision problem:

Pessimistic Reachability
Input: An OCA A with disequality tests, and two configurations src and trg.
Output: Is there a pessimistic run from src to trg in A?

Pessimistic runs turn out to be very handy, not least because we can adapt an existing
“flow” technique [28] to decide pessimistic reachability.

▶ Lemma 5.1. The pessimistic reachability problem is in NP.

In a nutshell, the idea [28] is to guess how many times the run traverses each transition.
The guessed numbers are subject to polynomial-time checkable balance and connectivity
conditions, akin to, e.g., [46]. However, we cannot check whether the (possibly very long)
run constructed from the flow violates disequality constraints, so the technique cannot be
applied directly.

Our solution uses the pessimism of the run. Let x ̸= g be a guard on state q. We split
the run in two: in the first part, all visits to q are above g; then the run jumps the guard so
that, in the second part, all visits are below g. This way, with at most |Q| splits, we can
reduce the problem to the case in which the run does not jump any disequality guard (always
staying above or below each of them).
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6 Reachability in Strongly Connected OCA

In this section, for pedagogical purposes, we study the particular case where the OCA is
strongly connected. The case with multiple SCCs presented in Section 7 is more technical
but relies on the same key idea.

▶ Theorem 6.1. The reachability problem for strongly connected OCA with disequality tests
belongs to the complexity class coNPNP.

We sketch the proof of Theorem 6.1 below. Throughout the section, we fix a strongly
connected OCA with disequality tests A and two configurations src and trg, and we are
interested in whether src ∗−→ trg.

6.1 Ruling Out the Unbounded Case
By Lemma 4.1, given an instance of reachability, we can check in polynomial time whether
src is unbounded in A and trg is unbounded in AR. If both are true, then, by Lemma 4.2,
it suffices to determine whether there exists a candidate run from src to trg. The existence
of a candidate run can be decided in NP (e.g., using integer linear programming, see [12]).
This case will not affect our complexity result because NP ⊆ coNPNP. Thus, without loss of
generality, we may assume that src is bounded in A or trg is bounded in AR. Moreover, if
trg is bounded in AR, we symmetrically work with AR instead of A.

In the remainder of this section, we assume that src is bounded in A.

6.2 Inductive Invariants in the Bounded Case
We will show that src /

∗−→ trg if and only if there exists a certificate of a particular shape
witnessing this non-reachability. This certificate takes the form of an inductive invariant
separating src and trg. The exact set of configurations comprising this inductive invariant
is unwieldy, so we concentrate on its core instead. This set of core configurations admits a
short representation, as follows.

We call an arithmetic progression on state q ∈ Q a set of configurations {(q, v) | ℓ ≤ v ≤
L ∧ ∃k ∈ N, v = kp + s} with p, s, ℓ, L ∈ N. An arithmetic progression can be specified by
writing q and the numbers p, s, ℓ, L. A set of configurations has a concise description if it is
a union of at most 2|Q|2 + 1 arithmetic progressions whose configurations have counter value
bounded by 2|Q| · ∥∆∥ · ∥τ∥. Such a set can be described in polynomial space.

The set of all configurations in bounded chains has a concise description. This also holds
for the set R of all reachable configurations in bounded chains: indeed, if a configuration
of a chain can be reached, the same is true for all configurations above in the same chain.
Because src is bounded, unbounded chains cannot be reached, and this R is in fact the set of
reachable configurations in all chains. (Observe that runs that reach configurations from R

may well visit the complement of Conf+.)

▶ Lemma 6.2. The set R of reachable configurations in Conf+ has a concise description.

Intuitively, R is our desired “core invariant”, and the desired invariant is the set Post∗
−(R).

However, when given a set I, it is not easy to check whether I is actually equal to R. Instead,
the following theorem defines possible invariant cores by 3 conditions.
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17:10 Invariants for OCA with Disequality Tests

Conditions involving src and trg are self-explanatory. Set inclusion Post(Post∗
−(I)) ⊆

Post∗
−(I) would express inductiveness (closure of the set under Post(·)). However, verifying

this condition is computationally expensive, and we replace it with a version that “focuses”
on the core only, and thus has I rather than Post∗

−(I) on the right-hand side.

▶ Theorem 6.3. Suppose src is bounded in A. Then src /
∗−→ trg if and only if there exists a

set I ⊆ Conf+ ∪ {src} with concise description such that:
(Cond1) src ∈ I,
(Cond2) trg /∈ Post∗

−(I), and
(Cond3) Post(Post∗

−(I)) ∩ Conf+ ⊆ I.

Proof. First, assume that there is such a set I. Because trg /∈ Post∗
−(I) by (Cond2), it

suffices to prove that Post∗(src) ⊆ Post∗
−(I). We proceed by induction on the length of

the run from src to c ∈ Post∗(src). The base of induction is (Cond1). Assume that we
have d ∈ Post∗

−(I) and d −→ c. If c /∈ Conf+ then we have a pessimistic run from I to c,
so c ∈ Post∗

−(I). If c ∈ Conf+ then c ∈ Post(Post∗
−(I)) ∩ Conf+, hence c ∈ I by (Cond3).

For the other direction, assume that trg is not reachable from src. Let I
def= R ∪ {src};

by Lemma 6.2, I has a concise description. (Cond1) and (Cond2) are trivially satisfied.
Moreover, Post(Post∗

−(I)) ∩ Conf+ ⊆ Post∗(src) ∩ Conf+ ⊆ I, hence (Cond3) is satisfied. ◀

6.3 The Complexity of Reachability in Strongly Connected OCA
We now prove that reachability is in coNPNP by, equivalently, proving that non-reachability
is in NPNP. Roughly speaking, a problem is in NPNP whenever this problem is solvable in
non-deterministic polynomial time by a Turing machine which has access to an oracle for
some NP-complete problem. The oracle is a black box that may provide the answer to any
problem in NP (and therefore to any problem in coNP).

As argued in Section 6.1, we assume with no loss of generality that src is bounded. By
Theorem 6.3, we have src /

∗−→ trg if and only if there exists I satisfying the three conditions
(Cond1), (Cond2), and (Cond3). Moreover, by the same theorem, I can be assumed to have
a concise description. Thus, we can guess such a set I in non-deterministic polynomial time.
It remains to prove that the verification that a set I satisfies the three conditions can be
performed using an NP oracle. To this end, we prove that this verification is a coNP problem.
Indeed, I does not satisfy the three conditions when:

either src ̸∈ I (which can be checked efficiently),
or trg ∈ Post∗

−(I) (this is when there is a small configuration c such that c ∈ I and
trg ∈ Post∗

−(c)),
or there are some small configurations c and d such that c ∈ I, d ∈ Post∗

−(c), and some
successor of d belongs to Conf+ but not to I.

The adjective small should here be understood as “bounded by an exponential in the size of
A, src, and trg”. In fact, it is fairly easy to obtain an exponential bound on configurations
to consider. Thanks to Lemma 5.1, verification of both whether there is a c ∈ I such that
trg ∈ Post∗

−(c) and whether there exist c ∈ I, d ∈ Post∗
−(c), and e ∈ Post(d) such that e /∈ I

are in NP. Since membership in Conf+ can be checked in polynomial time by Lemma 4.3,
the entire third condition is also an NP condition. This completes the proof of Theorem 6.1.

7 Combining Strongly Connected Components

In this section, we extend the techniques from Section 6 to the general case in which the
OCA is not assumed to be strongly connected. We fix an OCA A with disequality tests and
two configurations src and trg.



D. Chistikov, J. Leroux, H. Sinclair-Banks, and N. Waldburger 17:11

We first highlight why the techniques developed above do not apply to this general case.
In Section 6, the hypothesis that A is strongly connected was necessary for the application of
Lemma 4.2. When A is not strongly connected, knowing that src is unbounded is no longer
satisfactory. Indeed, it no longer implies the existence of a positive cycle involving its state,
as the positive cycle allowing us to pump up could be in another SCC. We need to be able
to specify whether a configuration is unbounded within its own SCC or not.

7.1 Locally Bounded Configurations and Runs
Locally bounded configurations. Given a SCC S of A, we denote by AS the automaton
obtained when restricting A to states and transitions within S. A configuration c is locally
bounded if c is bounded in AS where S is the SCC of c. We denote by L the set of all locally
bounded configurations (and by LR in AR). Configurations that are not locally bounded are
referred to as locally unbounded. We generalise the lifting technique from Lemma 4.2.

▶ Lemma 7.1 (Lifting). For all c /∈ L and d /∈ LR, we have c
∗−→ d if and only if c

∗−→
Z

d.

Locally bounded runs. A run c
π−→ d is said to be locally bounded if all configurations visited

by the run are locally bounded. We denote such a run by c
π−→
L

d, and denote its existence by

c
∗−→
L

d. Notice that a locally bounded run may go through several SCCs. Moreover, a run
starting from a locally bounded configuration is not always locally bounded: once it goes to
a new SCC, it may visit configurations that are not locally bounded. We define the locally
bounded counterpart LPost∗

− of the pessimistic post-star operator: d ∈ LPost∗
−(c) if there

is a pessimistic and locally bounded run from c to d. We extend this definition to sets of
configurations X in the usual way. Dually, we also define, for every set of configurations X,
the set LPre∗

+(X) as the same notion but in the reverse OCA AR. We extend Lemma 5.1 to
these new operators.

▶ Lemma 7.2. Given c, d ∈ Conf , deciding whether d ∈ LPost∗
−(c) is in NP.

Proof sketch. We split the run on its transitions between SCCs. We apply Lemma 5.1 on
the portions remaining in one SCC. Since the run is pessimistic, we can bound all the counter
values in it. The run is locally bounded when the first configuration visited in each SCC is
locally bounded, which is checked using Lemma 4.1. ◀

7.2 Leaky Invariants
Unlike in the strongly-connected case, a single invariant construction is not sufficient for our
needs. Indeed, if src is locally bounded but unbounded, then one could imagine the invariant
technique from Theorem 6.3 applied to the SCC S of src, but then this invariant would not
apply to other SCCs. For example, there could be runs that are locally bounded in the
SCC Ssrc of src but not in the SCC Strg of trg, making the invariant inapplicable. Instead,
assuming that trg is locally bounded in AR, one may consider in the SCC of trg an invariant
constructed in the reverse automaton AR. We therefore employ a pair of invariants, one
for A (the forward invariant) and another one for its reverse AR (the backward invariant).
The two invariants will induce two sets of configurations that, in a negative instance of the
reachability problem, separate the source and target.

The following lemma will allow us to avoid treating src and trg separately. The set Conf R
+

is defined as the counterpart of Conf+ in AR.
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▶ Lemma 7.3. We may assume that src ∈ Conf+ ∩ L and trg ∈ Conf R
+ ∩ LR.

We now define our notion of a leaky invariant. As in Section 6, we represent the invariants
using core sets of configurations that can be succinctly described, denoted by I and J . Our
invariants must be inductive in the following weak sense:

▶ Condition 7.4. Let I ⊆ Conf+ ∩ L and J ⊆ Conf R
+ ∩ LR be sets of configurations.

The pair (I, J) is inductive if

(Ind) Post(LPost∗
−(I)) ∩ Conf+ ∩ L ⊆ I and

Pre(LPre∗
+(J)) ∩ Conf R

+ ∩ LR ⊆ J .

Notice that I and J play symmetric roles in A and AR. We now provide some intuition
for the (forward) inductive condition for I. The set I only contains configurations from
Conf+ ∩ L, because the set Conf+ ∩ L has a regular structure thanks to bounded chains.
The set I is, again, only the core of the invariant. The full invariant3 is Post∗

−(I) ∪
Post(Post∗

−(I)), but this set is not easily described (see Remark 7.8). This explains why we
use the composition Post(LPost∗

−(·)) instead of the single-step Post(·) operator traditionally
used to define inductiveness.
▶ Remark 7.5. We refer to our invariants as leaky, because they are not inductive in the
traditional sense. Indeed, our invariants are “focused” on locally bounded configurations, and
can be escaped by transitions to locally unbounded configurations. This leak may, however,
only happen with transitions going from one SCC to another.

▶ Condition 7.6. Let I, J ⊆ Conf be sets of configurations.
The pair (I, J ) is a separator if, for all c ∈ I and d ∈ J ,
(Sep1) c ̸→ d; and
(Sep2) if c /∈ L and d /∈ LR, then c /

∗−→
Z

d.

Firstly, (Sep1) will forbid I and J from being connected by a single step. Secondly,
(Sep2) will forbid connection between I and J using the lifting technique of Lemma 7.1.
This does not, in general, prevent the existence of runs from I to J ; it will do so, however,
for our leaky invariants that combine Conditions 7.4 and 7.6.

▶ Definition 7.7. Let I ⊆ Conf+ ∩ L and J ⊆ Conf R
+ ∩ LR. Consider the sets

I := Post∗
−(I) ∪ Post(Post∗

−(I)) and
J := Pre∗

+(J) ∪ Pre(Pre∗
+(J)).

We call the pair (I, J) a non-reachability witness for src and trg if (I, J) is inductive, (I, J )
is a separator, src ∈ I, and trg ∈ J .

The pair of sets (I, J) forms the core of the invariant, namely I represents the forward
leaky invariant and J represents the backward leaky invariant. In this case we also say
that (I, J) induces the separator (I, J ). A visualisation of a pair (I, J) and its induced
separator (I, J ) can be seen in Figure 2. A helpful intuition is that I is approximately
Post∗

−(I) (and similarly J is approximately Pre∗
+(J)). One additional step of Post(·) (and

Pre(·), respectively) ensures that the “outer boundary” of this closure should also be included
in the set.

3 Our invariant is Post∗
−(I) ∪ Post(Post∗

−(I)) but the operator that appears in Condition 7.4 is LPost∗
−(·).

In Appendix C, we discuss the issues encountered if Post∗
−(·) ∪ Post(Post∗

−(·)) was used in Condition 7.4.
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J
S1 S2 S3 S4

J4
J3

J2
J1

I1
I2

I3
I4

src

trg

c

d

c′

d′

Figure 2 Core inductive sets and the separator they induce. The core of the forward leaky
invariant is I = I1 ∪ I2 ∪ I3 ∪ I4 (the blue circular sets) and the core of the backward leaky invariant
is J = J1 ∪ J2 ∪ J3 ∪ J4 (the red circular sets). The induced separator (I, J ) is shown as blue and
red rounded quadrilaterals containing the core sets. Notice that src ∈ I and trg ∈ J . The upwards
coiled arrow from c′ represents that c′ is locally unbounded in the SCC S2 and the downwards
coiled arrow from d′ represents that d′ is locally unbounded in the SCC SR

3 . Note also the separator
conditions: Condition 7.6 (Sep1) means that configurations c ∈ I and d ∈ J cannot reach one
another by one transition, so c ̸→ d; Condition 7.6 (Sep2) means that unbounded configurations
c′ ∈ I and d′ ∈ J cannot reach one another via a candidate run, so c /

∗−→
Z

d.

▶ Remark 7.8. As in Section 6, our representation of invariants refers to their core only, i.e., the
pair (I, J). The example in Fig. 1 (left) demonstrates that the set Post∗

−(I) ∪ Post(Post∗
−(I))

does not always have a tractable description. The set of all possible sums of subsets has no
convenient description, therefore we want it to be captured by Post∗

−(I) ∪ Post(Post∗
−(I))

only and not by I itself.

▶ Theorem 7.9. In an OCA A with disequality tests, trg is not reachable from src if and
only if there exists a non-reachability witness. Moreover, in this case, there is always a
non-reachability witness with a concise description.

In Section 7.3, we define “perfect cores”, which we use in Section 7.4 to sketch a proof
of Theorem 7.9 (details can be found in the full version).

7.3 Perfect Cores
Condition (Ind) on the core of leaky invariants captures a weak inductiveness property, which
is central to our approach. We will now discuss two features of this condition that are used
in the proof of Theorem 7.9.

Our conditions capture a specific invariant, which we now define. Consider the set

B
def= {c ∈ Conf : src ∗−→

L
c}

In words, B contains all configurations reachable from src using locally bounded runs. In
line with ideas from Section 6, we do not want to store B entirely, so we will restrict the core
to configurations in bounded chains. We call perfect core the set B ∩ Conf+; the term perfect
is motivated by the fact that Definition 7.7 aims to capture this set exactly. Similarly, let
BR := {c ∈ Conf : c

∗−−→
LR

trg}. The perfect core in the reverse automaton is BR ∩ Conf R
+.

CONCUR 2024



17:14 Invariants for OCA with Disequality Tests

The two features of (Ind) are summarised in the following two lemmas. We use the
words “sound” and “complete” to characterise the relationship between Condition 7.4 (as
part of Definition 7.7) and the perfect cores defined above. Completeness expresses that in
every instance of non-reachability, the perfect cores defined above induce a non-reachability
invariant. Conversely, soundness states that every invariant must contain all configurations
from the perfect cores. (Thus, the perfect core are the smallest possible invariants.)

▶ Lemma 7.10 (Soundness). For all I ⊆ Conf+ ∩ L and J ⊆ Conf R
+ ∩ LR such that src ∈ I

and trg ∈ J , if (I, J) is inductive (Condition 7.4), then B ∩ Conf+ ⊆ I and BR ∩ Conf R
+ ⊆ J .

Proof sketch. Condition 7.4 for I gives Post(LPost∗
−(I)) ∩ Conf+ ∩ L ⊆ I. Let c ∈ B ∩ Conf+

be a configuration of the perfect core. Thus, src reaches c by a locally bounded run. It is not
always true that c ∈ Post(LPost∗

−(src)) because this run does not have to be pessimistic: it
may observe configurations in Conf+. We prove by induction that all configurations in Conf+
along the run are in I, using the property that Post(LPost∗

−(I)) ∩ Conf+ ∩ L ⊆ I once for
each such configuration; this eventually proves that c ∈ I. The proof is analogous for J . ◀

▶ Lemma 7.11 (Completeness). If I = B ∩ Conf+ and J = BR ∩ Conf R
+, then (I, J) is

inductive (Condition 7.4).

Proof sketch. We prove that Post(LPost∗
−(B ∩ Conf+)) ∩ Conf+ ∩ L ⊆ B ∩ Conf+. Let

c ∈ Conf+ be locally bounded and belong to Post(LPost∗
−(B ∩ Conf+)). All configurations in

LPost∗
−(B ∩ Conf+) are in B by the definition of B, so c can be reached in one step from a

configuration d ∈ B. By definition, d is reachable from src with a locally bounded run; since
c is itself locally bounded, this is also true for c, and so c ∈ B. The case of J is similar. ◀

7.4 Non-reachability Witnesses and Their Complexity
▶ Theorem 7.9. In an OCA A with disequality tests, trg is not reachable from src if and
only if there exists a non-reachability witness. Moreover, in this case, there is always a
non-reachability witness with a concise description.

Proof sketch. First, if src /
∗−→ trg then the perfect cores I = B ∩ Conf+ and J = BR ∩ Conf R

+
form a non-reachability witness. Indeed, by Lemma 7.11, (I, J) is inductive. Moreover, the
induced I = Post∗

−(I) ∪ Post(Post∗
−(I)) and J = Pre∗

+(J) ∪ Pre(Pre∗
+(J)) form a separator.

We have I ⊆ Post∗(src) and J ⊆ Pre∗(trg), proving Condition 7.6 (Sep1). If Condition 7.6
(Sep2) fails, Lemma 7.1 yields a contradiction. Moreover, I and J have a concise description
thanks to bounded chains.

Conversely, suppose there is a non-reachability witness (I, J). Assume for the sake of
contradiction that src ∗−→ trg. By Lemma 7.10, since (I, J) is inductive, B ∩ Conf+ ⊆ I and
BR ∩Conf R

+ ⊆ J . Consider a run from src to trg. It must leave I = Post∗
−(I)∪Post(Post∗

−(I))
therefore it visits locally unbounded configurations. Let c be the first such configuration
visited. Similarly, let d be the last visited configuration that is locally unbounded in AR.
First, if c occurs before d, then Condition 7.6 (Sep2) is violated. Second, if c occurs after d,
then there is an overlap in the runs from src to c and from d to trg. The overlap must be in
I ∩ J , leading to a violation of Condition 7.6 (Sep1). ◀

▶ Theorem 7.12. The reachability problem for OCA with disequality tests belongs to the
complexity class coNPNP.
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Proof sketch. We use Theorem 7.9, deciding the existence of a non-reachability witness in
NPNP. Recall that NPNP is introduced in Section 6.3. Let a pair (I, J) be given; we show
that a violation of the conditions for being a non-reachability witness can be checked in NP.

One can check in polynomial time whether src ∈ I and trg ∈ J .
Violation of Condition 7.4 (Ind) is an NP property. Indeed, this follows because mem-
bership in LPost∗

−(·) is in NP (by Lemma 7.2) and membership in Conf+ and L is
polynomial-time checkable (by Lemma 4.3 and Lemma 4.1, respectively).
Violation of Condition 7.6 (Sep1) is in NP, because I := Post∗

−(I) ∪ Post(Post∗
−(I)),

J := Pre∗
+(J) ∪ Pre(Pre∗

+(J)), and membership of given configurations in the pessimistic
post-star (optimistic pre-star, respectively) is in NP by Lemma 5.1. This assumes that
we have an exponential bound on relevant configurations.
To check violation of Condition 7.6 (Sep2) in NP, we again use Lemma 4.1 for L, as well
as the fact that the existence of a candidate run is in NP (by integer programming). ◀

7.5 Adding Equality Tests
The previous techniques have been developed for OCA with disequality tests only. In
particular, the lifting argument of Lemma 7.1 does not hold in the presence of equality tests:
candidate runs that visit a state with an equality test cannot be lifted to greater counter
values. However, at the cost of increasing the complexity, one can handle equality tests.

Complexity class PNPNP consists of decision problems solvable in polynomial time with
access to an NPNP oracle (which can solve NPNP problems in one step).

▶ Corollary 7.13. The reachability problem for OCA with equality and disequality tests
belongs to the complexity class PNPNP .

Proof. Let A be such an OCA with tests, and src and trg two configurations. Denote by
Conf = the set of valid configurations at states with equality tests; |Conf =| does not exceed
the number of states in A. Consider the OCA with disequality tests A′ that is obtained by
deleting all states with equality tests (and incident transitions) from A. By Theorem 7.12,
with an NPNP oracle we can build a graph with vertex set Conf = ∪ {src, trg} and edge set
{(c, d) | c

∗−→ d in A′}. Depth-first search in this graph for a path from src to trg takes
polynomial time. ◀

8 Conclusions

We have looked at the reachability problem for one-counter automata with equality and
disequality tests. We have proposed the idea of local inductive invariants and combined them
with the notion of unboundedness within an SCC. Our construction circumvents the lack
of computationally tractable descriptions: indeed, in the subset sum example (Fig. 1 (left)
and Remark 7.8) the reachability set has exponential size, depending on a1, . . . , an. There is
no obvious means of compression available, and guessing/storing a traditional invariant is
prohibitively expensive even for moderate n.

An outstanding theoretical question is characterisation of complexity of reachability in
OCA with disequality tests. We have placed the problem in coNPNP and, in the presence of
equality tests, in PNPNP . Both problems have already been known to be NP-hard. Are they
NP-complete or coNP-hard too? We also leave it open whether our technique can be extended
to other systems and settings, e.g., to parameter synthesis questions (see, e.g., [26, 35,43]).
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In a more practical direction, while the general invariant-based effective procedure for
(non-)reachability in vector addition systems [36] has not, to the best of our knowledge, been
implemented, our work identifies these potentially practical ways to reduce the search space
for invariants in VASS. The idea of restricting invariant sets to just a small “core” (in our
case: a union of arithmetic progressions), combined with the compositionality of invariants,
can help to direct an exploration of the search space, or assist a learning algorithm.
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A Proof of Lemma 4.3

The proof will use 1-dimensional vector addition systems with states (1-VASS). These are
one-counter automata (as defined in this paper) without any tests:

Syntactically, a 1-VASS is a pair (Q, T ), where Q is the set of states and T ⊆ Q × Z × Q

is the set of transitions.
The semantics is the same as that of an OCA with tests (Q, T, true), where the map
true assigns true to all states in Q.

We will consider an auxiliary problem which takes as input a 1-VASS (Q, T ), a state q ∈ Q,
and a natural number d (encoded in binary); the problem asks whether there is a positive-
effect q-cycle γ of length at most |Q| such that drop(γ) ≤ d. We show that this problem can
be solved in polynomial time, given that coverability in 1-VASS can be decided in polynomial
time. Coverability is placed in P by a standard reduction from coverability to unboundedness
(see, e.g., [1, Lemma 1]) and a polynomial-time algorithm for unboundedness by Rosier and
Yen [44, Theorem 3.4]. A stronger result from [1] is that coverability in 1-VASS is in fact in
NC2 ⊆ P.
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Reduction of the auxiliary problem to coverability. Let n = |Q|. We can construct an
instance of coverability as follows. Consider the unfolding (Q′, T ′) where Q′ = {q(i) : q ∈
Q and i ∈ [0, n]} and T ′ = {(p(i−1), a, q(i)) : (p, a, q) ∈ T and i ∈ [1, n]}. Observe that there
exists a positive-effect q-cycle whose length is at most |Q| and with a drop bounded by d in
(Q, T ) if and only if (q(i), d + 1) can be covered from (q(i), d) in (Q′, T ′) for some i ∈ [1, n].
Moreover, in that case, such a cycle is obtained directly from a path in the unfolded 1-VASS
that witnesses coverability.

Polynomial-time algorithms for minimum drop and membership in Conf+. We complete
the proof of Lemma 4.3:

First, observe that the minimum drop can be computed by a binary search for d. Let
m = max{|a| : (p, a, q) ∈ T}. By starting from an upper bound of n(m + 1), d can be
computed using a polynomial number (at most ⌈log(n(m + 1))⌉) of coverability queries.
Second, to decide membership of a configuration (q, v) in Conf+, it suffices to check that
q ∈ Q+, to compute drop(γq), and to check that v ≥ drop(γq). ◀

B Finding Positive-Effect Simple Cycles is NP-hard

▶ Proposition B.1. Deciding, for a given OCA without tests A and a given state q, whether
there exists a positive-effect simple q-cycle in A is an NP-complete problem.

Proof. Membership in NP is obtained by using the q-cycle itself as a certificate. To prove
NP-hardness, we provide a reduction from the Hamiltonian path problem. Let G = (V, E) be
a directed graph and let s, t ∈ V be two distinct vertices. A path from s to t is Hamiltonian
if it is simple and visits every vertex in the graph. The Hamiltonian path problem takes
as input a directed graph G = (V, E) and two vertices s, t ∈ V and asks whether there is a
Hamiltonian path from s to t in G.

For the remainder of this proof, we fix an instance of this problem formed by G = (V, E)
and s, t ∈ V . Let n = |V |. We will now construct an OCA without tests (a 1-VASS)
A = (Q, ∆). Define Q := V ∪ {q}, where q ̸∈ V is a new state, and

∆ := {(u, 1, v) : (u, v) ∈ E} ∪ {(q, 0, s), (t, −(n − 2), q)}.

The construction of A takes polynomial time. We claim that there exists a Hamiltonian path
from s to t in G if and only if there exists a positive-effect simple q-cycle in A.

Suppose there exists a Hamiltonian path π from s to t in G. Since π visits every vertex
in G, we have len(π) = n − 1. Consider the path σ in A that is obtained from π by replacing
each edge (u, v) ∈ E with the corresponding transition (u, 1, v) ∈ ∆ as well as prepending
the transition (q, 0, s) and appending the transition (t, −(n − 2), q). Given that π is a simple
path in G, we know that σ is a simple q-cycle in A. Furthermore, given that len(π) = n − 1,
we know that eff(σ) = 0 + n − 1 − (n − 2) = 1, so σ has positive effect.

Conversely, suppose there exists a positive-effect simple q-cycle σ in A. This σ must
begin with (q, 0, s), the only outgoing transition from q, and end with (t, −(n − 2), q), the
only transition leading back to q. Let σ = (q, 0, s) σ′ (t, −(n − 2), q) for some σ′. Given that
eff(σ) ≥ 1 and all other transitions in A have effect 1, we know that len(σ′) ≥ n − 1. Since
the cycle σ is simple and |Q \ {q, s, t}| = n − 2, we conclude that σ′ visits each of these n − 2
states exactly once. So the path π obtained from σ′ by replacing each transition (u, 1, v) ∈ ∆
with the corresponding edge (u, v) ∈ E is a Hamiltonian path from s to t in G. ◀
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C Discussion of the Choice of Operators

In Condition 7.4, we made the choice of using operator LPost∗
−(·), and not Post∗

−(·) ∪
Post(Post∗

−(·)) as in Section 6. Indeed, if we had used Post∗
−(·) ∪ Post(Post∗

−(·)) instead, then
in order to obtain completeness (Lemma 7.11), one would have to change the perfect core. We
want the perfect core to be contained in L ∩ Conf+ so that it has a short representation; the
natural candidate would be to take Post∗(src) ∩ L ∩ Conf+ (and symmetrically in AR). This
perfect core would satisfy the inductive property; however, this choice would break soundness
(Lemma 7.10). Indeed, this invariant could contain a locally bounded configuration c that is
reached from src using a run that visits many locally unbounded configurations in Conf \Conf+
before coming back to L. In this case, it could be that c is not captured by the inductive
property, so one could find an inductive invariant I that does not contain c.
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