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Abstract
This paper addresses objectives tailored to the risk-averse optimization of accumulated rewards
in Markov decision processes (MDPs). The studied objectives require maximizing the expected
value of the accumulated rewards minus a penalty factor times a deviation measure of the resulting
distribution of rewards. Using the variance in this penalty mechanism leads to the variance-penalized
expectation (VPE) for which it is known that optimal schedulers have to minimize future expected
rewards when a high amount of rewards has been accumulated. This behavior is undesirable as
risk-averse behavior should keep the probability of particularly low outcomes low, but not discourage
the accumulation of additional rewards on already good executions.

The paper investigates the semi-variance, which only takes outcomes below the expected value
into account, the mean absolute deviation (MAD), and the semi-MAD as alternative deviation
measures. Furthermore, a penalty mechanism that penalizes outcomes below a fixed threshold
is studied. For all of these objectives, the properties of optimal schedulers are specified and in
particular the question whether these objectives overcome the problem observed for the VPE is
answered. Further, the resulting algorithmic problems on MDPs and Markov chains are investigated.
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1 Introduction

Markov decision processes (MDPs) are a prominent model for systems whose behavior is
subject to non-determinism and probabilism. Non-deterministic behavior might arise, e.g.,
if a system is employed in an unknown environment, can be controlled by a user, or works
concurrently. On the other hand, if, e.g., sufficiently much data on the failure of components
is available or randomized algorithms make use of randomization explicitly, it is reasonable
to model these aspects of the system as probabilistic.

In order to model quantitative aspects of a system, such as energy consumption, execution
time, or utility, MDPs are often equipped with a reward function that specifies how much
reward is received in each step of an execution. A typical task is then to resolve the non-
deterministic choices by specifying a scheduler, a.k.a. policy, such that the expected value of
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the total accumulated reward is maximal (or minimal). In verification, such optimization
problems naturally occur when investigating the worst- or best-case expected value of
the accumulated reward where worst- and best-case range over all resolutions of the non-
deterministic choices. If additionally a target state has to be reached almost surely, this
problem is known as the stochastic shortest path problem [7, 12].

Risk-averse optimization

If the objective is the maximization of the expected value of the accumulated rewards, all
other aspects of the probability distribution of accumulated rewards are disregarded. This
might lead to undesirable behavior as the optimal scheduler might receive low rewards with
high probability as long as the expected value is optimal. In many situations, however, a
slightly lower expected reward is preferable if it is obtained by a more “stable” behavior in
which the risk of encountering low rewards is reduced. E.g., in a traffic control scenarios, it
might be important to reduce the risk of congestions while ensuring a reasonable average
throughput instead of solely optimizing the average throughput.

In order to define objectives incentivizing such risk-averse behavior, it is worth taking
a look at finance and in particular portfolio optimization. Here, Markowitz proclaimed
that a portfolio of financial positions should be chosen such that it is Pareto optimal with
respect to the expected return and the variance of the return [23]. One way extensively
studied in finance to obtain Pareto optimal portfolios is to maximize the variance-penalized
expectation (VPE), which is the expected value minus a penalty factor λ times the variance.
The parameter λ can be used to obtain different levels of risk-aversion.

Besides the variance, further deviation measures have been investigated to reduce risk in
portfolio optimization: The use of the semi-variance, which – in contrast to the variance –
only takes the deviation of outcomes below the expected value into account, as a penalty
mechanism has been introduced in this context by Markowitz [24]. Furthermore, instead
of considering quadratic deviations from the expected value as in the case of variance and
semi-variance, the mean absolute deviation (MAD) can be used to obtain the MAD-penalized
expectation (MADPE) studied for portfolio optimization in [18]. The MAD measures the
expected absolute deviation from the expected value.

In this paper, we investigate these different deviation measure based penalty mechanisms
in the context of the maximization of rewards in MDPs.

Variance-penalized expectation in MDPs (VPE)

Recently, the maximization of the VPE of accumulated rewards in MDPs was studied in [25]:
On the positive side, it is shown that optimal schedulers for the VPE can be chosen to be
deterministic finite-memory schedulers. Nevertheless, the optimization of the VPE is shown
to be computationally hard: The threshold problem whether the optimal VPE exceeds a
given threshold ϑ is EXPTIME-hard. An optimal scheduler can be computed in exponential
space.

A main drawback of the VPE, however, is of conceptual nature: In [25], it is shown that
VPE-optimal schedulers have to minimize the future expected rewards as soon as a high
amount of rewards (above a computable bound B) has been accumulated. We call such
schedulers eventually reward-minimizing schedulers (ERMin-schedulers). Intuitively, the
reason is that a further accumulation of additional rewards after a high amount of rewards
has already been accumulated has a stronger effect on the variance than on the expected
value due to the quadratic nature of the variance. Conceptually, this can be considered to be
a flaw in the use of the VPE as an objective to yield risk-averse behavior.
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Table 1 Overview of the complexity results and the types of schedulers needed for the optimization
of the studied objectives and the VPE. The entries “-” indicate that the problem was not studied
further as the scheduler needed for the optimization are the undersirable ERMin-schedulers.

hardness of threshold
problem

computation of
optimum

optimal schedulers

VPE [25] EXPTIME-hard; in P
for Markov chains

in exponential space deterministic,
finite-memory
ERMin-schedulers

SVPE – – randomized,
ERMin-schedulers
can be necessary

MADPE (λ ≤ 1/2),
SMADPE (λ ≤ 1)

PP-hard for acyclic
Markov chains

quadratic program of
exponential size

randomized,
finite-memory
ERMax-schedulers

MADPE (λ > 1/2),
SMADPE (λ > 1)

– – randomized,
ERMin-schedulers
can be necessary

TBPE PP-hard for acyclic
Markov chains

in pseudo-polynomial
time

deterministic,
finite-memory
ERMax-schedulers

The desired behaviour a suitable objective should induce is that a scheduler achieves a
high expected accumulated reward, while keeping the probability of particularly bad outcomes
low. Improving on already good outcomes should not have a negative effect. So, we want
optimal schedulers to be eventually reward-maximizing (ERMax-schedulers), i.e., that they
maximize the expected reward once the accumulated reward exceeds some bound B.

Deviation-measure-penalized expectation

Towards this goal, we investigate objectives in the spirit of the VPE, which are of the form
ES(rew) − λDEVS(rew) where a penalty factor λ times a deviation measure DEVS(rew) of
the probability distribution of accumulated rewards under a scheduler S is subtracted from
the expected accumulated reward ES(rew).

The first deviation measure we investigate is the MAD. In contrast to the variance,
the contribution of an outcome to the MAD only grows linearly with its distance to the
expected value. For the MAD and the variance, we also study one-sided variants in which
only outcomes below the expected value are considered: The semi-MAD (SMAD) and semi-
variance quantify the average absolute or squared deviation below the expected value by
assigning deviation 0 to all outcomes above the expected value. Finally, we investigate a
simpler alternative to the MADPE: Instead of measuring the deviation from the expected
value of accumulated rewards, which itself depends on the chosen scheduler, we consider a
threshold-based penalized expectation (TBPE), where outcomes below a threshold t that can
be chosen externally are penalized either linearly or according to more complicated functions.

Contributions

The main contributions, also summarized in Table 1, are as follows.
We show that optimal schedulers for the MADPE can be chosen to be ERMax-schedulers,
as desired, if the risk-aversion parameter λ is sufficiently small, i.e. if λ ≤ 1/2. This
bound on the parameter is shown to be tight. Furthermore, we show that randomized
schedulers are necessary for the optimization.

CONCUR 2024
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We formulate the optimization problem as a quadratic program and obtain a EXPSPACE-
upper complexity bound for the threshold problem for the MADPE. On the other hand,
we show that already in acyclic Markov chains the threshold problems for the MADPE
and the MAD are PP-hard under polynomial-time Turing reductions.
As the semi-MAD is always half of the MAD, the results transfer to the semi-MADPE.

We investigate the semivariance-penalized expectation (SVPE) and show – somewhat
surprisingly – that, for any risk-aversion parameter λ, there are MDPs in which optimal
schedulers are ERMin-schedulers. Hence, the SVPE as objective does not overcome the
undesirable effects observed for the VPE. Furthermore, we show that, in contrast to the
VPE, randomization is necessary for the optimization of the SVPE.

We show that the TBPE can be optimized in pseudo-polynomial time and that deciding
if the TBPE exceeds a bound for linear penalty functions even in acylic Markov chains is
PP-hard under polynomial-time Turing reductions.

As a proof-of-concept, we analyze our algorithms for the optimization of the MADPE and
for the TBPE in a small series of experiments.

Related work

The above mentioned work on the VPE for accumulated rewards in MDPs [25] is the closest
related work to our paper. Earlier work on the VPE in MDPs addressed the finite-horizon
setting with terminal rewards [11] or applied the notion to mean payoff and discounted
rewards [13]. Further, [31] presents a policy iteration algorithm converging against local
optima for a similar measure. The computation of the variance of accumulated rewards
has been studied in Markov chains [30] and in MDPs [21, 22]. In [8], the satisfiability of
constraints on the expected mean payoff in conjunction with constraints on the variance or
related notions such as a local variability are studied for MDPs.

For MDPs, the SVPE of random variables defined in terms of the stationary distribution
has been studied via the use of reinforcement learning algorithms [20]. Conceptually and
methodologically this work is nevertheless not closely related to our work. We are not aware
of investigations of the MADPE on MDPs.

Furthermore, several approaches to formalize various other risk-averse optimization
problems for accumulated rewards in MDPs have been proposed and studied in the literature.
This includes the computation of worst- or best-case quantiles [29, 4, 16, 27], also called
values-at-risk: Given a probability p, quantiles on the accumulated rewards are the best
bound C such that the accumulated rewards stays below C with probability at most p
under all or under some scheduler. While quantiles still disregard the distribution below,
the conditional value-at-risk and the entropic value-at-risk are more involved measures that
quantify how far the probability mass of the tail of the probability distribution lies below a
given quantile. In the context of risk-averse optimization in MDPs, these measures have been
studied in [19] and [1]. A further approach, the entropic risk measure, reweighs outcomes by
an exponential utility function. Optimizing this entropic risk measure leads to schedulers
that tend to still achieve a high expected value while keeping the probability of low outcomes
small. The entropic risk measure applied to accumulated rewards have been studied in [3]
for stochastic games that extend MDPs with an adversarial player.
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2 Preliminaries

Notations for Markov decision processes

A Markov decision process (MDP) is a tuple M = (S,Act, P, sinit, rew) where S is a finite set
of states, Act a finite set of actions, P : S × Act × S → [0, 1] ∩ Q the transition probability
function, sinit ∈ S the initial state, and rew : S × Act → N the reward function. Note that we
only allow non-negative rewards and that rational rewards can be transformed to integral
rewards by multiplying all rewards with the least common multiple of all denominators
of the rational rewards. We require that

∑
t∈S P (s, α, t) ∈ {0, 1} for all (s, α) ∈ S × Act.

We say that action α is enabled in state s iff
∑

t∈S P (s, α, t) = 1 and denote the set of
all actions that are enabled in state s by Act(s). If Act(s) = ∅, we say that s is a trap
state. The paths of M are finite or infinite sequences s0 α0 s1 α1 . . . where states and
actions alternate such that P (si, αi, si+1) > 0 for all i ≥ 0. For π = s0 α0 s1 α1 . . . αk−1 sk,
rew(π) = rew(s0, α0) + . . .+ rew(sk−1, αk−1) – and analogously for infinite paths – denotes
the accumulated reward of π, P (π) = P (s0, α0, s1) · . . . ·P (sk−1, αk−1, sk) its probability, and
last(π) = sk its last state. A path is called maximal if it is infinite or ends in the trap state
goal. The size of M is the sum of the number of states plus the total sum of the logarithmic
lengths of the non-zero probability values P (s, α, s′) as fractions of co-prime integers and the
weight values rew(s, α).

A Markov chain is an MDP in which the set of actions is a singleton. In this case, we can
drop the set of actions and consider a Markov chain as a tuple M = (S, P, sinit, rew) where P
now is a function from S × S to [0, 1] and rew a function from S to N.

An end component of M is a strongly connected sub-MDP formalized by a subset S′ ⊆ S

of states and a non-empty subset A(s) ⊆ Act(s) for each state s ∈ S′ such that for each
s ∈ S′, t ∈ S and α ∈ A(s) with P (s, α, t) > 0, we have t ∈ S′ and such that in the resulting
sub-MDP all states are reachable from each other. An end-component is a 0-end-component
if it only contains state-action-pairs with reward 0.

Scheduler

A scheduler for M is a function S that assigns to each non-maximal path π a probability
distribution over Act(last(π)). If the choice of a scheduler S depends only on the current
state, i.e., if S(π) = S(π′) for all non-maximal paths π and π′ with last(π) = last(π′), we
say that S is memoryless and also view it as functions mapping states s ∈ S to probability
distributions over Act(s). A scheduler S that satisfies S(π) = S(π′) for all pairs of finite
paths π and π′ with last(π) = last(π′) and rew(π) = rew(π′) is called reward-based and
can be viewed as a function from state-reward pairs S × N to probability distributions
over actions. If there is a finite set X of memory modes and a memory update function
U : S × Act × S ×X → X such that the choice of S only depends on the current state after
a finite path and the memory mode obtained from updating the memory mode according
to U in each step, we say that S is a finite-memory scheduler. A scheduler S is called
deterministic if S(π) is a Dirac distribution for each path π in which case we also view the
scheduler as a mapping to actions in Act(last(π)).

Probability measure

We write PrSM,s to denote the probability measure induced by a scheduler S and a state
s of an MDP M. It is defined on the σ-algebra generated by the cylinder sets Cyl(π) of
all maximal extensions of a finite path π = s0 α0 s1 α1 . . . αk−1 sk with s0 = s by assigning

CONCUR 2024
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to Cyl(π) the probability that π is realized under S, which is S(s0)(α0) · P (s0, α0, s1) · . . . ·
S(s0α0 . . . sk−1)(αk−1) · P (sk−1, αk−1, sk). For a set of states T , we use ♢T to denote the
event that a state in T is reached. For details, see [26].

For a random variable X that is defined on (some of the) maximal paths in M, we denote
the expected value of X under the probability measure induced by a scheduler S and state s
by ES

M,s(X). We define Emin
M,s(X) = infS ES

M,s(X) and Emax
M,s(X) = supS ES

M,s(X) where S

ranges over all schedulers for M under which X is defined almost surely. The variance of
X under the probability measure determined by S and s in M is denoted by VS

M,s(X) and
defined by VS

M,s(X) def= ES
M,s((X − ES

M,s(X))2) = ES
M,s(X2) − ES

M,s(X)2. Furthermore, for
a measurable set of paths ψ with positive probability, ES

M,s(X|ψ) denotes the conditional
expectation of X under ψ. If s = sinit, we sometimes drop the subscript s.

Accumulated rewards

Given an MDP M = (S,Act, P, sinit, rew), the total accumulated reward is given by the
extension of the function rew to maximal paths. We can check whether Emax

M (rew) = ∞
by checking whether all (maximal) end components are 0-end components in polynomial
time [12]. For our purposes, only MDPs M with Emax

M (rew) < ∞ are interesting. In these
MDPs, we can collapse all end components E , which are all 0-end components, to single
states sE while adding a transition with reward 0 to a new trap state. This does not affect
the possible distributions of the random variable rew that can be realized by a scheduler [12].
Furthermore, the behavior of the MDP starting from a state s with Emax

M,s(rew) = 0, i.e., from
a state s from which no positive reward is reachable, is irrelevant. So, we can collapse all
these states s with Emax

M,s(rew) = 0 (together with the new trap state) to a single trap state
that we call goal. By these constructions, we obtain a new MDP M′ in which exactly the
same distributions of the total reward can be realized by schedulers as in M. As M′ does
not contain any end components anymore and goal is the only trap state in M′, the state
goal is now reached with probability 1 under any scheduler. In the light of the described
constructions, we work under the following assumption:

▶ Assumption 1. W.l.o.g., we assume that all MDPs have a trap state goal, which is reached
with probability 1 under all schedulers. We add this trap state to the signature and hence
denote MDPs M as tuples M = (S,Act, P, sinit, rew, goal).

All objectives studied in this paper depend only on the distribution of the random variable
rew. By the following lemma, which is folklore and follows from the formulation in [25,
Lemma 2] (see also the full version [6]), we can restrict ourselves to reward-based schedulers.

▶ Lemma 2.1. Let M = (S,Act, P, sinit, rew, goal) be an MDP satisfying Assumption 1.
Then, for any scheduler S there is a reward-based scheduler T such that the distribution of
the random variable rew is the same under the probability measures PrSM and PrTM.

3 Mean absolute deviation-penalized expectation

As described in the introduction, the VPE suffers from the drawback that optimal schedulers
are ERMin-schedulers, which is an undesirable behavior. Intuitively, the reason for this
behavior in the case of VPE lies in the fact that the variance grows quadratically with the
distance to the expected value. A natural alternative is choosing the absolute distance rather
than the quadratic distance from the expected value as the measure for the penalty. So, we
define the mean absolute deviation (MAD) of a random variable X as the probability-weighted
sum of the distance to the expected value: MAD(X) def= E(|X − E(X)|).
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goal

s1s0 s2

sinit

1/4

α : + 0

3/4 1/4

β : + 0

3/4

τ : 0 τ : +1 τ : +2

(a) The MDP M used in Example 3.1.

goal

s1sdec

sinit

1/2

τ : + 1

1/2

1 − p

τ : + 0

p

β : 0

α : +1

(b) The MDP M used in Example 3.2.

Figure 1 Two example MDPs.

We consider the MAD-penalized expectation (MADPE) of the accumulated weight in
an MDP M = (S,Act, P, sinit, rew, goal) analogously to the VPE: We define the MAD of the
accumulated reward rew under scheduler S as MADS

M(rew) def= ES
M
(∣∣rew − ES

M(rew)
∣∣). The

MAD-penalized expectation with parameter λ ∈ R is now MADPE[λ]SM(rew) def= ES
M(rew) −

λMADS
M(rew) analogously to the VPE. Our goal is to find

MADPE[λ]max
M (rew) def= sup

S
MADPE[λ]SM(rew)

as well as an optimal scheduler. In the sequel, we will prove the following results. Omitted
proofs can be found in [6].
1. In general, randomization is necessary to optimize the MADPE.
2. If λ > 1

2 , then there is an MDP M such that any optimal scheduler for the MADPE is
an ERMin-scheduler.

3. If λ ≤ 1
2 , for any MDP M, optimal schedulers can be chosen to be reward-based

ERMax-schedulers.
4. If λ ≤ 1

2 , the optimal MADPE can be computed in exponential time.
5. Even for acyclic Markov chains, deciding whether the MADPE exceeds a given threshold

ϑ is PP-hard under polynomial-time Turing reductions.

3.1 Randomization and optimality of ERMin-schedulers
We work with MDPs M = (S,Act, P, sinit, rew, goal) satisfying Assumption 1. First, we show
that randomization is necessary for the optimization of the MADPE in the following example.

▶ Example 3.1. Consider the MDP M in Figure 1a. We consider the schedulers Sα choosing
α in sinit, Sβ choosing β, and S1/2 choosing α and β with probability 1/2 each and obtain:
ESα

M (rew) = 3/4, E
S1/2
M (rew) = 1, and ESβ

M (rew) = 5/4. The MADs are MADSα

M (rew) = 3/8,
MAD

S1/2
M (rew) = 1/4 · 1 = 1/4, and MADSβ

M (rew) = 3/8. Clearly, the MADPE under Sβ is
better than under Sα for any λ > 0. For the MADPE of S1/2 and Sβ with λ = 4, we obtain

MADPE[λ]S1/2
M (rew) = 1 − 1

4λ = 0, MADPE[λ]Sβ

M (rew) = 5
4 − 3

8λ = −1
4 .

So, the randomized scheduler S1/2 is better than the deterministic schedulers Sα and Sβ .
In Figure 2, we depict the MAD in comparison to the expected value of any randomized
scheduler for M. The kink in the graph at expected value 1 can be explained by the fact
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0.6 0.8 1 1.2 1.4

0.1

0.2

0.3

0.4 α β

E − λ · MAD

E

MAD

0.6 0.8 1 1.2 1.4

0.1

0.2

0.3

0.4

α β

µ− 1 · σ2

E

V

Figure 2 Plot of MAD and variance over the expected value for schedulers obtained by choosing
α with probability p ∈ [0, 1] in the MDP M depicted in Figure 1a.

that the MAD contains a summand for |1 − ES
M(rew)|. The dotted blue line consists of all

points in the MAD-E-plane with the same MADPE as the scheduler S1/2 illustrating that
this scheduler is in fact optimal as the MADPE increases in the direction of the arrow. For
comparison, we also depict the variances of randomized schedulers over the expectation.
Clearly, for any λ the deterministic scheduler choosing β will always be VPE-optimal.

In the next example, we will illustrate that the MADPE fails to guarantee in general that
optimal schedulers are eventually reward-maximizing.

▶ Example 3.2. Consider the MDP M depicted in Figure 1b for p ∈ (0, 1/3]. Always
choosing α in state sdec maximizes the expected value. Under this scheduler, the expected
value is 3p ≤ 1 as moving from state s1 to state sdec takes two steps in expectation. So,
under any scheduler, the expected value lies between 0 and 1. So, all paths leading via s1
yield a reward above the expected value, while only the path going directly to goal from sinit

yields a reward below the expected value. For the MAD under a scheduler S, we obtain
MADS

M(rew) = 2 · (1 − p) · ES
M(rew) (see the full version [6] for the calculations).

For a given λ > 1
2 , we can choose p ∈ (0, 1/3] such that λ > 1

2(1−p) and hence λ·2·(1−p) >
1. Now, under any scheduler S, the MADPE for parameter λ is

MADPE[λ]SM(rew) = ES
M(rew) − λ · 2 · (1 − p) · ES

M(rew) = (1 − λ · 2 · (1 − p))ES
M(rew).

As 1 − λ · 2 · (1 − p) < 0, a scheduler maximizing the MADPE has to minimize the expected
value of rew. In Mp, this means always choosing β. So, for any λ > 1

2 , there is an MDP in
which optimal schedulers have to minimize the future expected rewards no matter how large
the accumulated reward already is.

3.2 Sufficiently small parameters λ

As we have seen, the MADPE as an objective does not in general guarantee that optimal
schedulers are ERMax-schedulers. In this section, we now show that this desirable property
is guaranteed if the risk-aversion parameter λ is at most 1

2 .
By Lemma 2.1, we already know that we can restrict ourselves to reward-based schedulers

when optimizing the MADPE. For two reward-based schedulers S and T and a natural
number k, we define the reward-based scheduler S ↑k T on state-reward-pairs (s, w) ∈ S × N

by (S ↑k T)(s, w) =
{
S(s, w) if w < k,
T(s, w) if w ≥ k

where we view S and T as functions from S × N

to distributions over actions.
For risk-aversion parameters λ of at most 1/2, the following theorem implies that optimal

schedulers for the MADPE can be chosen to be ERMax-schedulers.
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▶ Theorem 3.3. Let M = (S,Act, P, sinit, rew, goal) be an MDP satisfying Assumption 1 and
let λ ∈ (0, 1

2 ] be a parameter for the MADPE. Further, let T be a memoryless deterministic
scheduler with ET

M,s(rew) = Emax
M,s(rew). Let k = ⌈Emax

M (rew)⌉. Then, for any reward-based
scheduler S, we have MADPE[λ]SM(rew) ≤ MADPE[λ]S↑kT

M (rew).

The theorem is shown by expressing the MADPE using conditional expectations under
the condition that the reward exceeds the bound k. Note that the theorem implies that it
does not matter which expectation optimal scheduler T is chosen after a reward of at least
Emax

M (rew) has been accumulated.

3.3 Computing the maximal MADPE
Theorem 3.3 tells us that the value MADPE[λ]max

M in an MDP M for λ ∈ (0, 1/2] is the
supremum of MADPE[λ]SM over all reward-based schedulers S that behave according to a
fixed memoryless deterministic scheduler T maximizing the expected reward as soon as
a reward of more than Emax

M (rew) has been accumulated. Let us denote the set of such
schedulers by SchedT

M.
The result shares some similarity with the results in [5] on the computation of maximal

conditional expected rewards under the condition that a set of target states is reached. In
both cases, a reward-based scheduler that has to keep track of the accumulated reward up to
some bound B has to be computed. The bound B, however, is obtained quite differently.
Here, the maximal expected accumulated reward can be used as this bound. The bound in [5]
is in general much larger (although also exponential). Similar reward-based schedulers are
also necessary for the model-checking of temporal formulas with certain reward operators [10]
and for the optimization of the variance-penalized expectation [25].

We are now in the position to provide a model transformation such that afterwards we can
restrict ourselves to memoryless schedulers. Given the MDP M = (S,Act, P, sinit, rew, goal),
let k = ⌈Emax

M (rew)⌉ and let ℓ be the largest reward of a state-weight pair in M. We now
define the MDP N = (S′,Act′, P ′, s′

init, rew′, goal ′).
The state space S′ = S × {0, . . . , k + ℓ − 1} ∪ {goal ′} and represents states together

with the reward that has been accumulated so far, as well as a new trap state goal ′. The
initial state is s′

init = (sinit, 0). The set of actions is extended by one new action τ . The
transition probability function P ′ for (s, w) ∈ S × {0, . . . , k + ℓ− 1} and α ∈ Act is given by
P ′((s, w), α, (t, v)) = P (s, α, t) if w ≤ k − 1 and v = w + rew(s, α), and is set to 0 otherwise.
So, in all states in S × {k, . . . , k + ℓ− 1} and in {goal} × {0, . . . , k − 1} none of the actions
in Act are enabled. Instead in these states the new action τ is enabled and leads to the trap
state goal ′ with probability 1. The reward function is 0 on all state-action pairs containing
an action from Act. Only the new action τ gets assigned a reward by

rew′((goal, w)) = w for all w ∈ {0, . . . , k + ℓ− 1} and
rew′((s, w)) = w + Emax

M,s(rew) for s ∈ S \ {goal} and w ∈ {k, . . . , k + ℓ− 1}.

So, in N , rewards are only received in the very last step when entering the trap state goal ′.
Now, a scheduler S ∈ SchedT

M for M can be seen as a memoryless scheduler for N and
vice versa: The scheduler S makes decision for all state-reward pairs (s, w) with s ̸= goal
and w < Emax

M (rew). For higher values of accumulated reward, it switches to the behavior
of the memoryless scheduler T. A memoryless scheduler for N has to choose a probability
distribution over Act on the same pairs (s, w). For higher values of w or for pairs (goal, w),
only action τ is enabled in N . So, with a slight abuse of notation, we interpret schedulers in
SchedT

M for M also as memoryless schedulers for N and vice versa.
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▶ Remark 3.4. As reward-based schedulers are sufficient to maximize the MADPE and in N
rewards are only received in the last step, we can conclude that memoryless schedulers are
sufficient to maximize the MADPE in N .

▶ Lemma 3.5. Given M and N as above, a scheduler S ∈ SchedT
M and λ ∈ (0, 1/2], we

have MADPE[λ]SM(rew) = MADPE[λ]SN (rew′).

We utilize the MDP N to compute the maximal MADPE via a quadratic program:

▶ Theorem 3.6. Let M be an MDP with non-negative rewards and λ ∈ (0, 1/2]. Then,
MADPE[λ]max

M is the optimal solution to a linearly-constrained quadratic program that can be
constructed from M and λ in exponential time.

Note that the MDP N can be constructed in exponential time from M as the numerical
value of the maximal expected value Emax

M (rew) is at most exponentially large in the size of
M. So, it is sufficient to construct a quadratic program from N in polynomial time. In the
sequel, we provide the construction of the quadratic program and prove its correctness.

We start by providing linear constraints that specify the possible combinations of expected
frequencies of state-action-pairs under some scheduler. We use variables xs,w,α for all s ∈ S,
w ∈ {0, 1, . . . , k + ℓ− 1}, and α ∈ Act′((s, w)). For these variables, we require

xs,w,α ≥ 0, and (1)∑
α∈Act(s)

xs,w,α =
∑

t∈S,β∈Act(t)

xt,w−rew(t,β),β · P (t, β, s) + 1(s,w)=(sinit ,0) (2)

where 1(s,w)=(sinit ,0) = 1 iff s = sinit and w = 0, and 1(s,w)=(sinit ,0) = 0 otherwise. In any
solution to these two constraints, the variables xs,w,α represent the expected frequency with
which action α is chosen in state (s, w) under some scheduler. This is made precise below.

Rewards are only accumulated on the final transitions from a state (s, w) to goal ′ via
action τ for s = goal or w ≥ k. As these transitions lead to the absorbing state with
probability 1, the expected frequency with which the action τ is chosen is the probability
with which the respective transition is taken. So, we can encode the expected value in an
auxiliary variable e defined via the constraint

e =
k−1∑
w=0

xgoal,w,τ · w +
k+ℓ−1∑
w=k

∑
s∈S

xs,w,τ · (w + Emax
M,s(rew)). (3)

▶ Lemma 3.7. For any solution vector to constraints (1) – (3), there is a scheduler S for
N such that PrSN (♢(s, w)) = xs,w,τ for all (s, w) with s = goal or w ≥ k and such that
ES

M(rew) = e; and vice versa.

Now, we can use these auxiliary variables to encode the MADPE as an objective function:

maximize e− λ

(
k−1∑
w=0

xgoal,w,tau · |w − e| +
k+ℓ−1∑
w=k

∑
s∈S

xs,w,τ ·
∣∣w + Emax

M,s(rew) − e
∣∣) (4)

This function still contains the absolute value operator. However, all absolute value terms
occur with a negative sign. Therefore, we can use further variables gi for i ∈ {0, . . . , k − 1}
and hs,w for (s, w) ∈ S × {k, . . . , k + ℓ − 1} to capture the absolute value. The following
constraints state that these variables are at least as big as the respective absolute value
terms. For w ∈ {0, . . . , k − 1}, we require

gw ≥ w − e and − gw ≤ w − e. (5)
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For (s, w) ∈ S × {k, . . . , k + ℓ− 1}, we require

hs,w ≥ w + Emax
M,s(rew) − e and − hs,w ≤ w + Emax

M,s(rew) − e. (6)

The new objective function can now be written as

maximize e− λ

(
k−1∑
w=0

xgoal,w,τ · gw +
k+ℓ−1∑
w=k

∑
s∈S

xs,w,τ · hs,w

)
. (7)

▶ Theorem 3.8. The optimal solution to (7) under constraints (1) - (3), (5), and (6) is the
maximal MADPE MADPE[λ]max

N .

Proof. As all variables are non-negative, the variables gw with 0 ≤ w ≤ k − 1 and hs,w with
w ≥ k in the objective function (7) occur under a negative sign. To maximize the objective
function, these variables hence have to be set to the minimal possible values given the value
of the variable e. By constraints (5) and (6), these minimal possible values are the values
|w−e| and |w+Emax

M,s(rew)−e|, respectively. So, the optimal value of this quadratic objective
function is the same as of the objective function (4), which directly encodes the MADPE. ◀

3.4 Computational hardness of the MADPE

The complexity class PP [14] is characterized as the class of languages L that have a
probabilistic polynomial-time bounded Turing machine ML such that τ ∈ L if and only if
ML accepts τ with probability at least 1/2 for all words τ . We will show PP-hardness under
polynomial-time Turing reductions. So, for the reduction, we allow querying an oracle for
the problem we reduce to. A polynomial time algorithm for a problem that is PP-hard under
polynomial Turing reductions would imply that the polynomial hierarchy collapses [28].

▶ Theorem 3.9. Deciding for an acyclic Markov chain M and a threshold ϑ ∈ Q whether
MADM(rew) ≥ ϑ is PP-hard under polynomial-time Turing reductions.

Proof sketch. We reduce from the following problem that is shown to be PP-hard in [16]:
Given an acyclic Markov chain M = (S, P, sinit, rew), and a natural number t, decide whether
PrM(rew > t) ≥ 1/2. We first show that the exact value MADM(rew) can be computed in
acyclic Markov chains via a binary search using polynomially many calls to an oracle for the
threshold problem. Then, we prove that PrM(rew > t) can be computed by comparing the
MAD in two variations of M that ensure that the expected value of rew in these variations
is t and t+ 1/2, respectively. ◀

▶ Corollary 3.10. Deciding for an acyclic Markov chain M, λ ∈ Q+ and ϑ ∈ Q if
MADPE[λ]M(rew) ≥ ϑ is PP-hard under polynomial-time Turing reductions.

4 Semi-deviation measure-penalized expectation

To overcome the restrictions on the parameter λ for the MADPE or to overcome the
undesirable behavior observed for the VPE, one might be tempted to consider the semi-MAD
(SMAD) or the semi-variance as a deviation measure that only considers outcomes below the
expected value as a measure for the penalty.
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goal

s1sdec

sinit

1/2

τ : + k

1/2

1/2

τ : + 0

1/2

β : 0

α : +1

(a) The MDP M used in Example 4.1.

goal

s1s0 s2

sinit

1/2

α : + 0

1/2

β : + 0

τ : 0 τ : +100 τ : +40

(b) The MDP M used in Example 4.2.

Figure 3 Two example MDPs for phenomena of the SVPE.

Semi-MAD-penalized expectation

We define SMAD(X) = E(max(0,E(X) − X)) for a random variable X. So, all outcomes
above the expected value do not contribute to the SMAD. However, the SMAD is always half
the MAD, i.e., SMAD(X) = MAD(X)/2, as one can easily compute (see [6]). So, using the
SMAD as a penalty term is the same as using the MAD besides a rescaling of the penalty
factor λ by a factor of 2.

Semi-variance-penalized expectation (SVPE)

We now define the semi-variance, to only treat outliers below the expected value with a
quadratic penalty. However we will see that SVPE-optimal schedulers might still have to be
ERMin-schedulers. We define the semi-variance by ignoring outliers above the expected value
as follows SV(X) := E

((
min

(
X−E(X), 0

))2). Applied to the accumulated reward in an MDP
M = (S,Act, P, sinit, rew, goal), we define SVS

M(rew) := ES
M
((

min
(
rew − ES

M(rew), 0
))2) for

schedulers S. Using this as a penalty, we obtain the SVPE for a parameter λ

SVPE[λ]SM(rew) = ES
M(rew) − λ · SVS

M(rew)

and define the optimal value SVPE[λ]max
M (rew) as usual. Besides the possible necessity of

ERMin-schedulers, we will see that randomization is necessary to optimize the SVPE in
contrast to the VPE, for which optimal deterministic (finite-memory) schedulers exist [25].

▶ Example 4.1 (ERMin-schedulers). Let λ > 0 be a parameter for the SVPE. Consider the
MDP M depicted in Figure 3a where the weight k is some natural number k > 1/λ. First,
observe that under any scheduler S, we have k ≤ ES

M(rew) ≤ k + 1/2. Now, let ℓ ≥ 2 be a
natural number and let Sp be a family of schedulers for p ∈ [0, 1] that behaves exactly the
same on all paths except for the path that reaches sdec with accumulated reward exactly
ℓ · k. In this state, Sp chooses α with probability p and β with probability 1 − p.

We now want to compare the SVPE of Sp for p > 0 to the SVPE of S0. So, let λ > 0 be
given. First, we define E := ES0

M (rew) and observe ESp

M (rew) = E+ p
2ℓ+1 as the path on which

Sp and S0 differ has probability 1
2ℓ+1 . Furthermore, both schedulers differ only on a path with

a reward higher than the maximal possible expected accumulated reward, which is k + 1/2.
This means that the semivariance under Sp will be larger as under S0. Note that exactly
the outcomes with reward at most k contribute to the semivariance and these outcomes have
exactly the same probability under Sp and S0. However, the expected value under Sp is
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higher. We estimate SVSp

M (rew) − SVS0
M (rew) ≥ 1

2 (E + p
2ℓ+1 )2 − 1

2E
2 by only considering the

increase in the squared distance from the mean for the outcome 0 that occurs with probability
1/2 under both schedulers. So, we can conclude SVSp

M (rew)−SVS0
M (rew) ≥ 1

2 ( 2Ep
2ℓ+1 +( p

2ℓ+1 )2) ≥
Ep

2ℓ+1 . For the SVPE, this implies SVPE[λ]Sp

M (rew) − SVPE[λ]S0
M (rew) ≤ p

2ℓ+1 − λ Ep
2ℓ+1 . As

E ≥ k and λ > 1/k, the SVPE under scheduler S0 is higher than under Sp. Note that
ℓ ≥ 2 was chosen arbitrarily. So, this argument shows that any scheduler can be improved
by always scheduling β in sdec as soon as the accumulated reward is at least 2k.

For each λ > 0, we have provided an MDP in which optimal schedulers are necessarily
ERMin-schedulers. This is exactly the undesirable behavior as for the VPE we aim to
overcome. So, the SVPE is not a suitable alternative.

▶ Example 4.2. To conclude, we show that randomization is necessary to maximize the
SVPE. Consider the MDP M depicted in Figure 3b. Let Sp be the scheduler that chooses
action α with probability p. Further, let λ = 1

100 . We compute ESp

M (rew) = 40 + 10p. Under
Sp, reward 40 is accumulated with probability 1 − p and reward 0 with probability p/2. So,
we obtain SVSp

M (rew) = (1 − p) · (10p)2 + p
2 · (40 + 10p)2 = 800p+ 500p2 − 50p3. Finally, we

compute ESp

M (rew) −λSVSp

M (rew) = 40 + 2p− 5p2 + 1
2p

3. We determine the unique maximum
of this expression on the interval [0, 1] at the zero of its derivative, which lies at p ≈ 0.206.
So, randomization is necessary in order to maximize the SVPE in this MDP.

To conclude, let us compute the variance to illustrate that randomization is not increasing
the VPE. We obtain VSp

M (rew) = SVSp

M (rew) + p
2 (60 − 10p)2 = 2600p− 100p2. For the VPE

for an arbitrary parameter λ > 0, this results in ESp

M (rew)−λVSp

M (rew) = 40+10p−2600λp+
100λp2. Due to the positive coefficient in front of p2 this is a parabola opened upwards. So,
for any λ, one of the deterministic schedulers with p = 0 or p = 1 is optimal.

5 Threshold-based penalty

The MADPE penalizes outcomes below the expected value of the accumulated reward. The
computation of the optimal MADPE via a quadratic program of exponential size, however,
might not be feasible on large models. A conceptually simpler alternative, for which we will
be able to provide a pseudo-polynomial optimization algorithm, is to externally fix a threshold
t and to penalize outcomes below this threshold t. To this end, we define a threshold-based
penalty function TBPλ

t : R → R for parameters λ, t > 0 by TBPλ
t (x) = x− λ · max(t− x, 0).

This function returns x if x is at least t and otherwise penalizes the deviation below the
value t linearly with the penalty factor λ. In an MDP M, our goal is now to maximize – by
choosing a scheduler S – the threshold-based-penalized expectation (TBPE)

ES
M(TBPλ

t (rew)) = ES
M(rew) − λES

M(max(t− rew, 0))

Note that in a Markov chain N , the TBPE agrees with the SMADPE if we set t = EN (rew).
The main theorem is the following. Omitted proofs can be found in the full version [6].

▶ Theorem 5.1. Let M = (S,Act, P, sinit, rew, goal) be an MDP satisfying Assumption 1 and
let t, λ > 0 be rationals. Then, Emax

M (TBPλ
t (rew)) and an optimal scheduler can be computed

in time polynomial in the size of M and in the numerical value of t.

The theorem follows from the following lemma:

▶ Lemma 5.2. Given M, t, and λ as in Theorem 5.1, we can construct an MDP M′ with
reward function rew′ (that takes rational rewards that may be negative) and with |S| · ⌈t⌉
many states in time polynomial in |S| · ⌈t⌉ such that Emax

M (TBPλ
t (rew)) = Emax

M′ (rew′).
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Proof sketch. The MDP M′ is an unfolding of the MDP M that keeps track of the ac-
cumulated reward until it exceeds t. So, states are extended with a second component
specifying the reward accumulated so far. This second component does not change anymore
once it reaches t. For a state action pair ((s, w), α), the new reward function is defined as
rew′((s, w), α) = TBPλ

t (w + rew(s, α)) − TBPλ
t (w). The initial state (sinit, 0) is reached via

one additional new transition with reward TBPλ
t (0) (which is negative). ◀

While M′ constructed in this proof has a rational reward function that may be negative,
the MDP M′ does not contain end components. Hence, the maximization of the expected
accumulated reward in M′ can be carried out in polynomial time [7] leading to Theorem 5.1.
Furthermore, memoryless deterministic schedulers for M′ are sufficient for the maximization.
These schedulers correspond to deterministic, finite-memory ERMax-schedulers for M.
▶ Remark 5.3. The proof of Lemma 5.2 (and Thm. 5.1) works analogously for any penalty
function that penalizes outcomes below t: for any function m such that m(x) = x for x ≥ t

that is computable in polynomial time on natural numbers, we can construct M′ with a
reward function rew′ with |S| · ⌈t⌉ many states in time polynomial in |S| · ⌈t⌉ such that
Emax

M (m(rew)) = Emax
M′ (rew′) (for more details, see [6]). Again, M′ has no end components

and the maximal expected reward in M′ can be computed in time polynomial in the size of
M′ [7].

Finally, we show a hardness result similar as for the MADPE.

▶ Theorem 5.4. Given an acyclic Markov chain M = (S, P, sinit, rew) and ϑ, t ∈ Q, deciding
whether EM(TBP1

t (rew)) ≥ ϑ is PP-hard under polynomial-time Turing reductions.

Note that this hardness result holds for a fixed parameter. The choice of this parameter
λ = 1 is arbitrary. The proof works analogously for any positive parameter λ > 0.

6 Prototypical implementation and first experiments

To give a prototypical proof-of-concept for the application of the MADPE and TBPE in
practice, we run experiments using the model-checker PRISM [9] and the optimization
problem solver Gurobi [15]. The source code for the experiments is available on github1. All
measurements were done on a machine running Windows 10 Pro 22H2 with an Intel Core
i9-9900K CPU and 32GB RAM. We use MDP models written in the PRISM input language
(available on the PRISM website2) for the asynchronous leader election protocol (ALEP) [17]
and, in the case of the MADPE, also for the randomized consensus protocol (RCP) [2]. For
both protocols, parameters can be chosen leading to models of different sizes and in the
models for both protocols non-negative rewards are specified.

To test our algorithm for the TBPE, for each PRISM model for the ALEP with number of
processes N = 3, . . . , 8, we added a single module which implements the reward counter until
reaching the threshold and a new reward definition as in the construction used in the proof
of Lemma 5.2. We used the penalty factor λ = 3

2 in our examples and varied the threshold t.
In Figure 4a, the sizes of the unfolded MDPs for varying values of t, which are proportional
to t, and the time needed to compute the maximal TBPE are shown. We observe that for
this example the required time grows approximately linearly with the size of the unfolded
MDP and consequently with the numerical value of t. For the model with N = 8, which

1 https://github.com/experiments-collection/risk-averse-stochastic-shortest-paths
2 https://www.prismmodelchecker.org/

https://github.com/experiments-collection/risk-averse-stochastic-shortest-paths
https://www.prismmodelchecker.org/
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Figure 4 Experimental evaluation of the algorithms for TBPE and MADPE.

has approximately 1.8 · 107 many states, and t = 13, the unfolded MDP has approximately
2.4 · 108 many states and the computation of the optimal TBPE takes approximately 2385
seconds. More detailed plots for different values for N can be found in Appendix A.

To test our algorithm for the MADPE using quadratic programs, we use the ALEP and
the RCP models with various parameter choices. The parameter λ is set to 0.4. First we run
PRISM to obtain a model representation with all states, transitions, rewards and the maximal
expected total reward from each state. Second, we run a python script which constructs
all the constraints as described in Section 3 to obtain a linearly constrained program with
a quadratic objective. The script uses Gurobi [15] to then solve the optimization problem.
The diagram in Figure 4b shows the total time for running the toolchain over the number of
reachable states of each model according to PRISMs output. For the largest tested models
with approximately 2 · 105 many states, the maximal MADPE could be computed in less
than 200 seconds.

7 Conclusion

For various deviation measures, we investigated the deviation-measure-penalized expectation
as risk-averse objective applied to the maximization of accumulated rewards in MDPs. As
known from the literature, the VPE suffers from the fact that optimal schedulers have to be
ERMin-schedulers. Surprisingly, this can still be the case for the SVPE. For the MADPE,
a different picture arises: If the penalty factor λ is at most 1/2, optimal schedulers can be
chosen to be ERMax-schedulers. If λ > 1/2, ERMin-schedulers can be necessary. Finally,
the threshold-based penalty mechanism in the TBPE ensures that optimal schedulers are
ERMax-schedulers. For an overview of the further results regarding computational complexity
and the structure of optimal schedulers see Table 1.

Despite the PP-hardness results for acyclic Markov chains, the first experimental evalu-
ation of the two cases that ensure the existence of optimal ERMax-schedulers, namely the
TBPE in general and the MADPE for small penalty factors λ ≤ 1/2, indicates that the
optimization seems to be possible in reasonable time on models of considerable size. Further
experiments on the scalability of the algorithms, however, are left as future work. In addition,
future experiments should examine whether the optimal schedulers for the different measures
show a reasonable risk-averse behavior in case studies.
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We addressed the maximization of accumulated rewards here. As we work with non-
negative rewards, the case of minimization is not symmetric and is subject to future investig-
ations. Finally, the studied objectives can be transferred to other random variables such as
the mean payoff, which is a further interesting direction for future work.
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A Experimental evaluation

In the sequel, the number of states of the unfolded MDPs as well as the time to compute the
maximal TBPE as described in Section 6 are depicted for the Asynchronous Leader Election
Protocol with parameter N = 3, . . . , 8 and varying values of the paramter t. The number of
states of the unfolded MDPs grows linearly in t as expected. Interestingly, also the required
times seem to grow linearly in t.

20
,000

40
,000

60
,000

80,000

1
·10

5

1
.2

·10
5

1
.4

·10
5

1.6
·10

5

1.8
·10

5

2
·10

5

0

1,000

2,000

3,000

4,000

5,000

6,000

7,000

parameter t

to
ta

lt
im

e
[s]

N = 3

0

1 · 107

2 · 107

3 · 107

4 · 107

5 · 107

6 · 107

7 · 107

#
st

at
es

total time [s]
# states

2,000 4,000 6,000 8,000 10,000 12,000
0

500

1,000

1,500

parameter t

to
ta

lt
im

e
[s]

N = 4

0

1 · 107

2 · 107

3 · 107

#
st

at
es

total time [s]
# states



C. Baier, J. Piribauer, and M. Starke 9:19

200 400 600 800 1,000 1,200
0

200

400

600

800

1,000

parameter t

to
ta

lt
im

e
[s]

N = 5

0

5 · 106

1 · 107

1.5 · 107

2 · 107

2.5 · 107

3 · 107

3.5 · 107

#
st

at
es

total time [s]
# states

50 100 150 200 250 300 350 400
0

500

1,000

1,500

2,000

parameter t

to
ta

lt
im

e
[s]

N = 6

0

2 · 107

4 · 107

6 · 107

8 · 107
#

st
at

es
total time [s]

# states

CONCUR 2024



9:20 Risk-Averse Optimization of Total Rewards in Markovian Models

10 20 30 40 50 60 70
0

500

1,000

1,500

parameter t

to
ta

lt
im

e
[s]

N = 7

0

2 · 107

4 · 107

6 · 107

8 · 107

1 · 108

1.2 · 108

1.4 · 108

#
st

at
es

total time [s]
# states

2 4 6 8 10 12
0

500

1,000

1,500

2,000

2,500

parameter t

to
ta

lt
im

e
[s]

N = 8

0

5 · 107

1 · 108

1.5 · 108

2 · 108

#
st

at
es

total time [s]
# states


	1 Introduction
	2 Preliminaries
	3 Mean absolute deviation-penalized expectation
	3.1 Randomization and optimality of ERMin-schedulers
	3.2 Sufficiently small parameters lambda
	3.3 Computing the maximal MADPE
	3.4 Computational hardness of the MADPE

	4 Semi-deviation measure-penalized expectation
	5 Threshold-based penalty
	6 Prototypical implementation and first experiments
	7 Conclusion
	A Experimental evaluation

