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Preface

This volume contains the contributions accepted for the 35th International Conference on
Concurrency Theory (CONCUR), held in 2024. CONCUR serves as an annual scientific
forum for researchers, developers, and students working to expand the field of concurrency
theory and its applications. CONCUR 2024 was organized in Calgary, Canada between 9
and 13 September, 2024, as part of CONFEST 2024. Along with CONCUR, CONFEST also
featured the QEST+FORMATS conference, as well as several workshops.

For CONCUR 2024, we received 80 submissions and accepted 37 for presentation at the
conference. We are grateful for the hard work of our program committee as well as the many
external experts who produced 240 reviews and engaged in lively discussions. We wish to
thank the authors for submitting their work to CONCUR, and we congratulate the authors of
all accepted papers. We look forward to a scientifically interesting conference in September.

We would like to thank the CONCUR invited speakers, Arie Gurfinkel (University of
Waterloo), Azalea Raad (Imperial College London), and Thomas Wies (New York University),
as well as the CONFEST Unifying Speaker, Corina Pasareanu (NASA Ames/Carnegie Mellon
University), and the QEST+FORMATS invited speaker, Mor Harchol-Balter (Carnegie
Mellon University).

In 2020, CONCUR and the IFTP WG 1.8 on Concurrency Theory initiated the test-of-time
award to honor significant contributions to Concurrency Theory that were published at
CONCUR. This year’s award goes to Stephen D. Brookes and Peter W. O’Hearn, for their
papers “A semantics for concurrent separation logic” and “Resources, concurrency and local
reasoning,” respectively, both published in CONCUR 2004.

The proceedings of CONCUR 2024 are freely available through the LIPIcs series. We
thank Diwakar Krishnamurthy, the general chair, as well as the rest of the organizing team,
and the University of Calgary for their assistance in organizing CONFEST 2024. We look
forward to welcoming you in Calgary!
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Constrained Horn Clauses for Program Verification
and Synthesis

Arie Gurfinkel &8 &
University of Waterloo, ON, Canada

—— Abstract

First Order Logic (FOL) is a powerful formalism that naturally captures many interesting decision
and optimization problems. In recent years, there has been a tremendous progress in automated
logic reasoning tools, such as Boolean SATisfiability Solvers and Satisfiability Modulo Theory solvers.
This enabled the use of logic and logic solvers as a universal solution to many problems in Computer
Science, in general, and in Program Analysis, in particular. Most new program analysis techniques
formalize the desired analysis task in a fragment of FOL, and delegate the analysis to a SAT or an
SMT solver.

In this talk, we focus on a fragment of FOL called Constrained Horn Clauses (CHC) and the
CHC solver SPACER. CHCs arise in many applications of automated verification. They naturally
capture such problems as discovery and verification of inductive invariants; Model Checking of safety
properties of finite- and infinite-state systems; safety verification of push-down systems (and their
extensions); modular verification of distributed and parameterized systems; type inference, and
many others.

Using CHC separates the process of developing a proof methodology (also known as generation
of Verification Condition (VC)) from the algorithmic details of deciding whether the VC is correct.
Such a flexible design simplifies supporting multiple proof methodologies, multiple languages, and
multiple verification tasks with a single framework, without sacrificing performance and scalability.

2012 ACM Subject Classification Theory of computation — Logic and verification
Keywords and phrases Constrained Horn Clauses

Digital Object Identifier 10.4230/LIPIcs. CONCUR.2024.1

Category Invited Talk

© Arie Gurfinkel;
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Principles of Persistent Programming

Azalea Raad 24
Imperial College London, UK

—— Abstract

Persistent programming is the art of developing programs that operate on persistent (non-volatile)
states that survive program termination, be it planned or abrupt (e.g. due to a power failure).
Persistent programming poses several important challenges: 1) persistent systems have complex —
and often unspecified — semantics in that operations do not generally persist in their execution order;
2) software bugs in persistent settings can lead to permanent data corruption; and 3) traditional
testing techniques are inapplicable in persistent settings. Can formal methods come to the rescue?

2012 ACM Subject Classification Theory of computation — Program verification
Keywords and phrases Persistent Programming
Digital Object Identifier 10.4230/LIPIcs. CONCUR.2024.2

Category Invited Talk
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Verifying Concurrent Search Structures

Thomas Wies &
New York University, New York, NY, US

—— Abstract

Search structures support the fundamental data storage primitives on key-value pairs: insert a
pair, delete by key, search by key, and update the value associated with a key. Concurrent search
structures are parallel algorithms to speed access to search structures on multicore and distributed
servers. For these data structures to be efficient, the underlying parallel algorithms need to perform
fine-grained synchronization between threads. This makes them notoriously difficult to design and
implement correctly. Indeed, bugs are routinely found both in actual implementations and in the
designs proposed by experts in peer-reviewed publications. Often, these bugs elude testing-based
quality control due to complex thread interactions that only manifest after deployment, and under
conditions that are difficult to replicate. Given the critical role that concurrent search structures
play in today’s software infrastructure, it is therefore highly desirable to verify their correctness
using formal methods, preferably in an automated fashion.

In this talk, I will present a framework for obtaining linearizability proofs for concurrent search
structures that are modular, reusable, and amenable to automation. The framework takes advantage
of recent advances in local reasoning techniques based on concurrent separation logic. I will provide
an overview of these techniques and discuss there use for verifying both lock-based and lock-free
concurrent search structures such as concurrent (skip)lists, hash structures, binary search trees,
B trees, and log-structured merge trees.

2012 ACM Subject Classification Theory of computation — Program verification
Keywords and phrases Concurrent search structures

Digital Object Identifier 10.4230/LIPIcs. CONCUR.2024.3

Category Invited Talk

Funding This work is funded in parts by the United States National Science Foundation under
grants CCF-2304758 and CCF-1815633. Further funding came from an Amazon Research Award
Fall 2021. Any opinions, findings, and conclusions or recommendations expressed in this material
are those of the author and do not reflect the views of Amazon.
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Centralized vs Decentralized Monitors for
Hyperproperties

Luca Aceto =
Dept. of Computer Science, Reykjavik University, Iceland
Gran Sasso Science Institute, L’Aquila, Italy

Antonis Achilleos =
Dept. of Computer Science, Reykjavik University, Iceland

Elli Anastasiadi &
Uppsala University, Sweden

Adrian Francalanza =
University of Malta, Malta

Daniele Gorla &

Dept. of Computer Science, “Sapienza” University of Rome, Italy

Jana Wagemaker &
Dept. of Computer Science, Reykjavik University, Iceland

—— Abstract

This paper focuses on the runtime verification of hyperproperties expressed in Hyper-recHML, an
expressive yet simple logic for describing properties of sets of traces. To this end, we consider a
simple language of monitors that observe sets of system executions and report verdicts w.r.t. a
given Hyper-recHML formula. We first employ a unique omniscient monitor that centrally observes
all system traces. Since centralised monitors are not ideal for distributed settings, we also provide
a language for decentralized monitors, where each trace has a dedicated monitor; these monitors
yield a unique verdict by communicating their observations to one another. For both the centralized
and the decentralized settings, we provide a synthesis procedure that, given a formula, yields a
monitor that is correct (i.e., sound and violation complete). A key step in proving the correctness of
the synthesis for decentralized monitors is a result showing that, for each formula, the synthesized
centralized monitor and its corresponding decentralized one are weakly bisimilar for a suitable notion
of weak bisimulation.

2012 ACM Subject Classification Theory of computation — Operational semantics; Theory of
computation — Modal and temporal logics; Theory of computation — Logic and verification

Keywords and phrases Runtime Verification, hyperlogics, decentralization
Digital Object Identifier 10.4230/LIPIcs. CONCUR.2024.4

Related Version Full Version: https://arxiv.org/abs/2405.12882 [2]

”
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Swedish Research Council.

1 Introduction

Runtime verification (RV) [12] is a verification technique that observes system executions to
determine whether some given specification is satisfied or violated. This runtime analysis
is usually conducted by a computational entity called a monitor [33]. RV is a lightweight
verification technique that is carried out as the system under observation executes, thereby
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Centralized vs Decentralized Monitors for Hyperproperties

avoiding scalability issues caused by the state-explosion problem, as is the case for model
checking. Recently, RV has been extended to parallel set-ups [17,24,45], and a large body of
work in that setting aims to verify hyperproperties at runtime [1,18,19,27,30].

Hyperproperties [27] are sets of hypertraces, i.e. sets of traces that may be seen as
describing different system executions or the contributions of different sequential processes
to a system execution. As argued in [22], many properties of concurrent and distributed
systems can be viewed as hyperproperties. When verifying hyperproperties at runtime,
several traces (i.e. several execution sequences) can be observed instead of just one, possibly
at the same time. Several extensions of temporal logics, such as HyperLTL, HyperCTL* [26],
Hyper?LTL [14], have been defined to express hyperproperties. Extensions of standard logics
to hyper properties also include variations of the p-calculus, such as [1], setting the basis for
the logic used in this paper, and [36], which studies an asynchronous semantics.

Since they were proposed by Clarkson and Schneider in [27], hyperproperties have become
a fundamental, trace-based formalism for expressing security and privacy properties, verified
using static and dynamic techniques [10,14, 15, 18,22, 23, 25,30] implemented in a variety of
tools [13,15,29]. There is a large body of work, such as [10,23,37], detailing several algorithms
for monitoring (fragments of) hyperlogics under different assumptions and providing several
correctness guarantees. However, these proposals either construct a centralized monitoring
algorithm that has access to all traces in the observed hypertrace, or verify single trace
properties, over a distributed set-up!. Having an omniscient monitor simplifies the runtime
analysis since the monitoring algorithm can compare all traces as needed by simply accessing
different parts of its local memory. But this power comes with drawbacks. For starters,
centralized monitors are unrealistic for distributed systems, where trace analysis is typically
localised to network nodes so as to minimize communication across locations. Moreover,
centralized monitors create single points of failure during verification [8]. Furthermore, it
can be problematic to store all the traces locally, especially in light of the wide availability of
multi-core systems. The goal of the decentralized monitor synthesis from logical specifications
presented in this paper is to permit distributed monitor choreographies with local trace views
whose components communicate in order to verify global properties (such as hyperproperties).
Decentralized monitors have been shown to avoid high contentions leading to vastly improved
scalability [8]. They also offer better privacy guarantees whenever they are stationed locally
at the nodes where the respective traces are generated [35,39]. To the best of our knowledge,
such a message-passing monitoring set-up has never been studied for the purpose of verifying
hyperproperties so far.

In this paper, we study procedures for the automated synthesis of centralized and de-
centralized monitors from hyperproperties described in the logic Hyper-recHML [1]. This
logic extends the linear-time [51] p-calculus [40] (also known as Hennessy-Milner logic with
recursion [44]) with constructs to describe properties of hypertraces inspired by the work on
HyperLTL (namely variables ranging over traces, modal operators parametrized by trace
variables, matching/mismatching between trace variables, and existential and universal
quantification over them). Hyper-recHML can describe hyperproperties not expressible in
HyperLTL or HyperCTL*, such as properties that speak about consensus (see Example 2) and
periodicity (see Example 3). Furthermore, Hyper-recHML supports a general, syntax-driven
monitor synthesis that can handle both the aforementioned hyperproperties, at least in the
centralized case (see also the discussion in Section 5).

L See e.g. [20,21,31,35] for distributed monitoring algorithms for classic trace-based logics.
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In both the centralized and decentralized set-ups, we work in the parallel model [30], where
a fixed number of system executions is processed in parallel by monitors in an online fashion.
We specify monitors using a process-algebraic formalism that builds on the one presented
in [5,34] to define a class of monitors called regular. Such monitors are easy to describe,
resemble (alternating) automata, and have sufficient expressive power to provide standard
monitoring guarantees. Moreover, their algebraic structure supports the compositional
definition of their operational semantics and monitor synthesis procedures from formulas,
building on previous work relating algebraic process calculi with RV [6,9,16,32,33,38,42,43].

In the centralized case, for each formula in the fragment of Hyper-recHML limited to
greatest-fixed-point operators, our synthesis procedure yields a monolithic monitor that
has access to all the traces in an observed hypertrace. However, in order to synthesize
decentralized monitors for a sufficiently expressive fragment of the logic, it is necessary to
extend the monitor capabilities with communication, as shown already in [1]. For instance, to
monitor for the property “If there is a trace where event a occurs, then there exists another
trace where event b does not occur thereafter”, monitors observing different traces need to
communicate to record that event a occurred in some trace at some point and that there is
some trace where b does not occur from that point onwards. Allowing monitors to send and
receive messages significantly complicates their operational semantics (see Section 4), the
monitor synthesis procedure (see Section 4.2), and all consequent proofs. The operational
semantics for communicating monitors is one of the main contributions of the paper since its
design is crucial to obtain the correctness guarantees provided by the synthesis procedure
for decentralized monitors. In particular, the semantics of decentralized monitors and their
synthesis from formulas have to be designed carefully to ensure that monitors are reactive
(they are always ready to process any system event) and input-enabled (they can always
receive any input from other monitors in their environment), properties that are desirable in
any decentralized RV set-up.

We show that both the centralized and the decentralized monitor synthesis procedures are
correct. More precisely, the monitors synthesized from formulas are sound and violation-
complete, meaning that (1) if the monitor synthesized from a formula ¢ reports a positive
(resp., negative) verdict when observing a hypertrace 7', then 7" does (resp., does not) satisfy
o, and (2) if T does not satisfy ¢, then its associated monitor will report a negative verdict
when observing T' (see Theorems 7 and 8, and Corollaries 10 and 11). The proof of correctness
in the decentralized case is considerably more technical than the corresponding proof in the
centralized setting, due to the intricate communication semantics. To address the resulting
technical challenges, we develop a proof strategy where we prove the correctness of the
decentralized monitor synthesis procedure using the centralized one as a yardstick.

This methodology is one of the key contributions we offer in this study. More precisely,
in Section 4.1 we identify siz properties of a decentralized monitor synthesis that make it
“principled” (see Definition 13) and we show that, when a decentralized monitor synthesis is
principled, the centralized and decentralized monitors synthesized from a formula are related
by a suitable notion of weak bisimulation (Theorem 14). Apart from supporting the definition
of decentralized monitor synthesis procedures, this result allows us to reduce the correctness
of our decentralized monitor synthesis to that of the centralized one, which can in turn drive
the definition of further synthesis procedures in future work. We also conjecture that our
methodology provides a path to proving similar results for other models of communicating
monitors independent of the monitoring strategy. In summary, our contributions are the
following:
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a framework for monitoring hyperproperties by a central monitor that has access to

all locations (Section 3) and a decentalized monitoring set-up for hyperproperties, with

monitors that communicate (Section 4);

a synthesis function that returns a correct centralized monitor for every formula without

least fixed points (Section 3);

a synthesis function that returns a correct (decentralized) choreography of communicating

monitors for every formula without least fixed points that has no location quantifier

within a fixed point operator (Section 4); and

a methodology to prove the correctness of a synthesis of communicating monitors, by

establishing a list of desirable properties and relating the behavior of the decentralized

monitors to that of the corresponding centralized monitor (Definition 13 and Theorem 14).
Omitted proofs, due to space constraints, can be found in [2].

2 The Model and the Logic

Let Act be a finite set of actions with at least two elements?, ranged over by a, b; the set
of (infinite) traces over Act is Trc = Act”, ranged over by ¢. Given a finite and non-empty
set of locations £ ranged over by ¢, a hypertrace T on L is a function from L to Trc; the
set of hypertraces on £ is denoted by HTrcy. £ and Act are fixed throughout this paper.
A hypertrace describes a (distributed) system with |£| users, and every user is located at
a unique location chosen from £. A system behavior is captured by a hypertrace T on L,
mapping every user to the trace they perform.

For t,t € Trc, we write t — t' whenever t = at’. Let A : £ — Act; for T,T" € HTrc,, we

write T - T’ whenever T(¢) A©, T'(0), for every £ € L. Notice that, for each T, there is

a unique pair A and T’ such that T A T more precisely, for every ¢ € £, we have that
A(f) = a and T'(¢) = t/, whenever T'(¢) = at’. We denote the A and T” just defined by hd(T)
and tl(T) respectively. For a partial function f: D — E (where D and E are sets ranged
over by d and e, respectively), we denote by dom(f) the set {d € D | f(d) is defined} and by
mg(f) the set {e | 3d € dom(f). f(d) = e}. Notation f[d — e] denotes the (partial) function
mapping d to e and behaving like f otherwise.

2.1 The Logic Hyper-recHML

We consider Hyper-recHML as the logic to specify hyperproperties. We assume two disjoint
and countably infinite sets IT and V' of location variables and recursion variables, ranged over
by m and =z, respectively. Formulas of Hyper-recHML are constructed as follows:

pu=tt|ff | oAp | eV | maxz.p |minz.g |z | In.eo |Vro|n=7 |7 #£ 7| [az]e | (az)e

Apart from the basic boolean constructs, we include the greatest and and least fixed-
point operators to describe unbounded and/or infinite behaviors in a finitary manner,?
existential /universal quantifiers and equality /inequality tests on location variables, and the
usual Hennessy-Milner modalities where [a,| stands for “necessarily after a at the location
bound to 7”7, and (a,) denotes “possibly after a at the location bound to 7”. A formula

is said to be guarded if every recursion variable appears within the scope of a modality

2 When Act is a singleton, every property in the logic becomes equivalent to true or false.
3 In LTL, this behavior is captured by the ‘Until’ and ‘Release’ operators, but these are less expressive
than fixed-points; see [7].
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Table 1 The semantics of Hyper-recHML.

[tt]? = HTrc, Iff]2 =0 [#]2 = p(x)
o ATl = [el2 NPT [ Vel =lelo VPl
[max 2.4 = | J{S 1S < 457} [min z.9]; = (WS | S 2 [1)
[Br.el;, = U [[‘P]]Z[ﬂHZ] [vr.el;, = m [[‘Pﬂg[wae]
teL teL
_ e HTrc, if o(m) = o(n') L HTrc, if o(m) # o(n’)
=T = { 0 otherwise I # =1, = { 0 otherwise

llaxlely = AT | hd(T)(o(7)) = a implies  #(T) € [¢]g}
[{ax)ele ={T | hd(T)(o(m)) =a A t(T) € [£]7)}

within its fixed-point binding. All formulas are assumed to be guarded (without loss of
expressiveness [41]). We write FVloc(¢) to denote the free location variables of ¢, and
FVrec(y) for the free recursion variables.

» Remark 1. We consider formulas where bound location variables are all pairwise distinct
(and different from the free variables); hence, the formula Vr.[a,]3m.¢ denotes the formula
V. ax) 3. (o{" /£ }), where p{™/ .} stands for the capture-avoiding substitution of «/ for =
in . A similar notation for other kinds of substitutions is used throughout the paper.  _

The semantics of a Hyper-recHML formula ¢ is defined over HTrc. by exploiting two
partial functions: p: V — 2HT2 which assigns a set of hypertraces on £ to all free recursion
variables of ¢, and o: II — £, which assigns a location to all free location variables of ¢. In
what follows, we tacitly assume that the free recursion and location variables in a formula ¢
are always included in dom(p) and dom(o), respectively.

The semantics for formulas in Hyper-recHML is given through the function H,]]Z as shown
in Table 1. A formula {(a,)p holds true at hypertrace T if the trace in 7" at the location
bound to 7 starts with an a and t/(7T) satisfies ; by contrast, a formula [a,]|e can also hold
true if the trace in 7" at the location associated to 7 does not start with an a. Whenever ¢
is closed (i.e., without any free variable), the semantics is given by [[@]]37 where () denotes the

partial function with empty domain. Notationally, we shall simply write [p] instead of [[go]]g

We say that T satisfies the closed formula ¢ if T' € [¢].
» Example 2. For example, consider the set of actions {a, b}; then, the hyperproperty
o =Vm.maxz.((bz)x V I’ (7 £ 7 A (ap)z)) (1)

is a consensus-type property stating that, at every position of every trace, whenever there is
an a there is another trace that also has a. Using the semantic definition of the logic, it is not
hard to see that the hypertrace T over the set of locations {¢1, {3, {3} that maps ¢ to a*,
Lo to ba* and £3 to (ba)® does not satisfy the property ¢,: what breaks the property is the
first position. On the other hand, the hypertrace T» that maps ¢1 to a*, £s to (ab)* and /3
to (ba)¥ does satisfy ¢, because at each position there are two traces that exhibit an a. 4
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2.2 On the Expressiveness of Hyper-recHML

The logic Hyper-recHML adapts linear-time pHML [44] to express properties of hypertraces,
just as HyperLTL and HyperCTL* [26] are variations on LTL [47] and CTL* [28], respectively,
interpreted over hypertraces. It is well known that pHML is more expressive than LTL and
CTL* [52]. Tt is, therefore, natural to wonder whether Hyper-recHML can express properties
that cannot be described using HyperLTL and HyperCTL*.

We claim that the strictness of the inclusion of LTL in pHML is preserved for their
hyper-extensions. To justify our claim, we present two arguments to demonstrate that
Hyper-recHML is more expressive than HyperLTL, which rely on classic results on the
inexpressiveness of LTL, the embedding of LTL in pHML, and the ability of Hyper-recHML
to quantify over traces more liberally than HyperLTL.

First, we recall that Wolper showed in [52] that the property “event a occurs at all even
positions in a trace” cannot be expressed in LTL (see [52, Corollary 4.2] that is based on
Theorem 4.1 in that reference). We will refer to this property as ¢, where “e¢” stands for
even, and adapt it to a hypertrace setting.

» Example 3. Let @5, be the hyperproperty on the set of actions {a,b} that results from
adding an existential trace quantifier 37 at the beginning of ¢., and replacing all modalities
with 7-indexed ones:

on, = Im.max . ([ax){az)x A [br]{ax)z) (2)

This is a liveness property that describes the periodicity of events; when evaluated over
singleton hypertraces, it coincides with the evaluation of .. 1

The hyperproperty ¢p, defined above can be used to prove the following result.
» Proposition 4. Hyper-recHML is more expressive than HyperLTL.

The second witness to the fact that Hyper-recHML is more expressive than HyperLTL is
the possibility to use quantifiers in any part of a formula. For example, the hyperproperty
o defined in (1) can potentially spawn an unbounded number of quantifiers, by unfolding
the recursion when encountering a events.

» Proposition 5. Hyper-recHML is more expressive than HyperCTL*.

We shall see later on that part of this additional expressiveness of Hyper-recHML is
present in the fragments for which we synthesize monitors.

3 Centralized Monitoring

The set of centralized monitors CMon is given by the following grammar:
CMon>m:=yes | no | end | agm | m4+m | m&m | m@m | reczm | x

Notationally, we denote with ® any of ® and @, and use v to range over the verdicts
{yes, no,end}. The operational semantics of centralized monitors is given in Table 2. Notice
that monitors that wait for an action at some location (as prescribed by writing a,) and do
not see that action therein (as stated by A) stop their monitoring activity, by reporting end.

Monitors can yield verdicts at any point of their computation. This is represented by
the judgement =, whose intended use is to evaluate monitors and reach a verdict, whenever
possible. The rules are given in Table 3; as one may expect, verdict evaluation is non-
deterministic, due to the presence of +. Also notice that there can be multiple ways to infer
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Table 2 The operational semantics for centralized monitors, where ® € {®, ®}.

A A
A All) =a A(l) #a m{"*" /. = m/ m — m’
v — v
A A A / A !
ag.m —m ag.m — end rec t.m — m m+n-—m
A / A !/ A /
n-—n m-— m n-—n
A A
m+n-=n mon-—=m on
Table 3 Verdict evaluation for centralized monitors (up to com- Table 4 The instrumenta-
mutativity of +, ®, and ®). tion rules for centralized mon-
itors.
m = end
v oo n = end m = yes m = no mimn/ Ti>T'
m@On=end mEn=yes mRn= no moT o m o1
m = no m = yes
m=v n=wv n=v m{* "/} = m=v
m+n=v mbn=v men=uv rec x.m = v m>T — v

the same verdict for the same monitor: e.g., for yes ® no we can either use the third or the
(symmetric version of the) fourth rule from the first line of Table 3. However, the inferred
value is of course the same (i.e., yes, in the previous situation).

We instrument a monitor m on a hypertrace T" based on the rules of Table 4. As usual,
we write —* for the reflexive-transitive closure of —.

From Formulas to Centralized Monitors

We derive monitors for the subset of formulas without least fixed-points, denoted with
Hyper-maxHML. More precisely, given a formula , we want to derive a monitor that, when
monitoring a hypertrace T', returns no if and only if 7" does not belong to the semantics of ;
furthermore, if it returns yes, then T belongs to the semantics of . All regular properties of
infinite traces that can be monitored for violations with the aforementioned guarantees can
be expressed without using least fixed-point operators (see the maximality results presented
in [5, Proposition 4.18] and [7, Theorem 5.2] in the setting of logics interpreted over infinite
traces). Intuitively, we use least fixed-points to describe liveness properties, whose violation
does not have a finite witness in general.

The definition of the synthetized monitor is given by induction on ¢. This definition is
parametrized by a partial function o, assigning a location to all the free location variables
of ¢; when ¢ is closed, we consider Cmg(p). The formal definition is given in Table 5. The
interesting cases are for the quantifiers (that are treated as conjunctions and disjunctions,
respectively) and for the modal operators.

» Example 6. Let £ = {1,2} and Act = {a, b}, and consider the formula (2). The monitor
synthesis in Table 5 produces the following monitor m when applied to that formula:

m = EB rec z.((ag.(ag.x 4 bp.no) + by.yes) @ (by.(ag.x + be.no) + ag.yes)).
£e{1,2}
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Table 5 Centralized monitor synthesis.

cme(tt) = yes cme (ff) = no cme(z) =2 Cme(max z.¢) = rec .Cme (@)

emo (p A ') = 0mo () ® Cmo (¢') cmg (¢ V ') = 0mo () & Omo (')

cme (V) = ®e€£ CMg sy () cme (Im.p) = ®ee£ CMy s ()

cmy (r = ') = yes if o(m) = o(7') cmy (r £ 7) = yes if o(m) # o(n')
no otherwise no otherwise

Mo ([ar]p) = o(m)-CMa(9) + 32,2, bom)yes  CMo((an)p) = ao(x)-CMa (@) + 32, ., bo(r)-n0

When monitor m is instrumented with the hypertrace T' mapping location 1 to a* and
location 2 to (ab)“, the verdict no cannot be reached: indeed, T satisfies the formula ¢ since
the trace at location 1 has a at all positions. On the other hand, when m is instrumented
with the hypertrace 7" mapping location 1 to b and location 2 to (ab)*, the no verdict is
reached after the monitor has observed the first two actions at locations 1 and 2; this is in
line with the fact that T does not satisfy ¢y, . 1

The main results of this section are that the centralized monitors synthesized from formulas
report sound verdicts and their verdicts are complete for formula violations. We refer the
reader to [7] for a discussion on notions of correctness for monitors and the significance of
soundness and violation-completeness. The proofs can be found in [2].

» Theorem 7 (Soundness). Let ¢ € Hyper-marHML be a closed formula and T € HTrce. If
cmg(p) > T —* no, then T & [¢]; if cmg(p)>T —* yes, then T € [¢].

» Theorem 8 (Violation Completeness). Let ¢ € Hyper-maxHML be a closed formula and
T € HTrce. If T & ], then cmg(p)>T —* no.

4 Decentralized Monitoring

When verifying a distributed system, having a central authority that performs any type of
runtime verification is a strong assumption, as it reduces the appeal of distribution. Thus,
we study to what extent hyperproperties can be monitored by decentralized monitors.

We associate monitors to locations, denoted by ¢, and monitors associated to £ monitor
only actions required to happen at ¢, thus allowing the processing of events to happen locally.
This imposes some form of coordination between monitors at different locations. For this
reason, we introduce the possibility for monitors to communicate.

We define a communication alphabet Com, ranged over by ¢, over some finite alphabet of
communication constants Con (that contains Act), ranged over by =, as

Com>sc¢ == (IG,y) | (?G,~),

where G C £ and v € Con. We have a communication action (G, ) for sending v to group
G (multicast communication), and one (?G,y) for receiving « from any monitor from the set
G. Point-to-point communication can be represented by taking singleton sets for G.

The syntax of decentralized monitors is given by the following grammar:

DMon > M ==[m], | MVM | MAM

LMon>m:=yes | no|end | am | cm | m+m | m&m | me&m | recxm | x
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Table 6 The operational semantics for decentralized local monitors (up to commutativity of +,
® and @), where we let A denote either a, (!G,~) or (?4,~) for £ € L, G C L.

ledG G
am L m T (G, ~).m G, I
(?G,~).m —Ls m
A ¢, 20,
m{rec Im/x} 2 m/ m i> m/ n i> TL/ m (7€) m/ n (7€) TL/
A a ! I ?

rec x.m = m’ moOn—>m On an(fﬁ) m' o'
A G, 2, 20,

m 2 m/ m (!Gyy) m/ m (7¢,v) m/ n ( 7 )

At (1G7) 0y,

mon—>m On mon—=>m' on

Table 7 Operational semantics for communication

of M € DMon (up to commutativity of A, V).
Table 8 Operational semantics for

actions of M € DMon (up to commut-

(1Gv) ’ (20 ) ’
m

m—— m———1m teG ativity of A, V).
2:(1G, s (2,
mle 289 1) e 82 ),
All) =a m S m’
0 0¢G 7
m ﬁL) [m]( — [m,]l
G: (2 ,7) G: (20, 7)
[mle —— [m]e  [m]e ——— [m] A)=a m%P m%
M G: (74, 7) M, N G: (7¢,7) / [m][ i> [end]g
RIS o€ {A,V}
MoN ~—= M oN’ MA5 M O NAN
- °c<{nvg
M UG e GO MoN S M'oN
o€ {A,V}

0:('G,y)

MoeN —5 M oN’

Monitor [m]; denotes that m monitors the trace located at location ¢, so, it is ‘localized’
at ¢ (this justifies the name LMon). Monitors assigned to the same trace run in parallel
and observe identical events; contrary to [1], monitors assigned to different traces are no
longer completely isolated from each other, but can now communicate, which is the main
new feature of the decentralized set-up.

The operational rules for m € LMon are given in Table 6. Notice that, when we have
parallel monitors, only one of them at a time can send; by contrast, all those that can receive
from some location ¢ are forced to do so.

For M € DMon, the operational semantics can be found in Table 7 (the rules concerning
communication) and Table 8 (the rules concerning action steps). The operational semantics
in Table 7 defines multicast, where a monitor located at £ sends a message to group G and
every monitor at a location in G that can receive from ¢ does so; every monitor that cannot,
or that is not in G, does not change its state. The first four rules capture the judgment for
inferring when all components of a monitor which are able to receive a certain ~y sent from a
location do so. Intuitively, ¢ is the location from which message v was sent to group G, and

G: (7, L _ . .
M AR N indicates that every monitor in M located at a location in G that can receive
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Table 9 The verdict combination rules for Table 10 The evolution of a decentralized
decentralized monitors (up to commutativity monitor instrumented on a hypertrace.
of A and V, ranged over by o).

MA5 M TAT

m=v M = end N = end . .
Mv>T— Mb>T
[mle = Mo N = end
A EOGD
M = no M=yes N=w S
/
M AN = no MAN=v M>T—M>T
M = yes M=n N=v ﬂ
MV N = yes MVN=wv MpoT — v

v from ¢ indeed has received ~ and transitioned appropriately in V. The last two rules then
actually define communication. In particular, the last rule in Table 7 implements multicast
by stipulating that the outcome of the synchronization between a send action ¢ : (1G,~)
and a receive one of the form G : (74,~) is the send action itself, which can be received by
other monitors at locations in G in a larger monitor of which M ¢ NV is a sub-term. We note,
in passing, that monitors M € DMon are “input-enabled”: for each M, G, ¢ and ~, there is

g6y M’. So the last rule in Table 7 (and its symmetric

always some M’ such that M
version) can always be applied when the send transition in its premise is available.

Monitors can also locally observe an action, as prescribed by a location-to-action function
A; the rules are given in Table 8. Monitors at the same location observe the same action. If
a monitor cannot take the action prescribed by A at its location, the monitor becomes end,
as stipulated by the second rule given in Table 8. Note that it is not sufficient to trigger
that rule when m cannot exhibit action A(¢): we also require that m cannot communicate.
Note that the inability of m to exhibit action A(¢) is not sufficient to trigger that rule: we
also require that m cannot communicate. Intuitively, this is because monitors exhibit an
“alternating” behavior in which they observe the next action produced by a system hypertrace
and then embark in a sequence of communications with other monitors to inform them of
what they observed. As will be made clear in our definition of a weak bisimulation relation
presented in Definition 9, such communications are interpreted as internal actions in monitor
behavior. Therefore, the inability of some monitor [m],; to perform action A(¢) can only be
gauged in “stable states” — that is, monitor states in which no communication is possible.
This design choice is akin to that underlying the definition of refusal testing presented in [46]
and of the stable-failures model for (Timed) CSP defined in [49,50], where the inability of
a process to perform some action can only be determined in states that afford no internal
computation steps.

Verdict evaluation for M € DMon is defined in Table 9 and relies on that for m € CMon
provided in Table 3. Finally, given a decentalized monitor M and a hypertrace T, the
instrumentation of the monitor on the trace is described by the rules of Table 10. As before,
we denote with »—* the reflexive transitive closure of —.

4.1 Synthesizing Decentralized Monitors Correctly

In this section we describe how to synthesize decentralized monitors “correctly” from formulas,
i.e. such that their behavior corresponds to that of the corresponding centralized monitors.
The advantage of this approach is that it simplifies the proof that monitors synthesized via
a “correct” decentralized synthesis function are sound and violation-complete, by utilizing
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the correspondence to centralized monitors. Moreover, it identifies desirable properties
of a “correct” decentralized synthesis function that can guide the development of further
automated decentralized-monitor synthesis algorithms.

We first define the correspondence between centralized and decentralized monitors and
show that this correspondence is sufficient to obtain soundness and violation-completeness in
the decentralized setting from the corresponding results in the centralized setting (Theorems 7
and 8). In the remainder of the section, given a synthesis function which takes as inputs
a formula ¢ and a mapping o from location variables to locations, and outputs a monitor
M, () € DMon, we specify criteria that allow us to derive this correspondence.

We write M — M’ to denote the existence of an integer h > 0 and of h monitors
My, ..., My, locations ¢1,...,¢,_1 and communication actions cq,...,cp_1 such that M; =
M, My = M’', and M, L, M;yy (for every ¢ = 1,...,h — 1). By definition of — on
communicating monitors, each ¢; is (1G;,7;), for some G; C £ and 7; € Con. Similarly, at
the level of local monitors we write m — m/ to denote the existence of an integer h > 0, of
local monitors my,...,my and of ¢1,---¢p, € {(!G,7), (?4,v) | G C L,£ € L, € Con} such
that my = m, mj, = m’ and m; = mi41.

The correspondence between the centralized and the decentralized monitors is character-
ized as a weak bisimulation:

» Definition 9. A binary relation R over DMon x CMon is a weak bisimulation if and only
if, whenever MRm, it holds that:

1. 3M’ € DMon such that M = M’ and M’ = v if and only if m = v.

2. If M Ay M’ then Im’ € CMon such that m 25 m’ and M'Rm/.

3. If M S M’ then M'"Rm, where ¢ = {: (\G,~) for some £ € L, G C L, ~ € Con.

4. If m Ay then there exist My, My, M’ such that M = M, A, My = M' and M'Rm/’.

One of the main features of weak bisimilarity is that, if M, () and cm, () are weakly
bisimilar, then they report the same verdict when observing any hypetrace T'; thus, we obtain
violation-completeness and soundness for decentralized monitors from the corresponding
results for centralized monitors:

» Corollary 10 (Soundness). Let T € HTrcz, ¢ € Hyper-maxHML be a closed formula such
that Mgy(p) is defined, and R a weak bisimulation such that (My(p), cmg(p)) € R. If
My(p) > T —* no, then T & [¢]; if Mg(p)>T —* yes, then T € [¢].

» Corollary 11 (Violation Completeness). Let T € HTrce, ¢ € Hyper-marHML be a closed
formula such that Mg(p) is defined, and R a weak bisimulation such that (Mg(p), cmg(p)) €
R. If T & [¢], then My(p)>T —* no.

We now describe sufficient conditions for any decentralized synthesis function such
that there is a weak bisimulation between the centralized and the decentralized monitors
synthesized from a formula ¢ and a location environment o. Whenever we write M <> N
for M, N € DMon, we assume that ¢ € {¢ : (!G,v) | £ € L,G C L,~v € Con}, as per the
labeling of the communication transitions of decentralized monitors. We write [m], € M, for
M € DMon, if [m], is one of its constituents: formally, [m], € [m], and, if [m], € M, then
[m]e € Mo N and [m], € N o M (recall that ¢ denotes either A or V). We start by defining
when M € DMon can(not) communicate:

» Definition 12. Let M € DMon. We say M € DMon can communicate, if there exists
[m]e € M such that m % n for some ¢ € Com. Otherwise, we say M cannot communicate.
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» Definition 13. We say that a monitor synthesis M_(—) is principled when it satisfies the

following conditions, for every formula ¢ and environment o such that M, () is defined:

Verdict Agreement: for every verdict v, cmy(p) = v if and only if M,(p) = v;

Verdict Irrevocability: for every verdict v and My () 4 My = My — M, if My = v, then
M = v,

Reactivity: for every A, there exists M such that M, (p) EN M;

Bounded Communication: for every Mg (p) A Mo M’, there exists M" such that
M’ — M" and M" cannot communicate;

Processing-Communication Alternation: for every M, () A M = My,
1. M,(p) cannot communicate, and
2. My S M, implies My %44 for every ¢ and A;

Formula Convergence: if M, (p) A M = M, M’ cannot communicate, and cmg(p) 4
cmy (') for some formula ¢’ and environment o', then M’ = Mg/ (¢').

Let M_(—) be a decentralized synthesis function. We define relation R as follows:

Rm ZRIUR,
R1 2 {(M, (), cm,(p)) | FVloc(p) C dom(a)}
Ry 2 {(M’,Cm,,/(go’)) | FVloc(p) € dom(o) and M, () A Mo M > Mg (go’)}

The crucial property of any principled synthesis function is the following:

» Theorem 14. For every principled synthesis M_(—), R is a weak bisimulation.

4.2 From Formulas to Decentralized Monitors

We now describe how to synthesize decentralized monitors for a fragment of Hyper-maxHML,
and show that this synthesis function satisfies Definition 13. This allows us to apply
Theorem 14 and obtain soundness and violation-completeness of these synthesized monitors.
In what follows, we consider formulas from PHyper-recHML, the subset of Hyper-recHML
given by the following grammar (see Section 5 for a discussion on the choice of fragment):

pu=3rg | Vro | oA | oV | ¥
Ypu=tt | ff |7=m|7#nx | YA [PV | maxze) | minz) | z | [ax]Y | (ax))

We denote the class of formulas of type ¢ with Qf (quantifier free). PHyper-recHML is a
subset of Hyper-recHML and thus its semantics over HTrc, is the one given in Table 1.

We synthesize decentralized monitors for the fragment of PHyper-recHML only containing
formulas of type v without diamonds and least fixed-points, which we call PHyper-maxHML.
In section 4.3 we also discuss how diamonds can also be added to the picture. The synthesis
for decentralized monitors is given in Table 11. First, we derive a monitor belonging to LMon
for formulas of type ¥ € Qf; this synthesis function is parametrized by a location ¢ € £ and
a partial function o from IT to £ that is defined for every free location variable in 1. Then
we derive monitors belonging to DMon for formulas of type .

Note that, in the definition of DM, (), cm, (1) is the monitor resulting from the
centralized synthesis function defined in Table 5. Intuitively DM, (v) synthesizes a local
monitor at each location relevant to v, which are the locations associated by o to the free
location variables in 1. If ¢ = @ (and so 1) does not have any free trace variables), there is
no need for communication between locations, and in fact a verdict can be obtained from 1)
immediately. This verdict coincides with the one reached in the centralized synthesis.
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Table 11 Decentralized monitor synthesis, where £y is any fixed element of L.

pm (tt) = yes pm’ (ff) = no Dmf,(x) =z pm’ (max 2.1)) = rec z.Dm? (1)

pmy (¢ A ') = DmE (¥) © pm, (1//) m; (w V') = pmi (¢) & pmi (¥)
a.(((mg(o)\{}),a )+ > b.((rmg(o)\{£}),b).yes if o(m) =¢
b (fax ) = -
Z b. ( ?{o(m)},a).omé () + Z 2 o(m)},b) yes) otherwise
beAct b#a

Dmy, ) .
no otherwise no otherwise

Clr =)= { yes if o(m) = o(7’) pml (1 £ 1) = {yes if o(7) # o(n')

Mo (¢) = { V temg(o) PG ()]e if o # 0

[v]e, ifo=0Acm,(¢) = v
MU(VW'@) = /\Zeﬁ DMa[m—M] (50) DMG(HW-@) = \/Zeﬁ DMU[m—%] (90)
DM, (¢ A ¢') = DMs () A DM, (¢') DM, (¢ V ¢') = DM, () V DM (¢')

We observe that the case for o = () and cm, (¢)) = v only applies when v is a Boolean
combination of tt and ff. Thus, every closed formula ¢ on which we apply our synthesis
1. is trivial, 7.e. ¢ is logically equivalent to tt or ff, or
2. is such that every subformula 1 € Qf of ¢ is in the scope of a quantifier.
For non-trivial formulas, the o = ) case for DM, (¢) never applies, and we can ignore it. The
decentralized monitor for a closed formula ¢ is DMg(¢p).

» Remark 15. In the first clause of the definition of the synthesis function for box formulas,
it might seem superfluous to send a message also when the monitor observes some b # a.
However, this is important to make sure monitors do not deadlock. To see this, consider a
synthesis where that definition instead looks like

a.(!(rg(0)\{£}),a).om’ (¥) + Zb.yes if o(m) =1¢

m ([a = i
pm, ([ax]1) Z b.(?2{o(m)},a).om: (1) otherwise

beAct

Consider Act = {a,b}, L = {¢,¢'} and some hypertrace T such that T'(¢) = b.t; and
T(¢") = b.ty for some traces t; and ty. Now consider m ® n, where m = pm’ ([az]1)),
n = pmi(lan]'), o(x) = ¢ and o(n') = ¢'. For A({) = A({') = b # a, we then get
m 2, yes and n A, (2{o(7")},a).pmt (1), and monitor yes ® (?{a(7’)}, a).Dmé (¢') is
stuck because the receive action of the monitor (?{c(7’)},a).pm¢ (¢') has no matching send.
It is precisely to avoid these scenarios that we make sure that, for each sending transition,
there is a corresponding receiving transition, and a monitor always sends the last action it
read to all other locations in the range of the environment o. J

Soundness and violation completeness for the synthesis defined in Table 11 follow from
Corollary 10 and 11 by using Theorem 14, once we prove the following key result:

» Theorem 16. The synthesis function DM defined in Table 11 is principled.
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» Example 17. In order to highlight the inter-monitor communication, we consider the
following formula

¢ = 3r.3n" ([ax]ff A [br]FF)

over £ = {1,2} and Act = {a, b}, which states that either both traces start with a, or neither
does. By letting o = [ — £, 7' + ¢'], the synthesis for this property gives:

DMy (¢ \/ \/ [Dmg/([aﬂ]ff A [bﬂ/]ff)} , where
LeL prefee} ¢

(a.(10,a).no + b.(10, b).yes) ® ife=0=0
(0.(10,0).no + a.(10, a).yes)
(@.({€'}, a).no + b.({0'},b)yes) ®  if £# ¢ and £ = ¢
" a.((?{'},b).no+ (7{l'}, a).yes) +
o ([axlff A o) = (b.EE?EZ%, bi.no + E?%Z’; a%.yesg)
(a.((?{£},a).no+ (?{L},b).yes) + ifl#¢ and " =0
b.((?{¢},a).no+ (?{¢},b).yes))
® (b.(1{¢},b).no+ a.(!{¢},a).yes)

4.3 On the Decentralized-Monitor Synthesis for Diamonds

The synthesis of decentralized monitors presented in Table 11 does not deal explicitly with
formulas of the form (a, ). However, it can be applied to those formulas using the observation
that {(a, )4 is logically equivalent to

[ax]t A Nposalbr]fF. 3)

To showcase this, we present an example of the decentralized synthesis applied on Wolper’s
property (¢p,) from Example 3, which makes use of diamond modalities.

» Example 18. Recall ¢}, from (2); expressed here as Im.¢), with
Y =maxz.(P1 Ap2) 1 =ax{axr)z 2 = [ba(ar)z

Let £ ={1,2} and Act = {a,b}. The synthesis is applied thus:

DMo() = Ve [rec @ (mf () @ mi(6))]

14

with
mfm—w](wl) = ((Z) a).m [m—>£]<< )T )+b.(!®,b),yes
() = 5000yl ((an)2) + 0.0, a) yes
and
mfﬁHg]«an)@ = (a.(!0,a).x + b.(10,b).yes) @ (b.(10,0).no + a.(!0,a).yes) (4)

As the monitors in Example 18 indicate, a decentralized monitor synthesis for formulas
of the form (a,)v that is based on the encoding of (3) leads to monitors with a high degree
of parallelism; for simplicity, the degree in Example 18 is reduced because we assumed
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to have just two actions. However, |Act| — 1 parallel conjunctions are required in general.
Alternatively, one could define a decentralized monitor synthesis directly for formulas of the
form (a, )1 as follows:

a.(M(rmg(o)\{¢}),a )+ Z b.({(rg(o)\{¢}),b).no if o(mw) =4

b#a
me ((ax)) =
Z b. ( ?{o(n)},a).om’ (¥) + Z {o(m)},b) no) otherwise
beAct b#a

This is essentially the synthesis for box formulas in Table 11 with no verdicts in place of yes.
With this explicit rule for diamonds, (4) simply reduces to:

mfﬂHe] ({az)z) = a.(10,a).2 + b.(10,0).no

The synthesized monitor for diamond now contains no occurrence of any parallel operator.

5 Conclusion

We provided two methods to synthesize monitors for hyperproperties expressed as fragments
of Hyper-recHML. Our first synthesis procedure constructs monitors that analyse hypertraces
in a centralized manner and are guaranteed to correctly detect all violations of the respective
formula, as long as it does not have a least fixed-point operator. Our second synthesis
algorithm constructs monitors that operate in a decentralized manner and communicate with
one another using multicast to share relevant information between them. The decentralized-
monitor synthesis provides the same correctness guarantees as the centralized one, but is only
defined for formulas with trace quantifiers that do not appear inside any fixed-point operator.
This additional restriction, which is natural and present in many monitoring set-ups for
hyperlogics, e.g. [10,19, 23,26, 30, 36], allows us to focus on examining the intricacies of
monitoring in a decentralized setting with monitor communication. More precisely, it allows
us to fix the ¢ in the synthesis function which, in turn, produces a static set of locations
with which a monitor can communicate. Despite the restriction to PHyper-recHML, our
synthesis algorithm still covers properties that were previously not even expressible, hence
not monitorable, in state-of-the-art hyperlogics.

Of course, the picture is still incomplete: we have a centralized-monitor synthesis procedure
for an expressive fragment of Hyper-recHML, whereas our decentralized-monitor synthesis
deals with a more restricted fragment of that logic. It is not clear if this restriction is
necessary; for example, a different decentralized-monitor synthesis for a larger fragment
might be obtained by utilizing a different communication paradigm other than multicast,
which was adopted in this study. In fact, we conjecture that broadcast communications
might allow us to synthesize decentralized monitors for a larger Hyper-recHML fragment,
including formulae that mix greatest fixed-points and quantifiers, like ¢, defined in (1);
currently, monitors only send messages to the locations in the range of the specified o.
Another interesting direction is to allow monitors to infer information from communications
they did not receive. A good starting point to explore such a synthesis algorithm (and prove
its correctness) can be the synthesis properties in Definition 13. To fully delineate the power
of decentralized monitoring, a maximality result in the spirit of those presented in [5,7] is
needed, which we intend to establish in the future.

Although we have focused on monitors that detect violations, we can also synthesize
monitors that detect all satisfying hypertraces for the respective dual fragments of Hyper-
recHML. Another direction we intend to pursue in future is the development of tools for
monitoring Hyper-recHML specifications at runtime, based on the results of this article. We
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expect that our decentralised-monitor synthesis procedure can be implemented by generating
a dedicated monitor for every location in a way that is very similar to the synthesis of
pHML monitors presented in [3,4,11] and implemented in the tool detectEr available at
https://duncanatt.github.io/detecter/.

Related Work. To the best of our knowledge, Agrawal and Bonakdarpour were the first
to study RV for hyperproperties expressed in HyperLTL in [10], where they investigated
monitorability for k-safety hyperproperties expressed in HyperLTL. They also gave a semantic
characterization of monitorable k-safety hyperproperties, which is a natural extension to
hyperproperties of the “universal version” of the classic definition of monitorability presented
by Pnueli-Zaks [7,48]. In contrast to this work, we do not restrict ourselves to alternation-free
formulas (see Equation (1)) and every monitorable formula considered by Agrawal and
Bonakdarpour can be expressed in our monitorable fragment. Brett et al. [23] improve on
the work presented in [10] by presenting an algorithm for monitoring the full alternation-free
fragment of HyperLTL. They also highlight challenges that arise when monitoring arbitrary
HyperLTL formulas, namely (i) quantifier alternations, (i7) inter-trace dependencies and
(#i1) relative ordering of events across traces. Our decentralized-monitor synthesis addresses
(7) by using the number of locations as an upper bound on the number of traces, and (i7)
and (44i) via synchronized multicasts.

In [30], Finkbeiner et al. investigate RV for HyperLTL [26] formulas w.r.t. three different
input classes, namely the bounded sequential, the unbounded sequential and the parallel
classes. They also develop the monitoring tool RVHyper [29] based on the sequential
algorithms developed for those input classes. The parallel class is closest to our set-up, since
it consists in a fized number of system executions that are processed synchronously.

Beutner et al. [15] study runtime monitoring for HYPER*LTLy,, a temporal logic that is
interpreted over sets of finite traces of equal length. Unlike HYPER?*LTL [14], HYPERQLTpr
permits quantification under temporal operators, which is also allowed in our logic Hyper-
recHML. In contrast to HyperLTL, HYPERZLTpr features second-order quantification over
sets of finite traces and can express properties like common knowledge.

n [36], Gustfeld et al. study automated analysis techniques for asynchronous hyper-
properties and propose a novel automata-theoretic framework, the so-called alternating
asynchronous parity automata, together with the fixed-point logic H,, for expressing asyn-
chronous hyperproperties. The logic H,, has commonalities with PHyper-recHML, but it
only allows for prenex formulas; moreover, its semantics progresses asynchronously on each
trace. Properties such as “an atomic proposition does not occur at a certain level in the tree
(of traces)” are not expressible in their logic H,,, but can be described in Hyper-recHML.

Chalupa and Henzinger [25] explore the potential of monitoring for hyperproperties using
prefix transducers. They develop a transducer language, called prefix expressions, give it
an operational semantics over a hypertrace (reminiscent of the semantics in Section 4) and
then implement it to assess the induced overheads. They show how transducers can use
the writing capabilities as a method for monitor synchronization across traces, akin to the
monitor communication and verdict aggregation of Section 4. Since transducers are, in
principle, more powerful that passive monitors, additional guarantees are required to ensure
that they do not interfere unnecessarily with system executions.
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—— Abstract

The translation of Metric Interval Temporal Logic (MITL) to timed automata is a topic that
has been extensively studied. A key challenge here is the conversion of future modalities into
equivalent automata. Typical conversions equip the automata with a guess-and-check mechanism
to ascertain the truth of future modalities. Guess-and-check can be naturally implemented via
alternation. However, since timed automata tools do not handle alternation, existing methods
perform an additional step of converting the alternating timed automata into timed automata. This
“de-alternation” step proceeds by an intricate finite abstraction of the space of configurations of the
alternating automaton.

Recently, a model of generalized timed automata (GTA) has been proposed. The model comes
with several powerful additional features, and yet, the best known zone-based reachability algorithms
for timed automata have been extended to the GTA model, with the same complexity for all the
zone operations. An attractive feature of GTAs is the presence of future clocks which act like timers
that guess a time to an event and stay alive until a timeout. Future clocks seem to provide another
natural way to implement the guess-and-check: start the future clock with a guessed time to an
event and check its occurrence using a timeout. Indeed, using this feature, we provide a new concise
translation from MITL to GTA. In particular, for the timed until modality, our translation offers an
exponential improvement w.r.t. the state-of-the-art.

Thanks to this conversion, MITL model checking reduces to checking liveness for GTAs. However,
no liveness algorithm is known for GTAs. Due to the presence of future clocks, there is no finite
time-abstract bisimulation (region equivalence) for GTAs, whereas liveness algorithms for timed
automata crucially rely on the presence of the finite region equivalence. As our second contribution,
we provide a new zone-based algorithm for checking Biichi non-emptiness in GTAs, which circumvents
this fundamental challenge.

2012 ACM Subject Classification Theory of computation — Timed and hybrid models; Theory of
computation — Quantitative automata; Theory of computation — Logic and verification

Keywords and phrases MITL model checking, timed automata, zones, liveness
Digital Object Identifier 10.4230/LIPIcs. CONCUR.2024.5

Related Version Full Version: https://arxiv.org/abs/2407.08452 [2]

1 Introduction

The translation of Linear Temporal Logic (LTL) [32] to Biichi automata is a fundamental
problem in model checking, with a long history of theoretical advances [20, 36, 18], tool
implementations [25, 14, 18, 30, 12] and practical applications [33, 34, 26, 27]. In the real-time
setting, Metric Interval Temporal Logic (MITL) is close to LTL, with the modalities Next
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(X) and Until (U) extended with timing intervals — for instance, X, p)p says that the next
event is a p and it occurs within a delay 0 € [a, b]. Model checking for MITL is known to be
EXPSPACE-complete [4]. This has led to the study of “efficient” conversions from MITL to
timed automata, with each new construction aiming to make the automata more succinct.
Our work is another step in this direction.

There are two ways to interpret MITL formulae: over (continuous) timed signals [4, 29, 15]
or (pointwise) timed words [6, 37, 11]. Since the current timed automata tools work with
timed words, we stick with the pointwise semantics. The state-of-the-art for MITL-to-
TA is based on an initial translation of MITL to one-clock Alternating Timed Automata
(OCATA) [31]. It has been shown that these OCATA can be converted to a network of timed
automata [9, 10]. The tool MightyL [11] implements the entire MITL-to-TA translation.
One of the difficulties in the MITL-to-TA translation is the inherent mismatch between the
logic and the automaton in the way timing constraints are enforced. A future modality
declares that a certain event takes place at a certain timing distance, in the future. In a timed
automaton, clocks measure time elapsed since some event in the past and check constraints
on these values. To implement a future modality, the automaton needs to make a prediction
about the event and verify that the prediction is indeed true. Therefore, each prediction
typically resets a clock and stores a new obligation in the state. The automaton needs to
discharge these obligations at the right times in the future.

-p|0

Figure 1 (top left) Biichi transducer (with outputs) for LTL formula X p (right) Timed transducer
with clock = for MITL formula X;p; m1 := x € I;[z], m2 := x ¢ I; [z] (bottom left) a hypothetical
transducer with a variable 0 that predicts time to next action; f:=0 € 171 :0.

Figure 1 (top left) shows an automaton with outputs for the LTL formula Xp. On an
infinite word wjws ... (where each w; is a subset of atomic propositions) the automaton
outputs 1 at w; iff w; 41 contains p. While reading w;, the automaton needs to guess whether
p € w;y1 or not. Depending on the guess, it stores an appropriate obligation. This is reflected
in the states and transitions: transitions with output 1 go to a state X p which can only read
p next, whereas those with output 0 go to =X p which can only read —p. The Xp and = Xp
can be seen as obligations that the automaton has to discharge from the state.

Now, let us consider a timed version X; p interpreted on timed words. An automaton
for X; p needs to guess whether the next letter is a p and if so, whether it appears within 6
time units for some 6 € I. Figure 1 (bottom left) represents a hypothetical automaton that
implements this idea: assuming it has access to a variable 6 which contains the time to the
next event, the output should depend on whether 6 € I or not. This is exactly what the
if-then-else condition { does: if 8 € I output 1, else output 0. Classical timed automata do
not have direct access to §. They implement this idea differently, by making use of extra
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states. Figure 1 (right) shows a timed automaton for Xy p. The state X p is split into two
different obligations: X; p where the timing constraint is satisfied, and Xp A = X; p where it
is not. The outgoing guards discharge these obligations. This example shows the convenience
of having access to a variable that can predict time to future events.

This is precisely where the recently proposed model of Generalized Timed Automata
(GTA) [1] enters the picture. This model subsumes event-clock automata [5] and automata
with timers [13]. GTA come equipped with the additional resources to implement predictions
better. GTA have two types of clocks: history clocks and future clocks. History clocks are
similar to the usual clocks of timed automata. Future clocks are like timers, but instead of
starting them at some non-negative value and making them go down to zero, they get started
with some arbitrary negative value and go up until they hit zero. For example, in Figure 1
(bottom left), each transition can start a future clock, guessing the time to the next event.
This immediately gives us the required 6. The exact GTA for X; p is quite close to Figure 1
(bottom left) and is given in Figure 4. Apart from the use of future clocks, the syntax of
transitions in a GTA is much richer than a guard-reset pair as in timed automata. Transitions
contain an “instantaneous timed program”, which consists of a sequence of guards, resets
and releases (for future clocks). When difference constraints are present, the model becomes
powerful enough to encode counter machines and is therefore undecidable. A safe fragment,
with a careful use of diagonal constraints is known to be decidable.

GTAs are advantageous in another sense. In spite of the powerful features, the best
zone-based algorithms from the timed automata literature have been shown to suitably
adapt to the GTA setting, with the same complexity for zone operations, and have been
implemented in the tool TChecker [21]. Therefore, an MITL to GTA conversion allows us to
capitalize on the features and succinct syntax of GTA, and at the same time, lets us model
check MITL directly on richer GTA models. In summary:

We provide a translation of MITL formulae to safe GTA. The translation is compositional

and implementable, and yields an exponential improvement in the number of locations

compared to the state-of-the-art technique for pointwise semantics [11], while the number
of clocks remains the same up to a constant.

Model checking MITL against GTA requires to solve the liveness problem for (safe) GTAs,

which has been open so far. We settle the liveness question in this work. Zone based

algorithms for event-clock automata have been studied in [19]. A notion of weak regions
has been developed and this can be used for solving both reachability and liveness using
zones. The GTA model that we consider in this paper strictly subsumes event-clock
automata. In particular, the presence of diagonal constraints makes the problem more
challenging. Our solution to liveness for GTAs therefore gives an alternate liveness
procedure for event-clock automata, and also settles liveness for event-clock automata
with diagonal constraints, a model defined in [8].

We remark that the techniques used in continuous semantics do not extend to pointwise
semantics. In [15] the authors simplify general MITL formulae into formulae containing
only one-sided intervals (of the form [0, ¢] or [¢, 00)), for which automata are considerably
simpler to construct. However, this simplification at the formula level works only in the
continuous semantics — it does not work in the pointwise-semantics (as Lemma 4.3, 4.4 of [15]
do not extend to pointwise-semantics). The fundamental difference is that in the continuous
semantics we can assert a formula at any time point ¢t. However, in pointwise-semantics,
we can evaluate a formula only at action points, i.e., points where there is an actual action.
For example, in continuous semantics one can rewrite Fiq ¢ p1.) P as Fo,o) Gjo,¢ Fla,p) P When
¢ <b—a (Lemma 4.3, [15]). However, in the pointwise semantics there may be no event in
the interval [0, c] on which we can evaluate Gyg ) Fjq,5) p- Therefore, we need a completely
different approach to deal with intervals in the pointwise semantics.
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Organization of the paper. We start with preliminary definitions of Generalized Timed
Automata (Section 2) and provide our solution to the liveness problem in Section 3. We
present our MITL to GTA translation in Section 4. Missing proofs and additional explanations
can be found in the full version available at [2].

2 Preliminaries

Let X = Xp W Xy be a set of real-valued variables called clocks, which is further partitioned
into future clocks Xp and history clocks Xp. Let ®(X) denote a set of clock constraints
generated by the grammar: ¢ =2z —y <c| ¢ Ay where z,y € X U{0}, < € {<,<} and
c €7 =17ZU{—00,+00} (the set of integers equipped with the two special values to say
that a clock is “undefined”). We also allow renamings of clocks. Let permy be the set of
permutations o over X U {0} mapping history (resp. future) clocks to history (resp. future)
clocks (0(XFp) = Xp and 0(Xpy) = Xp).

GTA syntax. A Generalized Timed Automaton (GTA) is given by (Q, %X, X, A,Z, Q) where
Q@ is a finite set of states, X is a finite alphabet of actions, X = Xp W X is a set of clocks
partitioned into future clocks Xz and history clocks Xpg. The initialization condition Z is
a set of pairs (qo, go) where a pair consists of an initial state ¢o € @ and an initial guard
go € ®(X), and the accepting condition is given by a set Q5 C @ of Biichi states. The
transition relation A C (Q x X x Programs x @)) contains transitions of the form (g, a, prog, ¢'),
where ¢ is the source state, ¢’ is the target state, a is the action triggering the transition,
and prog is an instantaneous timed program generated by the grammar:

prog := guard | change | rename | prog; prog

where guard = g € ®(X), change = [R] for an R C X, and rename = [o] for a ¢ € permy.
Figure 4 with the blue parts removed illustrates a GTA. Both states ¢; and {5 are initial,
denoted by incoming arrows to each of them, and accepting, marked by the double circle.
The initial guard is the trivial ¢rue constraint. The alphabet ¥ = {0,1} (written in black).
The constraint —x € [ is short form for a conjunction of constraints requiring the clock to be
in the interval I. For example, if I = (4, 5], then —x € I is the constraint 4 < —z A —z < 5.
During our MITL to GTA translation, we extend GTAs to include outputs (a formal definition
is given in [2]). The dagger condition (—z € I)?1: 0 is a short form for two transitions, one
which checks —z € I and outputs 1, and the other which checks —z ¢ I and outputs 0.

GTA semantics. A valuation of clocks is a function v: XU{0} — R = RU{—o00, +0o0} which
maps the special clock 0 to 0, history clocks to R>qU{+o00} and future clocks to R<oU{—o0}.
We denote by V(X) or simply by V the set of valuations over X. For a valuation v € V,
define! v =y —x <cas v(y) —v(x) <c. We say that v satisfies a constraint ¢, denoted as
v = ¢, when v satisfies all the atomic constraints in ¢. We denote by v + § the valuation
obtained from valuation v by increasing by é € R>( the value of all clocks in X. Note that,
from a given valuation, not all time elapses result in valuations since future clocks need to
stay at most 0. We now define the change operation that combines the reset operation for
history clocks (which sets history clocks to 0) and release operation for future clocks (which

L To allow evaluation of all the constraints in ®(X), the addition and the unary minus operation on real

numbers is extended [1] with the following conventions (i)(+00) + a = a + (4+00) = +oo for all a € R,
(ii) (—o0) + B8 = B+ (—0o0) = —o0, as long as § # +o00, and (iii) —(4+00) = —o0 and —(—o0) = +o0.
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assigns a non-deterministic value to a future clock). Given a set of clocks R C X, we define
Rr = RN X as the set of future clocks in R, and Ry = RN Xy as the set of history clocks
in R. Then, [Rlv:={v' €V |v/'(2) =0V z € Ry and v'(z) = v(z) V¥ 2 &€ R}. Observe that

v’ has no constraints for the future clocks in R, as they can take any arbitrary value in v'.

For a valuation v € V(X), and o € permy, we define [o]v as v o g, i.e., ([o]v)(z) = v(o(z))
for all z € X U{0}.

For valuations v,v” and a guard g € ®(X) we write v % v/ when v/ = v = g, and

v B, o when R C X and v’ € [R]v, and v 19, when o € permy and v’ = [o]v. When

prog = progi;...;prog,, we write v P8, o' when there are valuations vy, ...,v, such that
prog prog prog,, . . .
v L vy IO v, = v’. The semantics of the GTA A defined above is given by a

transition system TSt whose states are configurations (q,v) of A, where ¢ € @ and v € V is
a valuation. A configuration (g, v) is initial if v |= g for some (¢, g) € Z, and it is accepting
if ¢ € Q. Transitions of TSy are of two forms: (1) delay transition: (q,v) LN (q,v+0) if
v+ 4 is a valuation, i.e., (v+6) | Xp < 0, and (2) discrete transition: (q,v) - (¢',v")
if t = (q,a,prog,¢') € A and v 25 /. A finite (respectively infinite) run p of a GTA is
a finite (respectively infinite) sequence of transitions from an initial configuration of TS 4:

d1,t1

So,t
(40, v0) = (qu,v1) == -
For example, consider the run of GTA in Figure 4 on a timed word (1,1)(0,2)(1, 3)(0,4) ...

(1 occurs at all odd numbers, and 0 at all even numbers, starting from first timestamp 1).

The program (z = 0); [x] used in the transitions first checks if z is 0, and then releases it
to an arbitrary non-deterministic value. The run on the above word would be: (41,2 =
-1) h, (bo,x = —1) Llz, (61,2 = —1)---. A transition 2% denotes a time elapse of ¢
followed by application of the program associated to transition t. At each point the value of
x is released to —1, and is checked with the guard x = 0 at the next event.

An infinite run is accepting if it visits accepting configurations infinitely often. The
run is said to be Zeno if ¥;>¢d; is bounded and non-Zeno otherwise. In this work, we
will be interested in strongly non-Zeno GTA: these are GTA where every accepting run
is non-Zeno. It is possible to convert every GTA into a strongly non-Zeno GTA using a
standard construction from timed automata literature [35]. In the rest of the document, we
will drop the “strongly non-Zeno” prefix and simply say GTA.

Liveness problem. The non-emptiness or liveness problem for a GTA asks whether the given
GTA has an accepting non-Zeno run. Due to our assumption about strong non-Zenoness,
the question reduces to asking if a given GTA has an accepting run. Unfortunately, the

non-emptiness problem even for finite words turns out to be undecidable for general GTA [1].

Therefore, we focus our attention on a restricted sub-class of GTA’s for which non-emptiness
in the finite words case is decidable, called safe GTA [1].

» Definition 1 (Safe GTA [1]). Given a GTA A, let Xp C Xp be the subset of future clocks
used in diagonal guards of A between future clocks, i.e., if t —y < c with x,y € Xp occurs
in some guard of A then x,y € Xp. Then, a program prog is Xp-safe if clocks in Xp are
checked for being 0 or —oo before being released and renamings [o] used in prog preserve Xp
clocks (0(Xp) = Xp). A GTA A is safe if it only uses X p-safe programs on its transitions
and the initial guard gy sets each history clock to either 0 or co.

The GTA in Figure 4 is vacuously safe, since there are no diagonal constraints at all.

» Remark 2. Renaming operations may be considered as syntactic sugar allowing for more
concise representations of GTAs. Indeed, we can transform a GTA A with renamings to
an equivalent GTA A’ without renamings by adding to the state the current permutation
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of clocks (composition of the permutations applied since the initial state) and change the
programs of outgoing transitions accordingly. The number of states is multiplied by the
number of permutations that may occur as described above.

Zones, zone graph and simulations. Reachability for GTA proceeds by an enumeration of
its reachable configurations stored as constraint systems called zones. A zone over a set of
variables X U {0} is a conjunction of difference constraints z — y < ¢ where z,y € X U {0},
1€ {<,<} and ¢ € Z. For a zone Z and a valuation v, we write v € Z if the valuation v
satisfies every constraint in Z. Therefore, we also interpret Z as a set of valuations, which
satisfy its constraints.

A pair (¢, Z) with g a control state and Z a zone represents {(g,v) | v € Z}. Successors for
(g, Z) can be defined based on the outgoing transitions of ¢q. For a transition ¢ := (g, a, prog, ¢'),
we write (¢, Z) % (¢, Z) if Zy = {v/ | v/ is a valuation and (g, v) 52 (¢',v") for some v €
Z and 0 € R>¢}. It was shown in [1] that the successor Z; is also a zone. This observation
is used to define the notion of the Zone graph of a GTA.

» Definition 3 (GTA zone graph [1]). Given a GTA A, its GTA zone graph, denoted
GZG(A), is defined as follows: Nodes are of the form (q,Z) where q is a state and Z is a
GTA zone. Initial nodes are pairs (qo, Zo) where (qo, go) € L is an initial condition and Zy is
given by go A (XF < O) A (XH > O) (Zy is the set of all valuations which satisfy the initial
constraint gg). For every node (q,Z) and every transition t := (g, a, prog,q’) there is an edge
(¢,2) 5N (¢', Z;) in the GTA zone graph.

Finally, just as is the case for zone graphs for timed automata, GZG(.A) is not guaranteed
to be finite. In order to use it to check Biichi non-emptiness or reachability, we need a finite
abstraction of the zone graph. The standard technique to obtain such finite abstractions is
using the notion of simulations, that we recall next.

» Definition 4 (Simulation). A (time-abstract) simulation relation on the semantics of a

GTA is a reflexive, transitive relation (q,v) = (q,v') relating configurations with the same

control state and

1. for every § € R>g such that v+ 3§ € V is a valuation, there exists 6’ € R>q such that
v+ 8 €V is a valuation and (q,v + 0) = (¢,v" + '),

2. for every transition t, if (¢, v) SN (q1,v1) for some valuation vy, then (q,v") 5 (q1,v}) for
some valuation vy with (q1,v1) =< (q1,v}),

3. for all future clocks x € Xp, if v(x) = —oco then v'(z) = —o0.

For two GTA zones Z,7', we say (q,Z) = (q,Z") if for every v € Z there exists v' € Z' such

that (q,v) < (g,v").

3 Liveness for GTA

In this section, we will discuss a zone-based procedure to check liveness for safe generalized
timed automata. We start by explaining how the standard zone based algorithm for solving
liveness in classical timed automata can be adapted to the setting of safe GTAs. The approach
for timed automata crucially depends on the existence of a finite time-abstract bisimulation
between valuations, namely the region-equivalence [3]. However, there exists no such finite
time-abstract bisimulation for GTAs (extension of a result of [19]), as illustrated in Figure 2.
The issue is that we cannot forget (abstract) the values of future clocks, unlike history clocks
where values above a maximum constant are equivalent. Therefore, our approach involves a
significant deviation from the standard one.
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by=1;[y]
a[mry] cx=0;y=0
o)) (%)

Figure 2 Example to illustrate no finite bisimulation in GTA; x is a future clock, y a history clock.
The initial transition releases clock x to an arbitrary value, and resets y to 0. From configuration
(b1, = —n,y = 0) (n € N), the only way to reach ¢> is by executing b"c, with 1 time unit between
consecutive b’s. Therefore, (/1,2 = —n,y = 0) and ({1, = —m,y = 0) are simulation incomparable,
when n # m. Hence there is no finite bisimulation.

We fix a safe GTA A for the rest of this section. We recall that our GTA are strongly
non-Zeno, that is, every accepting run is non-Zeno. In order to focus on the main difficulties
and avoid additional technicalities, we assume that the GTA A is without renamings. We
start by noting that non-Zeno runs have a special form: future clocks which are not ultimately
—oo should be released infinitely often. If not, there is a last point where a future clock is
released to a finite value, and the entire suffix of the run should fall under this finite time,
which contradicts non-Zenoness.

01,t1

» Lemma 5. Let p := (qo,v0) Soto, (q1,v1) —— -+ be a non-Zeno run of the GTA A.
Then, for every future clock x of A, and for every index i > 0, if v;(x) # —o0, there exists
j > such that x is released in t;.

Overview of our solution. In classical timed automata, the liveness problem is solved by
enumerating the zone graph, and using a simulation equivalence [23, 7, 16, 17] for termination:
exploration from (g, Z) is stopped if there exists an already visited node (g, Z’) such that
(¢, Z2) < (¢, Z") and (¢, Z") = (q, Z) for some simulation relation <. In this case a special
edge is added between (¢, Z) and (g, Z’) to indicate a simulation equivalence. There is an
(infinite) accepting run iff there is a cycle in the zone graph thus computed, containing an
accepting state. The main point is that, from a cycle in the zone graph with simulation
equivalences, we can conclude the existence of an infinite run over configurations.

At a high level the proof of this fact is as follows. Let us start by ignoring simulations
for the moment: suppose (¢, Z) % (¢, Z) for a sequence of transitions o. By definition of
successor computation in the zone graph, for every v in the zone Z (on the right), there
exists a predecessor v in the zone Z (on the left). Repeatedly applying this argument gives
a valuation v € Z from which o can be iterated ¢ times, for any £ > 1. When ¢ is greater

than the number of Alur-Dill regions [3], we get a run (g, u) <, (¢,u’) such that u and
u’ are region equivalent. Since the region equivalence is a time-abstract bisimulation, this
shows that we can once again do ¢ from (¢,), and so on. This leads to an infinite run
from (g, u) where o can be iterated infinitely often. Now, when simulations are involved,
we need to consider sequences of the form (¢,2) % (q,2') where (¢,Z) < (¢, Z') and
(q,Z") = (¢, Z). An argument similar to the above can be adapted in this case too [28, 24, 22].
The critical underlying reason that makes such an argument possible is the presence of a finite
time-abstract bisimulation, which in timed automata, is given by the region equivalence.
The same idea cannot be directly applied in the GTA setting, as there is no finite time-
abstract bisimulation for GTAs, even with the safety assumption (Figure 2). However, [1]
have defined a finite equivalence v; ~j; v9 and shown that the downward closures of the
reachable zones w.r.t. a certain simulation called the G simulation [16, 17] are unions of ~ s
equivalence classes. Therefore, applying an argument of the above style will give us a run

'l
(q,u) Z= (¢,') such that u ~; v/. But we cannot conclude an infinite run immediately as
~ s is not a bisimulation.
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To circumvent this problem, we will define an equivalence = ,; which is in spirit like the
region equivalence in timed automata. As expected, =), will be a bisimulation. However, in
accordance with the no finite timed-bisimulation result, =;; will have an infinite index. We
make a key observation: if we have a run (¢, u) % (g,u’) such that u ~y; v’ and if o releases
every future clock, then we can get a run (g,u) = (q,u”) where u ~); u” for a suitably
modified valuation u”. Since aj; is a bisimulation, this will then give an infinite run where
o can be iterated infinitely often. As we have seen from Lemma 5, if we are interested in
non-Zeno runs, only such cycles where all future clocks are released (or remain —oo) are
relevant. Therefore, in order to decide liveness for safe GTAs, it suffices to construct the zone
graph with the simulation equivalence edges and look for a reachable cycle that contains
an accepting state such that for every future clock x, either z is released on the cycle, or
valuation —oo is possible for clock z.

This section is organized as follows: we will first define the equivalence ~j; and show
that it is a bisimulation; then we recall ~,;, and prove the key observation mentioned above.
One of the main challenges is in addressing diagonal constraints, which is exactly where the
safety assumption is helpful.

A region-like equivalence for GTA. The definition of = ,; looks like the classical region
equivalence extended from [0, +00) to R: all clocks which are lesser than M (which auto-
matically includes all future clocks) have the same integral values, and the ordering of
fractional parts among these clocks is preserved. To account for diagonal constraints in
guards, we explicitly add a condition to say that all allowed diagonal constraints are satisfied
by equivalent valuations. This new equivalence does not have a finite index, but it turns out
to be a time-abstract bisimulation, similar to the classical regions.

» Definition 6. Let vi,v2 € V be valuations. We say vy ~p v if for all clocks x,y:

1. vi(x) <ciff va(x) <c for all < € {<, <} and ¢ € {—o0,+00} or ¢ € Z with ¢ < M,

2.niEz—y<ciffvulEr—y<c forall<e {<,<} and c € {—00, 400} or ¢ € Z with
el < M,

3. if —oo < wvi(x),v1(y) < M then we have {v1(x)} < {vi(y)} iff {ve(x)} < {v2(y)}.

Notice that when vy A vg, the first condition implies vi(x) = +oo iff vo(z) = 400,
v1(z) = —o0 iff ve(x) = —00, —c0 < v1(x) < M iff —oo < va(x) < M, and in this case
Lvi(2)] = [v2(2)] and {vi ()} = 0 iff {va(x)} = 0.

» Lemma 7. =, is a time-abstract bisimulation.

The equivalence ~ s, and moving from ~j; to =p;. The equivalence ~j; is defined on
the space of all valuations. Our goal in this part is to start from v; ~ps vo and generate a
valuation v5 by modifying some values of vq, so that we get vy s v5. Let us first recall the
definition of ~j;, with n be the number of clocks in the GTA.
First, we define ~3; on a,3 € R by a ~y; B if (a 9 c <= B <¢) for all <« € {<,<}
and ¢ € {—o0, 400} or ¢ € Z with |¢|] < M. In particular, a ~p; 5 implies @« = —o0
iff § = —0c0 and @ = +0 iff § = +00. Also, if —M < a < M then a ~j; 8 implies
la) = [B] and {a} = 0iff {3} = 0.
For valuations vy,vy € V we define vq ~pr v if (i) v1(x) ~par vo(x) for all z € X, and
(i1) v1(x) = v1(Y) ~me1)m v2(x) — v2(y) for all pairs of clocks x,y € X.

Notice that ~); and ~,; are incomparable, in the sense that neither of them is a refinement
of the other. The equivalence ~); constrains values up to M, whereas ~,; looks at values
up to nM, i.e., between —nM and nM. For instance, consider vy := (x = M +2,y = 1) and
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vy = {(x =M+ 3,y =1) for some M > 2. We have v; =) va, but vy s vs. For the other
way around, notice that ~j; has finite index, whereas a; does not. So, v; ~p; vo does not
imply v1 &; vo. To see it more closely, v = j; vo enforces the same integral values for all
future clocks. For clocks less than —(n + 1)M, there is no such constraint on the actual
values in ~ .

As mentioned above, our objective is to obtain ~j; equivalent valuations starting from
~ s equivalent ones. Lemma 8 is a first step in this direction. It essentially shows that, when
restricted to clocks within —M and +M, ~j; entails ~),.

» Lemma 8. Suppose vy ~pr vy. Let x,y be clocks such that —M < vi(x),v1(y) < M. Then,

[o1(2)] = [va(2) ], {va(2)} = 0 iff {va(2)} = 0, and {vi(2)} < {vi(y)} iff {v2(2)} < {v2(y)}-

Lemma 8 considers clocks within —M and +M. What about clocks above M? Directly
from vy ~ps v9, we have M < vy(x) iff M < ve(x), and moreover diagonal constraints up
to M are already preserved by ~j;. Therefore, together with Lemma 8, v; ~j; vo implies
v1 /) ve when restricted to clocks greater than —M. We cannot say the same for clocks
lesser than — M, in particular we may have vy (x) = —nM —1 and va(x) = —nM —2. However,
as shown in the lemma below, we can choose suitable values for clocks lesser than —M to
get a ~)s-equivalent valuation from a ~js-equivalent one.

» Lemma 9. Suppose vy ~pr ve, and let L = {x | =M < wvi(x)}. There is a valuation v}
such that vh|; = val, and vy = vh.

Finally, we show that if we have a run between ~,; equivalent valuations, we can extract
a run between =2); equivalent valuations, simply by changing the last released values of
future clocks. Suppose there is a run p from configuration (g, v;) to configuration (g, vx) such
that v1 ~as vy, and all future clocks are released in p. By Lemma 9, there is a vj, satisfying
v1 R vy, that differs from vy, only in the clocks that are less than —M. In order to reach
v}, from vy using the same sequence of transitions as in p, it is enough to choose a suitable
shifted value during the last release of the clocks that were modified. This gives a new run
p’. The non-trivial part is to show that p’ is indeed a run, that is: all guards are satisfied by
the new values. We depict this situation in Figure 3. The modified clocks are those that are
less than —M in vy. Clock x is one such. The black dot represents its value in v, and the
blue dot is its value in vj,. Its new value is still < —M. In the run p’, clock  is released to a
suitably shifted value at its last release point. Notice that from this last release point till
k, clock x stays below —M in both p and p’. Therefore, all non-diagonal constraints x < ¢
that were originally satisfied in p continue to get satisfied in p’. Showing that all diagonal
constraints are still satisfied is not as easy. Here, we make use of the safety assumption. Let
us look at a diagonal constraint « — y, and a situation as in Figure 3 where the last release
of y happens after the last release of x. For simplicity, let us assume there is no release of y
in between these two points.

last release of x last release of y
v1 1 1 Vg, V),
0 0:+Y 0
-M v -M -M
x
x x
x x
x

Figure 3 An illustration for the proof of Lemma 10.
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We divide the run into three parts: the left part is the one before the last release of =,
the middle part is the one between the two release points, and the right part is the rest of
the run, to the right of the release of y. In the left part, the values of z and y are the same
in both p and p’, and so the diagonal constraints continue to get satisfied. In the right part,
the value of z — y equals v} (x) — v}, (y). Using v}, ~p v1 and vy~ vy, we can argue that vj,
and vy satisfy the same diagonal constraints up to constant M. This takes care of the right
part. The middle part is the trickiest. In this part, we know that x remains less than —M in
both p and p’. The value of y is the same in both p and p’. But what about the difference
z —y? Can it be, say —1 in p and —2 in p’? Here is where we use the safety assumption to
infer the value of x — y. Before y is released, its value should be 0. At that point, x is still
less than —M (in both the runs). Therefore x — y < —M just before y is last released. As
the differences do not change, we see that © — y < —M in the middle part, for both runs.
Hence the diagonal constraints continue to hold in p’. We formalize these observations in
Lemma 10, where we exhaustively argue about all the different cases.

d2,t2

» Lemma 10. Consider a safe GTA A. Let p : (q1,v1) LN (q2,v2) —= -+ (qx,vk) be
a run of A such that vy ~p v and for every future clock x, either x is released in the
transition sequence ti ...tx_q1 or vi(x) = —oo. Let L = {x | —M < vi(z)}. Let v} be

a valuation such that vil; = vely and vi =y vy,. Then, there exists a run of the form
d2,to
/ 3

S1,t ) )
p/ : (q17'l/'1) = (Q]_,’Ull) é (QQ7U2) — (qk}D,U]/g) m -A; leadmg to (Qkﬂv;c) f’I"O'I’n (qlavl>-
We lift this argument to the level of zones, to obtain one of the main results of this paper.

» Theorem 11. Let (q,Z) = (q1, Z1) 4, (g2, Z2) LENNLLEN (qr, Zx) = (¢, Z") be a run in
the zone graph such that (q,2) 2 (q,2), (¢, Z') 2 (q,Z) and for every future clock x, either
x is released in the sequence ti ...tg_1, or there is a valuation v, € Z' with v,(xr) = —o0.
Then, there is a valuation v € Z and an infinite run starting from (q,v) over the sequence of
transitions (t1 ... tk—1)%.

Finally, combining Theorem 11 and Lemma 5, we get an algorithm for liveness: we
construct the zone graph with simulation equivalence and check for a reachable cycle that
contains an accepting state and where every future clock & which is not released during the
cycle may take value —oo in some valuations of the zones in the cycle.

4 Translating MITL to GTA

We first introduce the preliminaries for Metric Interval Temporal Logic. Let Prop be a finite
nonempty set of atomic propositions. The alphabet 3 that we consider is the set of subsets
of Prop. The set of MITL formulae over the set of atomic propositions Prop is defined as

pi=plenp| o[ XreleUrp

where p € Prop, and T is either [0,0], or a non-singleton (open, or closed) interval whose
end-points come from NU {oco}. In other words, if the end-points of the interval are a and b
respectively, then either a = b =0, or a,b € NU {oc} and a < b.

We will now define the pointwise semantics of MITL formulae inductively as follows. A
timed word w = (ag, 70)(a1,71)(az, 72) - - is said to satisfy the MITL formula ¢ at position
i > 0, denoted as (w,i) = ¢ if (omitting the classical Boolean connectives)

(w,i) Epifp€a;

(w,i) EXroif (w,i+1)Epand 741 —7 € 1.

(w,1) = @1 Us g if there exists j > i s.t. (w,7) E @2, (w, k) E @1 for all i <k < j, and

Tj— T € 1.



S. Akshay, P. Gastin, R. Govind, and B. Srivathsan

1lo=0;[z]|f 0z=0;[z]|0
12=0;[z]|0

Figure 4 GTT for X; using a future clock z. The output is 0 for transitions to location ¢2 and is
the if-then-else 1 = (—x € I) 71 : 0 for transitions to location ¢;, where I is some interval.

Our goal is to construct a GTA with outputs for an MITL formula ¢, which reads the
timed word and outputs 1 at position 7 iff (w, ) = ¢. More precisely, there is a unique run of

01,t1

the GTA on w: (qo,vo) Soto, (g1,v1) —— - -+, where the output of each transition ¢; equals
1iff (w,i) = . We refer to GTA with outputs as Generalized Timed Tranducers (GTT)
(discussed in detail in the full version [2]). At a high level, our construction can be viewed as
structural induction on the parse tree of the MITL formula, where we build a GTT for atomic
propositions, and then for each Boolean and temporal operator, and finally we compose
these GTT bottom up to obtain the GTT for each subformula, which by structural induction
finally gives us the GT'T for the full formula. A detailed discussion of this compositional
approach can be found in the full version [2]. We describe the transducers for X; and U; in
this section.

Next operator. The transducer for X;p is given in Figure 4. It is obtained by extending
the untimed variant of the Next-transducer with a future clock = that predicts the time
to the next event. The idea is the same as explained in Figure 1 of the Introduction. The
prediction of the next event is verified, by having the guard = = 0 in every transition. Notice
the use of the program syntax in this example: a transition first checks if x = 0 (satisfying a
previous obligation), and then releases x to a non-deterministic value guessing the time to
the next event, and then asks for a guard, either —x € I or —z ¢ I.

Until operator. We start by describing the transducer for the untimed U modality p U ¢
(in other words, p Uy ¢ with I = [0,00)). This is shown in Figure 5. For simplicity, we
have assumed Prop = {p,q} and the alphabet is represented as (0,0),(1,0),(0,1),(1,1)
corresponding to {}, {p}, {¢} and {p,q}. On the word w, if s; is the state that reads a,
then the following invariants hold:

si=qiff g € a;,

si=—-gA(pUgq)iff ¢ ¢ a; and (w,i) EpUq,
~(pUq) iff (w,i) FpUgq.

Si

At the initial state the automaton makes a guess about position 0, and then subsequently
on reading every a;, it makes a guess about position ¢ + 1 and moves to the corresponding
state. The transitions implement this guessing protocol. For instance, transitions out of state

g read letters with ¢ = 1, and also output 1; transitions out of state =(p U ¢) have output 0.

A noteworthy point is that state ¢ A —=(p U q) is non-accepting, preventing the automaton to
stay in that state forever. For every word, the transducer has a unique accepting run and
the output at position ¢ is 1 iff (w,i) EpUgq.

Let us move on to the timed until U;. Let us forget the specific interval I for the moment.

We will come up with a generic construction, on which the outputs can be appropriately
modified for specific intervals. To start the construction, we need the following notion.
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(L) m | h
0,1) m [ s (1,1) my [ 11 (1,0) | T2

() (0,1) 72 | 13 ()
B st—{T)

(*,1) WW (0,0) 10

U

(%,0) ] 0

Figure 5 (Left) Transducer for the untimed LTL operator p U q.
(Right) Transducer A tracking the earliest and last ¢ witnesses for p U g. Program 7 is = 0; [z]
and program 72 is © = 0;y = 0; [, y]. The outputs {; depend on interval I in the timed until p Uy q.

» Definition 12. Let w = (ag,to)(a1,t1) ... be a timed word and let i > 0. The earliest
q-witness at position i is the least position j > i such that q € a;, if it exists. We denote this
position j giving the earliest q-witness at i as iy. The last g-witness is the least position
j > 1 that satisfies

a=qA=(pAX(pUq))=(gA-p)V(gAX=(pUqg))
We denote this position j giving the last q-witness at i as ig.

The earliest and last g-witnesses provide a convenient mechanism to check pU; ¢ which, in
many cases, can be deduced by knowing the time to the earliest and last witnesses. Figure 6
illustrates the interpretation of = and y.

e
-q -q -q -q -q
| 11 f 9
i if g
x
Yy

Figure 6 Division of ¢ events, and interpretation of x,y.

Our next task is to extend the U transducer of Figure 5 to include two future clocks
2 and y that predict at each ¢, the time to iy and iy, respectively. Figure 5 describes the
transducer A. For clock = to maintain time to is at each position 4, we can do the following:
at every transition that reads g, the transducer checks for x = 0 as guard and releases x
(with the time to the next ¢). If there is no such ¢, then x needs to be released to —oo in
order to continue the run, as our timed words are non-Zeno. Transitions satisfying —¢ do not
check for a guard on = or release x. Therefore, in any run, the value of x determines the
time to the next ¢ event.

In Figure 6, the last witness (property «) can be identified by transitions of the form
(0,1) (signifying g A —p) and transitions (x,1) going to state =(p U q) (for ¢ A X=(p U q)).
Similar to the previous case of the earliest witness, every time we see such a transition we
check for y = 0 as a guard and release y. No other transition checks or updates y. Notice
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that only the transitions with ¢ have been changed. All transitions (0, 1) check and release
both clocks (program 7). Transitions (1,1) that do not go to =(p U ¢q) check and release
only « (program 1), whereas the (x,1) transition that goes to =(p U q) does 7.

» Lemma 13. For every timed word w = (ag,70)(a1,71) -, there is a unique run of A of
the form: (so,v0) Tobo, (s1,v1) Do L such that for every position i > 0: (1) s; is

state g of A iff w,i = q, (2) s; is state ~q¢ A (pU q) iff w,i =g A (pUq), (3) s; is state
~(pUq) iff wyil=—(pUq), (4) vi(z) =7 —7; and vi(y) =7 — 7.

Using A we can already answer pU; g for one-sided intervals: [0, ¢], [0, ¢), [b, +00), (b, +00),
for natural numbers b, c.

if 0 e I: {1 = t3 = 1 (current position is a witness), and fo = (—z € IV -y e 1)?1:0,

if0¢I: 13=0,and t; =fa=(—2x€IV—-yecl)?1:0.
This is because in one-sided intervals, if at all there is a witness, the earliest or the last is
one of them.

Until with a non-singular interval. We will now deal with the case of intervals I = [b, ]
with 0 < b < ¢ < oo. Firstly, using x and y, some easy cases of p Uy ¢ can be deduced.
Output remains 0 for transitions starting from —(p U q). For other transitions, here are some
extra checks:
if —x € I or —y € I, output 1 (one of the earliest or last witness is also a witness for
pUrq),
else, if —y < b or ¢ < —z, output 0 (the time to the last witness is too small or the time
to the earliest witness is too large, so there is no witness within I).

If neither of the above cases hold, then we need guess a potential witness within [b, c]
and verify it. This requires substantial book-keeping which we will now explain. Assume we
are given a timed word w = (ag, tp)(a1,t1)---. Let us a call j > 0 a difficult point if:

w,jFEpUqgandt;, <tj+bandt;+c<ty

This leaves the possibility for a g-witness within [, ¢]. So, for difficult points, we need to
make a prediction whether we have a ¢-witness within [t; + b,¢; + ¢]: guess a time to a
witness within [¢; +b,t; + ¢] and check it. We cannot keep making such predictions for every
difficult point as we have only finitely many clocks. Therefore, we will guess some special
witnesses. First we state a useful property.

» Lemma 14. Let j be a difficult point. Then, for all k such that j < k < j,, we have
w,k EpUgq.

Therefore, automaton A stays in the top two states, while reading j upto j.

tlj tj// —C tj// -b tj TC
P . .
— T T
tir—b 7% tn

Figure 7 Tllustration of a point j. The point j' is the last g-witness before t; + ¢, and ;" is the
first g-witness after ¢; + c.

We will now come back to the idea of choosing special witnesses. This is illustrated
in Figure 7. For a point j, we let 7/ > j be the greatest position containing g such that
tjy < t;+c Let j” > j be the least position containing ¢ such that ¢t; + ¢ < t;». So, no
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—-b<wy —b <y
y< —c< -b<uzx y<-—c< -b<zx y<-—c<-b<ux
[z1,91] (Q\ [z2,y2] (Q\ [3,s]
y1 < —c< a1 Y2 < —c < T2 ys < —c < x3
@y

q -q -q

Figure 8 The automaton B for predicting ¢-witnesses which are not given by the earliest and
latest. For clarity, not every transition is indicated. All clocks are future clocks.

position j' < k < j” contains g. While reading a difficult point j, let us make use of fresh
clocks x1 and y; to predict these two witnesses:

T = tj - lfj/ Y1 = tj - tj//

For the next important observation, we will once again take the help of Figure 7. Notice
that for all points ¢ with ¢; € [t;,t; — b], the point j" is also a witness for w,i = p Up, ¢ q.
Similarly, j” is a witness for all ¢ such that ¢; € [t;» — ¢, t;» — ¢|. Therefore for all ¢ such that
t; € [t;,t;» — b], we have a way to determine the output: it is 1 iff while reading a; we have
—x1 € I or —y; € I (recall we have predicted x;1 and y; while reading a; as explained above).
So, we do not have to make new guesses at the difficult points in [t;,t;» — b]. After t;» —b
(which can be identified with the constraint —b < y;), we need to make new such guesses,
using fresh clocks, say zo,y2. We will call the difficult points where we start new guesses
as spectal difficult points. Notice that the distance between two special difficult points is at
least ¢ — b (which is > 1, as we consider non-singular intervals with bounds in N). In the
figure, if j is a special point, a new special point will be opened later than ¢;» — b.

This gives a bound on the number of special points that can be open between j and j”.
Suppose j < f1 < £y < --- < {; < j"” be the sequence of special points between j and j”.
Since ¢; is opened when time to j” is atmost b, we get the inequality: tp, — ty, < b. Since

consecutive special points are at least ¢ — b apart, we have (i — 1)(¢ — b) < b. This entails

b b
<1+ [—b] By the time we reach j”, we need to have opened at most k =1+ [—b]
c— c—
special points, and hence we can work with the extra clocks x1,y1, 22,92, ..., Tk, Y.

All these ideas culminate in a book-keeping automaton 5 to handle difficult points. Its
set of states is {0,1,..., N} x {1,2} where N =1+ [c%bb] (state (0,2) is not reachable).
All states are accepting. This is shown in Figure 8 for NV = 3. The automaton B synchronizes
with A (via a usual cross-product synchronized on transitions). All transitions of B other
than the self loop on state (0,1) satisfy p. Transitions which satisfy g, and —q are specifically
marked in the figure.

The automaton B starts in the initial state (0,1). It moves to (1,1) on the first difficult
point j (which will become special) and comes back to (0,1) when there are no active
special difficult points waiting for witnesses (a special difficult point j is active at positions
j <1i<j"). States (i,1) in the top indicate that there are i active special difficult points
currently. A state (i,2) indicates that the j' witness for the oldest active point has been
seen, and we are waiting for its j” witness (the space between ¢; and t¢; in Figure 7).
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The red transitions (¢,%) — (i + 1, *) open new special difficult points, and contain the
program as illustrated in the figure. At (i,1), suppose ¢; < fy < --- < {; are the active
special difficult points where we have predicted x1, ¥, ..., Z;,y; respectively. We have the
invariant:

Y <X SYio1 <Tim1 <o Syp<wp <y <1

Notice that we may have x; = y;_1: the “first” witness of the i*" special point (¢}) could

3
coincide with the “second” witness of the (i —1)** point (¢,_,). This leads to certain subtleties,
which we will come to later.

The blue transitions read the witness for the oldest active special point (that is, we have
reached ¢}). Observe that 1 = 0 does not immediately identify ¢{, since there could be
a sequence of positions at the same time, and ¢} is the last of them. Therefore, we make
a non-deterministic choice whether to take the blue transition (implying that ¢} has been
found), or we remain in the same state. The blue transitions read a g, check z; = 0, and
then releases x1 to —oo (not shown in Figure 7). The black (diagonal) transitions witness
¢]. When this happens, z1,y; are no longer useful, and therefore all the higher clocks are
shifted using the permutation shift which maps zs,ys, ... Tk, Yk, €1,¥1 t0 T1,Y1,--., Tk, Yk
and keeps the other clocks unchanged.

There are some subtleties which arise when special points coincide with witness points, or
when the second witness of a special point coincides with the first witness of the consecutive
special point.

Subtleties. The first subtlety arises when we have ¢ = £, for consecutive special points.
This will imply y; = x;41. The reverse direction is not true, as there could be a sequence of
positions with the same time, but let us assume we have dealt with it by the non-deterministic
choice. When we actually witness these points, the clock values would have shifted to lower
indices. This situation will be manifested as y; = x5 = 0. Suppose we are in (i,2) and see a
point £] (y1 = 0). The diagonal transition takes the automaton to (i —1,1) and shifts 2 to
z1. Now, 71 =0 (as £} = 7). Therefore, we will have to combine the black-diagonal-left
with the downward-blue to get the combined effect. This leads to these two divisions:

(1,2) 2= (i —1,1) (i,2) L2200, (5 1, 2)

The second subtlety is that one of either E; or 6’; witnesses be a new special point (notice
that the red transitions are independent of the blue and black transitions). In such cases, we
can combine the two effects in any order: first discharge x; or y; verification, and then open
a new special point or vice-versa. This leads to some additional divisions of the form:

(,1)

In the first transition, we have combined a blue and a red (in any order); whereas in the
second, we have combined a red and a black-diagonal, in any order.
The third subtlety is that the first and second subtleties may occur together! A point

r1=0A—b<y; (Z+ 172) (1’2) y1=0N—b<y; (Z,].)

could be ¢7, £’ ; and also a new special point. We illustrate this on a specific state (i,2).

We provide only the “guards”. The full program is obtained by suitably combining the effects
of the individual transitions:

(i,2)
(,2)

BEED, (i -1,1) (i, 2) L2 (1)

y1=0A22=0Ay; <—b (2_1 2) (Z 2) y1=0Az2=0N—b<y;
) )

(,2)
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This concludes the description of the automaton B. The product A x B gives the required
transducer for p Uy g. The full construction of B, taking into account all these subtleties, is
described as Algorithm 1. In comments, we use the terminology introduced before and we
also refer to the color of transitions in Figure 8. Parsing the pseudo-code from a current state
(k,m) results in a sequence of guards and releases, an output of a Boolean value (output
value), and the next state (goto (k’,m’)). The most difficult case is for states (k,2) with
k > 2, where we could generate transitions to states (k—1,1), (k—1,2), (k, 1), (k,2), (k+1,2).

Complexity and comparison with the MightyL approach. The final automaton A x B
has at most 6k states, where k =1 + [—b] as defined above: automaton A has 3 states,
c—

and automaton B has 2k — 1 states (see Figure 8). In terms of clocks, .4 has 2 future clocks
x,y, and B has 2k future clocks z1,y1,..., 2Tk, yx- We have used a permutation operation
shift. As we mention in Remark 2, renamings can be eliminated by maintaining in the
current state the composition of permutations applied since the initial state. Since each
permutation does a cyclic shift, in any composition, the clocks x1,¥y1,...,zk, yr are renamed
to some T, Yi, ... Thy Yks 1, Y15 - - - s Ti—1,Yi—1- Lherefore, there are at most k renamings.
Maintaining them in states gives rise to atmost O(k?) states.

In contrast, the state-of-the-art approach [11] starts with a 1-clock alternating timed
automata for Uy. After reading a timed word, the 1-ATA reaches a configuration containing
several state-valuation pairs (¢,v). A finite abstraction of this set of configurations, called
the interval semantics, has been proposed [9, 10, 11]. This abstraction is maintained in the
states. Overall, the number of locations for p Uy ¢ is exponential in k£, and the number of
clocks is 2k + 2.

Due to the presence of future clocks, we are able to make predictions, as in Figure 7 and
the GTA syntax enables concisely checking these predictions in the transitions. Therefore,
we are able to give a direct construction to the final automaton, instead of going via an
alternating automaton and then abstracting it.

5 Conclusion

In this paper, we have answered two problems: (1) liveness of GTA and (2) MITL model
checking using GTA. The solution to the first problem required to bypass the technical
difficulty of having no finite time-abstract bisimulation for GTAs. The presence of diagonal
constraints adds additional challenges. For MITL model checking using GTA, we have
described the GTA for the X; and U; modalities. Indeed, the presence of future clocks allows
to make predictions better and we see an exponential gain over the state-of-the-art, in the
number of states of the final automaton produced. Moreover, our construction is direct,
without having to go via alternation.

The next logical step would be to implement these ideas and see how they perform in
practice, and compare them with existing well-engineered tools (e.g., [11]). This will require
a considerable implementation effort, needing several optimizations and incorporating of
many practical considerations before it can become scalable. This provides tremendous scope
for future work on these lines.
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Algorithm 1 Automaton B (synchronized with A).

1: State (0,1):

2: if A at state =(p U ¢) then output 0; goto (0,1) end if
3 if —x € I or —y € I then output 1; goto (0,1) end if
4: if © < —c or —b < y then output 0; goto (0,1) end if
5: Release [z1,y1]

6: Check y1 < —c <z

7 output (z1 < —b)

8

> initial state of B

> Special difficult point

> Boolean value

: goto (1,1) > red transition
9: State (k,1) with k& > 0: > waiting for the event predicted by 1
10: K~k
11: if yr < —b then
12: output (zx € I) V (yx € I) > Boolean value
13: else
14: if —c¢ <y then > not a difficult point
15: output (y < —b) > Boolean value (y € I)
16: else > new special difficult point, red transition,
17: > possibly combined with a blue transition below
18: E —k+1;
19: Release [z, yx]; Check yi, < —c < xi,
20: output (zx < —b) > Boolean value
21: end if
22: end if
23: choose non-deterministically
24: when True do goto (k',1) > not the event predicted by z1
25: when g A (z1 = 0) do Release [z1]; 1 = —o0; goto (k',2)
> blue transition
26: end choose
27: State (k,2) with k > 0: > waiting for the event predicted by y1
28: K «—k
29: if yi < —b then
30: output (z € I) V (yx € I) > Boolean value
31: else
32: if —c <y then > not a difficult point
33: output (y < —b) > Boolean value (y € I)
34: else > new special difficult point, red transition,
35: > possibly combined with a black transition below
36: kK« k+1;
37: Release [z, yx]; Check yi < —c < xi,
38: output (z < —b) > Boolean value
39: end if
40: end if
41: if —q then > not the event predicted by y1
42: goto (K',2)
43: else > event predicted by y1, black transition
44: > possibly combined with a blue transition below
45: Check y1 = 0; Release [y1]; y1 = —o0
46: if ¥ =1 then
47: goto (0,1)
48: else
49: Shift x2,y2,..., Tk, Yk, T1,Y1 10 T1,Y1, ..., Tk, Yk
50: end if
51: choose non-deterministically
52: when True do goto (k' — 1,1)
> not the event predicted by the new z1
53: when (71 = 0) do Release[x1]; z1 = —o0; goto (k' — 1,2)
> blue transition
54: end choose
55: end if

5:17

CONCUR 2024



5:18

Generalized Timed Automata: Liveness and MITL Model Checking

—— References

1

10

11

12

13

14

15

16

17

18

19

S. Akshay, Paul Gastin, R. Govind, Aniruddha R. Joshi, and B. Srivathsan. A unified model
for real-time systems: Symbolic techniques and implementation. In CAV (1), volume 13964 of
Lecture Notes in Computer Science, pages 266—288. Springer, 2023.

S. Akshay, Paul Gastin, R. Govind, and B. Srivathsan. MITL model checking via generalized
timed automata and a new liveness algorithm, 2024. arXiv:2407.08452.

Rajeev Alur and David L. Dill. A theory of timed automata. Theoretical Computer Science,
126:183-235, 1994.

Rajeev Alur, Tomas Feder, and Thomas A. Henzinger. The benefits of relaxing punctuality. J.
ACM, 43(1):116-146, 1996.

Rajeev Alur, Limor Fix, and Thomas A. Henzinger. Event-clock automata: A determinizable
class of timed automata. Theor. Comput. Sci., 211(1-2):253-273, 1999.

Rajeev Alur and Thomas A. Henzinger. Real-time logics: Complexity and expressiveness. In
LICS, pages 390-401. IEEE Computer Society, 1990.

Gerd Behrmann, Patricia Bouyer, Kim G. Larsen, and Radek Peldnek. Lower and upper
bounds in zone-based abstractions of timed automata. International Journal on Software
Tools for Technology Transfer, 8(3):204-215, 2006.

Laura Bozzelli, Angelo Montanari, and Adriano Peron. Complexity issues for timeline-based
planning over dense time under future and minimal semantics. Theor. Comput. Sci., 901:87-113,
2022.

Thomas Brihaye, Morgane Estiévenart, and Gilles Geeraerts. On MITL and alternating timed
automata. In FORMATS, volume 8053 of Lecture Notes in Computer Science, pages 47—61.
Springer, 2013.

Thomas Brihaye, Morgane Estiévenart, and Gilles Geeraerts. On MITL and alternating timed
automata over infinite words. In FORMATS, volume 8711 of Lecture Notes in Computer
Science, pages 69-84. Springer, 2014.

Thomas Brihaye, Gilles Geeraerts, Hsi-Ming Ho, and Benjamin Monmege. MightyL: A
compositional translation from MITL to timed automata. In CAV (1), volume 10426 of Lecture
Notes in Computer Science, pages 421-440. Springer, 2017.

Alessandro Cimatti, Edmund M. Clarke, Fausto Giunchiglia, and Marco Roveri. NUSMV:
A new symbolic model verifier. In CAV, volume 1633 of Lecture Notes in Computer Science,
pages 495-499. Springer, 1999.

David L. Dill. Timing assumptions and verification of finite-state concurrent systems. In
Automatic Verification Methods for Finite State Systems, volume 407 of Lecture Notes in
Computer Science, pages 197-212. Springer, 1989.

Alexandre Duret-Lutz, Alexandre Lewkowicz, Amaury Fauchille, Thibaud Michaud, Etienne
Renault, and Laurent Xu. Spot 2.0 - A framework for LTL and w-automata manipulation. In
ATVA, volume 9938 of Lecture Notes in Computer Science, pages 122—129, 2016.

Thomas Ferreére, Oded Maler, Dejan Nickovic, and Amir Pnueli. From real-time logic to timed
automata. J. ACM, 66(3):19:1-19:31, 2019.

Paul Gastin, Sayan Mukherjee, and B. Srivathsan. Reachability in timed automata with
diagonal constraints. In CONCUR, volume 118 of LIPIcs, pages 28:1-28:17. Schloss Dagstuhl
— Leibniz-Zentrum fiir Informatik, 2018.

Paul Gastin, Sayan Mukherjee, and B. Srivathsan. Fast algorithms for handling diagonal
constraints in timed automata. In CAV (1), volume 11561 of Lecture Notes in Computer
Science, pages 41-59. Springer, 2019.

Paul Gastin and Denis Oddoux. Fast LTL to Biichi automata translation. In CAV, volume
2102 of Lecture Notes in Computer Science, pages 53—65. Springer, 2001.

Gilles Geeraerts, Jean-Frangois Raskin, and Nathalie Sznajder. On regions and zones for
event-clock automata. Formal Methods Syst. Des., 45(3):330-380, 2014.


https://arxiv.org/abs/2407.08452

S. Akshay, P. Gastin, R. Govind, and B. Srivathsan

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

Rob Gerth, Doron A. Peled, Moshe Y. Vardi, and Pierre Wolper. Simple on-the-fly automatic
verification of linear temporal logic. In PSTV, volume 38 of IFIP Conference Proceedings,
pages 3-18. Chapman & Hall, 1995.

F. Herbreteau and G. Point. TChecker. https://github.com/fredher/tchecker, v0.2 - April
2019.

Frédéric Herbreteau, B. Srivathsan, Thanh-Tung Tran, and Igor Walukiewicz. Why liveness
for timed automata is hard, and what we can do about it. ACM Trans. Comput. Log.,
21(3):17:1-17:28, 2020. doi:10.1145/3372310.

Frédéric Herbreteau, B. Srivathsan, and Igor Walukiewicz. Better abstractions for timed
automata. In LICS, pages 375-384. IEEE Computer Society, 2012.

Frédéric Herbreteau, B. Srivathsan, and Igor Walukiewicz. Efficient emptiness check for timed
biichi automata. Formal Methods Syst. Des., 40(2):122-146, 2012.

Gerard J. Holzmann. The model checker SPIN. IEEE Trans. Software Eng., 23(5):279-295,
1997.

Henrik Ejersbo Jensen, Kim G. Larsen, and Arne Skou. Modelling and analysis of a collision
avoidance protocol using SPIN and UPPAAL. In The Spin Verification System, volume 32
of DIMACS Series in Discrete Mathematics and Theoretical Computer Science, pages 33—49.
DIMACS/AMS, 1996.

Leslie Lamport. Specifying Systems, The TLA+ Language and Tools for Hardware and Software
Engineers. Addison-Wesley, 2002.

Guangyuan Li. Checking timed Biichi automata emptiness using LU-abstractions. In Joél
Ouaknine and Frits W. Vaandrager, editors, Formal Modeling and Analysis of Timed Systems,
7th International Conference, FORMATS 2009, Budapest, Hungary, September 14-16, 2009.
Proceedings, volume 5813 of Lecture Notes in Computer Science, pages 228-242. Springer,
2009. doi:10.1007/978-3-642-04368-0_18.

Oded Maler, Dejan Nickovic, and Amir Pnueli. From MITL to timed automata. In FORMATS,
volume 4202 of Lecture Notes in Computer Science, pages 274—289. Springer, 2006.

Philipp J. Meyer, Salomon Sickert, and Michael Luttenberger. Strix: Explicit reactive synthesis
strikes back! In CAV (1), volume 10981 of Lecture Notes in Computer Science, pages 578-586.
Springer, 2018.

Joél Ouaknine and James Worrell. On metric temporal logic and faulty turing machines. In
FoSSaCS, volume 3921 of Lecture Notes in Computer Science, pages 217-230. Springer, 2006.
Amir Pnueli. The temporal logic of programs. In FOCS, pages 46-57. IEEE Computer Society,
1977.

Amir Pnueli. Applications of temporal logic to the specification and verification of reactive
systems: A survey of current trends. In Current Trends in Concurrency, volume 224 of Lecture
Notes in Computer Science, pages 510-584. Springer, 1986.

Amir Pnueli and Eyal Harel. Applications of temporal logic to the specification of real-time
systems. In FTRTFT, volume 331 of Lecture Notes in Computer Science, pages 84—98. Springer,
1988.

Stavros Tripakis, Sergio Yovine, and Ahmed Bouajjani. Checking timed Biichi automata
emptiness efficiently. Formal Methods Syst. Des., 26(3):267-292, 2005.

Moshe Y Vardi. An automata-theoretic approach to linear temporal logic. Lecture Notes in
Computer Science, 1043:238-266, 1996.

Thomas Wilke. Specifying timed state sequences in powerful decidable logics and timed
automata. In FTRTFT, volume 863 of Lecture Notes in Computer Science, pages 694-715.
Springer, 1994.

5:19

CONCUR 2024


https://github.com/fredher/tchecker
https://doi.org/10.1145/3372310
https://doi.org/10.1007/978-3-642-04368-0_18




Causally Deterministic Markov Decision Processes

S. Akshay =
Indian Institute of Technology Bombay, Mumbai, India

Tobias Meggendorfer &

Lancaster University Leipzig, Germany

P. S. Thiagarajan &
The University of North Carolina at Chapel Hill, NC, USA
Chennai Mathematical Institute, India

—— Abstract

Probabilistic systems are often modeled using factored versions of Markov decision processes (MDPs),
where the states are composed out of the local states of components and each transition involves
only a small subset of the components. Concurrency arises naturally in such systems. Our goal is to
exploit concurrency when analyzing factored MDPs (FMDPs). To do so, we first formulate FMDPs
in a way that aids this goal and port several notions from concurrency theory to the probabilistic
setting of MDPs. In particular, we provide a concurrent semantics for FMDPs based on the classical
notion of event structures, thereby cleanly separating causality, concurrency, and conflicts that arise
from stochastic choices. We further identify the subclass of causally deterministic FMDPs (CMDPs),
where non-determinism arises solely due to concurrency. Using our event structure semantics, we
show that in CMDPs, local reachability properties can be computed using a “greedy” strategy.
Finally, we implement our ideas in a prototype and apply it to four models, confirming the potential
for substantial improvements over state-of-the-art methods.
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1 Introduction

Factored versions of systems often constitute an important subclass. Two typical, well known
examples — among very many — are Petri nets (and related models of concurrency) [26] and
dynamic Bayesian networks [17]. A common key feature is that a state of the system is a
vector of local component states. Further, a transition only involves a small subset of the
components and hence can be specified succinctly; so much so, the size of the induced global
system will often be exponential in the size of the factored presentation. This allows to model
large systems without having to enumerate the set of global states and transitions explicitly.

Here, we explore this idea in the probabilistic setting of Markov decision processes
(MDPs). Our starting point is a variant of factored MDPs (FMDPs). These are made up
of several individual components, and a vector of local states constitutes the global state.
Moreover, each action is associated with a fixed set of components named its locations. The
availability of an action at a global state only depends on the local states of its locations and
the stochastic changes that take place when an action occurs only involve the states of its
locations. The resulting transition relation can be easily converted into the usual presentation
of factored MDPs in the literature [4,14]. Notably, our version of FMDPs includes models
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specified in the established PRISM language [18] and JANI [5]. When handling systems with
a large number of components, a key challenge is to analyze the global behavior in terms of
the factored presentation instead of first explicitly constructing the global behavior. In the
case of factored MDPs, this is particularly difficult due to the complex interplay between
non-deterministic, stochastic and concurrent features of the dynamics.

As a first step toward addressing this challenge, we focus on the analysis of a subclass of
FMDPs, called causally deterministic FMDPs (CMDPs). The defining feature of CMDPs is
that any two actions that are available at a global state will have disjoint sets of locations.
As a result, the two actions will be causally independent: executing one of them will not
affect the availability of the other or its outcomes. Consequently, CMDPs admit a powerful
partial order based analysis technique for verifying certain “robust” probabilistic properties.
In the current paper, we focus on local reachability properties.

As a key tool to analyzing CMDPs, we identify the notion of complete strategies, which can
be explained as follows. In a CMDP, the role of a strategy is to resolve the non-determinism
that arises in the dynamics due to causally independent actions. This means a strategy
linearizes a partially ordered set of action occurrences. Hence, if an action a is enabled at a
state s, and is not chosen along a finite sequence of moves leading to the state s’, then a will
still be available at s’. Accordingly, a complete strategy is defined to be one in which the set
of trajectories along which an available action is ignored forever has probability measure 0.
Based on this notion, our main technical results for CMDPs are that (i) complete strategies
suffice to obtain the optimal (maximal) probability of a local reachability property and
(ii) all complete strategies will yield the same maximal probability value. Consequently we
can choose a greedy complete strategy which avoids visiting many “useless” states. As the
experimental results in Sec. 6 show, for CMDPs, our method vastly outperforms established,
highly optimized tools such as Storm [8].

We establish these properties by exploiting fundamental objects drawn from concurrency
theory, namely Mazurkiewicz traces [9] and prime event structures [24]. In particular, we
develop an event structure semantics for all FMDPs. Since they arise in the context of
FMDPs, the events in the event structure will have probability values assigned to them in a
natural manner. We then use these probabilistic events to show that all complete strategies
yield the same maximal probability values for local reachability properties. We view the
present work as a first step towards developing partial-order reductions for FMDPs in general.
Specifically, via the event structure semantics, based on Mazurkiewicz traces, a variety of
techniques such as finite prefixes of event structures [11], and partial order reduction notions
such as ample sets [13] and stubborn sets [15] can be brought to bear when analyzing FMDPs.

To summarize, our contributions are:

1. A novel class of factored MDPs, called CMDPs, in which the non-determinism between
actions arises solely due to their causal independence.

2. An event structure semantics for FMDPs that cleanly separates causality, concurrency,
and (stochastic) conflicts arising in the global behavior of an FMDP.

3. The identification of complete strategies for CMDPs which have the crucial properties;
(i) they suffice to attain the optimal probability values for local reachability properties
and (ii) all of them yield the same optimal value.

4. A prototypical implementation of (i) a syntactical over-approximation for checking that
the input MDP is a CMDP and (ii) a greedy complete strategy accompanied by an
experimental evaluation on four models. Comparison with existing state-of-the-art
tools, e.g., Storm [8], shows a vast performance improvement for the evaluated models,
highlighting the potential benefits of our approach.
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Structure. In the rest of this section we review related work. We then present basic material
concerning Markov chains and Markov decision processes. In Sec. 3, we introduce our class
of FMDPs and the subclass of causally deterministic FMDPs (CMDPs). In the subsequent
section we construct the event structure representation of our FMDPs which then leads
to the main results developed in Sec. 5. The greedy strategy, its implementation, and the
experimental results are presented in Sec. 6. The paper concludes with Sec. 7.

Related Work. Factored MDPs have been long studied in the literature [4,14], where the
transition relation is usually presented using a two layer dynamic Bayesian network. With
an eye toward learning applications, a reward function is also included. Our formulation of
FMDPs is geared towards capturing the distributed dynamics of FMDPs and hence is based
on the notion of locations. Further, reward functions play no role in the present setting.

In the verification setting, several works have considered compositional methods to reason
about large MDPs that are “factorized” via compositional operations. While some approaches
use bisimulation based equivalences [12], others use abstractions [16], and yet others use
a category-theoretical view of MDPs [31]. In a sense, these represent an approach which
is orthogonal to ours, which is grounded in FMDPs and focused on solving quantitative
behavioral properties. There have also been works adapting partial-order reduction techniques
to the probabilistic setting using ample sets [13] and stubborn sets [15]. Variants of these

approaches are incorporated in state-of-the-art tools such as Storm [8] and PRISM [18].

However, these works deal with MDPs viewed as monolithic objects presented in terms of
global states and transitions. Thus, it will be difficult — if not impossible — to deal with
the large MDPs that are presented succinctly as FMDPs. Furthermore, the focus in these
works is on model checking linear time and branching time (probabilistic) properties using a
semantically defined notion of commutability of actions along an execution sequence. These
techniques do not enable one to compute optimal values of local reachability properties that
we achieve using the event structure semantics. It will however be interesting to explore
these methods in the context of CMDPs and, more generally, FMDPs.

Similarly, [7] exploit a model consisting of purely probabilistic components, however they
use these components only to obtain a compact symbolic representation of the global MDP;
in the end, they still work with the entire global MDP. In contrast, our analysis method
directly works with the factored representation of the global MDP.

Several studies start with event structures, adjoin probabilities to events and study the
resulting objects from a theoretical standpoint [1,30]. However, in these studies probabilities
are introduced in an ad-hoc manner and no attempt is made to establish a verification
framework for an associated system model. In sharp contrast, the probabilities attached to
the events in our event structures arise naturally from the associated MDPs. Furthermore,
our use of event structures is firmly grounded in a verification framework for CMDPs.

Generalized stochastic Petri nets (GSPN) [20], despite being based on Petri nets, do
not exploit concurrency and instead focus on their interleaved global behaviors in terms of
(continuous time) Markov chains. A variant called Markov decision Petri nets is proposed
in [3] as a high level modeling formalism. Their global behaviors are captured by MDPs and
analyzed using symbolic representations. Here again concurrency essentially plays no role.

Finally, distributed Markov chains (DMCs) studied in [28,29] have a similar flavour to
CMDPs. DMCs consist of a network of probabilistic transition systems that synchronize on
common actions with a sufficiently strong syntactic restriction ensuring that if two actions
are enabled at a global state then they must involve disjoint sets of components. In addition,
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they focus on statistical model checking of properties specified in a variant of bounded linear
temporal logic. In contrast, CMDPs are a natural behavioral subclass of MDPs and our focus
is determining the ezact maximal probability of (unbounded) local reachability properties.

2 Preliminaries

A Markov chain (MC) (e.g., [2]), is a tuple M = (S, 3, P), where S is a (countable) set of
states, § € S is the initial state, and P : S — D(S) is a transition function that for each state
s yields a probability distribution over successor states, where D(S) is the set of distributions
over S. A Markov decision process (MDP) (e.g., [25]) is a tuple M = (S, §, Act, P), where S
is a (finite) set of states, § € S is the initial state, Act a finite set of actions, overloaded as
Act(s) C Act specifying available actions at a state s, and P : S x Act — D(S) yielding a
distribution over successors for each s € S and a € Act(s). For simplicity, we write P(s,s’)
instead of P(s)(s’) for a MC and P(s, a,s’) instead of P(s,a)(s’) for an MDP.

Paths. An infinite path in an MC M is an infinite sequence ¢ = s183 ... where s; = § and
P(si,8:41) > 0 for all i. A finite path p is a finite prefix of an infinite path. A Markov
chain M = (5, §, P) naturally induces a unique probability measure Pry over the o-algebra
generated by the cylinder sets induced by the finite paths [2, Sec. 10.1]. Similarly, for an
MDP M, an infinite path is a sequence ¢ = siaiS2as ... such that s; = § and for all 7 we
have a; € Act(s;) and P(s;,a;, s;+1) > 0. A finite path is a finite prefix of an infinite path
ending in a state. We write FPathsp to denote the set of finite paths in M. Moreover,
|p| = k denotes the length of a path (setting it to oo for infinite paths) and we define it to be
the number of actions (transitions) that appear in the path. For i < |p| we write p; to refer
to the i-th state in a path. Finally, last(p) = p|,| denotes the last state in a finite path.

Strategies. Intuitively, in every state s, an action a from Act(s) is chosen and the system
advances to a successor state s’ according to the probability distribution given by P(s,a).
Starting from the initial state § and repeating this process indefinitely yields an infinite path.
The way actions are chosen along an infinite path is captured by strategies. Specifically, a
strategy is function mapping each finite path to one of the actions, say a, available in the last
state, say s, of the path. This leads to new states chosen according to the distribution P(s, a).
We let II refer to the set of all strategies. To support our technical constructions arising
later, our strategies are thus deterministic but not necessarily memoryless. A strategy is
memoryless (or positional) if it only depends on the current state, i.e. w(p) = 7(p’) whenever
last(p) = last(p’). As usual, a strategy 7 induces the Markov chain M™ = (FPaths, §, P™),
where for p € FPathsyy with s = last(p) and a = 7(p) € Act(s,) we set P™(p,pas’) =
P(s,a,s’). We write Pri ; = Pry= s for the induced probability measure.

Reachability. Fix an MDP M = (S, 3, Act,P). Then, (unbounded) reachability for a set
of target states T C S is the set of all (infinite) paths which eventually visit one of the
target states, i.e. OT = {p | Ji. ¢o; € T}, which is measurable [2, Sec. 10.1.1]. For a strategy
7, the probability of reaching T according to m is the probability assigned to this set of
infinite paths ¢T in M7, i.e. Pr([CT]. However, different strategies will in general yield
different probabilities and one is often interested in the mazimum of these probabilities. In
other words, the goal is to determine sup,cPriy,[OT] (also called the value). For MDPs, a
well-known result states that it suffices to consider memoryless deterministic strategies for
this maximization (see, e.g., [2, Lem. 10.102]).
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3 Factored MDPs and Causal Determinacy

Often, an MDP comprises interacting components (or agents, processes). In particular, many
modelling formalisms used in practice, e.g. the PRISM language [18] or JANI [5], define
MDPs in this manner. Consequently, a state of the MDP will consist of a tuple of local
states of the component processes. Further, an action will often involve only a fixed subset
of the components leading to a stochastic transformation of the states of these components
while the states of the other components are left untouched. We propose to use factored
MDPs to study such systems.

Accordingly, let Proc denote a finite set of components. Each component p € Proc has a
set of local states denoted as Sj,. This gives rise to the set of global states S =[] ¢ p . Sp- To
capture the idea that an action involves only a fixed subset of components, we use the location
map loc : Act — 2F7°¢\ ) to specify for each action a the set of components that participate
in a. For convenience, we also identify a global state s with the map s : Proc — Upe Proc Op
such that s(p) € S, for p € Proc. Then, for a set of components P C Proc, we let s[P]
denote the map s restricted to P. In other words, s[P] € [[,cp Sp and s[P](p) = s(p) for
p € P. For a € Act, we often write s[a] instead of s[loc(a)] and call it the a-state induced by
s. This leads to S[a] = {s[a] | s € S}, the set of a-states. With these notations at hand, we
introduce factored MDPs (FMDPs).

» Definition 1. A factored MDP M is a tuple ({Sp}pe Procs {8p }pe Proc, Act,1oc, {Pq}tacact)
where (i) Proc is a finite, non-empty set of components, (i) Sy, is a finite, non-empty set
of states for each p € Proc, (iii) 3, € S, is the initial state of component p, inducing the
global initial state 8 with §(p) = §, for each p € Proc, (iv) Act is a finite, non-empty set
of actions, (v) loc : Act — 2Fm¢\ {}} is the locations map, and (vi) for each a € Act,
Po : Sla] — D(S[a]) is a (partial) transition function.

Similar to MDPs, we write P,(u, v) instead of P,(u)(v). The FMDP M induces an MDP
called its global MDP defined as follows.

» Definition 2. Let M be an FMDP as above. Then its global MDP is given by M =
(S, 8, Act,P) where (i) a € Act(s) iff Pu(s[a]) is defined, and (ii) for every s’ € S and a €
Act(s), we have P(s,a,s") = v > 0 iff P,(s[a],s'[a]) = v and s[Proc\loc(a)] = s'[Proc\loc(a)].

We can immediately verify that M is indeed an MDP. Moreover, M has two important

properties, namely: (F1) The availability of an action a at a state s depends only on s[a].

Further, when an action a at occurs at a state s, the changes it produces involve only the

components in loc(a); the local states of components in Proc \ loc(a) remain unchanged.

(F2) When action a occurs at a global state s, the changes it produces (to the states of
participating components) depends only on the a-state s[a]. In particular, suppose s; and s9
are global states and a € Act is an action where s1[a] = sz[a]. Then, if P(sq,a,8]) =v >0
there exists a unique global state s/, such that P(sq, a,s) = v and s} [a] = s}[a].

Before presenting an illustrative example, we briefly remark on this defining way of
defining an FMDP and how it relates to established notions.

» Remark 3. Traditionally, FMDPs are defined using a transition relation represented by
a two-layer dynamic Bayesian network [4,14]. We have chosen to use a slightly different
definition, aligned with concurrency theory, so that the distributed nature of the dynamics
can be clearly brought out, as we shall see below. However, our theory is neutral to how
the dynamics of the individual components are represented as long as the global transitions
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a: {p} a’: {p} b: {q} e {p, q} a 0.8 0.2
o

0.8/\0.2 0.7

Figure 1 This figure illustrates a two-component FMDP where Proc = {p, q}, Sp = {u1,u2,us},
Sq = {v1,v2}, and Act = {a,a’,b,c}. On the left, for each action a both loc(a) and P, are depicted.
On the right, the induced global MDP is shown. The middle b action is greyed out solely for
readability, it is not special in any way. We omit the probability label if it is 1.

are factored in terms of the components participating in the actions. In particular, once the
properties (F1) and (F2) stated above are satisfied by the resulting global MDP, our theory
is applicable to any model which exhibits such behaviour, e.g. the DBN-based definitions.

» Example 4. In Fig. 1, an example of an FMDP (on the left) and its induced global
MDP (on the right) is shown. To explain the relation between FMDP and global MDP, we
write (u1, us) and similar to denote global states and c-states as tuples of local states, as the
correspondence with the local states of the components is clear. The a-transition from (u) to
(ug) in the FMDP implies a is available at the global state (u1,v1) since (u1, v1)[a] = (u1) and
P,({u1)) is defined in the FMDP. Further, P((u1,v1), a, (uz,v1)) = 0.8 as P, ((u1), (ug)) = 0.8.
In particular, this transition does not modify the state of the g-component since loc(a) = {p}.
The other transitions shown in the global MDP can be inferred using similar reasoning.

By slight abuse of notation, in the following we write S to denote the set of reachable states,
defined in the obvious way. We also identify the FMDP with its induced global MDP and
freely go back and forth between the two notions and the associated notations. Finally, for
simplicity we assume that the FMDPs we deal with are free of deadlocks, i.e. if s € S then
Act(s) # 0. (Since our focus is on reachability, this can be ensured by adding a new component
d with a single state sq, a new action ag with loc(aq) = {d}, and P, ((sa), a4, (sa)) = 1.)

3.1 Local Reachability

Let M be an FMDP. Then, a local reachability problem is specified by 7" C .S}, for some
component p. Let T = {s | s(p) € T} the corresponding global reachability set. The goal is
to determine the probability sup,.c;Pri,[¢T].

Local reachability for an FMDP can be solved by ignoring its factored nature and instead
treat it as a “global” reachability problem on the induced global MDP. In this case, classical
approaches as employed by PRISM [18] and Storm [8] can be used. This problem is in
PTIME [2, Cor. 10.107], but in the size of the global MDP, which can easily be exponential
in the size of the FMDP. Our goal is to mitigate this state-space explosion by exploiting the
partially ordered nature of the dynamics of the model.

3.2 Causal Determinacy and Complete Strategies

As a first step, we shall tackle the state explosion problem by considering the subclass of
FMDPs in which the sole source of non-determinism is from the causal independence of
actions. This idea can be captured through a natural restriction.
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a b
Lt dp L it dp’ dq

Figure 2 This figure illustrates an FMDP which is not CD. We have Proc = {p, ¢}, Sp = {u1,u2},
Sq = {v1,v2}, and Act = {a,b,dp,dy}. On the left, we depict the transition function P, for all
a € Act and to the right the induced global MDP.

» Definition 5. An FMDP M is causally deterministic (CD) if for every (reachable) state s
and a,b € Act(s) with a # b we have loc(a) Nloc(b) = 0. We call such an FMDP a CMDP.

» Example 6. The FMDP shown in Fig. 1 is causally deterministic: In any global state,
the available set of actions is {a,b}, {a’,b} or {c}. In contrast, the FMDP of Fig. 2 is not
CD. In (u1,v;) both a and b are available, but loc(a) Nloc(b) = {p} # 0. And indeed, it is
relevant whether we choose a or b. For example, a leads to a state in which b is not enabled
anymore, and, in particular, v is not reachable, while b reaches v, with probability 1.

» Remark 7. Causal determinacy is intrinsically a concurrency based notion. If a,b € Act(s)
with @ # b then @ and b can occur independent of each other at s. In fact, suppose
S0@18] -+ - Sp—1G,Sy 18 a finite path, b € Act(sg) and a; # b for 1 < i < n. Then loc(a;) N
loc(b) =0 for all 1 < <n and b € Act(s,). This follows from the fact that a CMDP is an
FMDP and hence sg[b] = s,,[b]. This basic feature of a CMDP leads to a partial-order based
technique using which one can often efficiently verify many behavioral properties that are
“robust” with respect to interleavings of partially ordered behaviors, such as local reachability.
Due to space considerations, we will not pause to formalize the notion of robust properties
since it is not needed to establish our results.

» Remark 8. Deciding whether the global MDP induced by an FMDP (encoded in a standard
manner) is CD is in PSPACE. The idea is to convert the probabilistic transitions to non-
deterministic ones, and reduce the CD property to a reachability property of the resulting
1-safe Petri net, known to be in PSPACE [10]. However, given our main goals, establishing
this result in detail would be a digression and hence we do not do so. That said, for
practical purposes, we later discuss a simple, sufficient syntactic condition allowing us to
over-approximate CD in our case studies.

As a central tool to exploit causal determinacy, we introduce complete strategies.

» Definition 9. Let p be an infinite path in a Markov chain M™ induced by a strategy m
on a CMDP M. Then, p is a complete path iff for every i > 0, if a € Act(p;) then there
exists j > 1 such that w(pipit1-..p;) = a. In other words, if a is available at p; then it is
eventually chosen by the strategy along the path (where it will remain available due to CD).
Let Y be the set of complete paths in M™. A strategy w is complete iff Priy,[Y] = 1.

Thus, incomplete paths may be present in M7, but the collection of such paths has measure 0
and does not contribute to the reachability probabilities of interest. Note that T is measurable
as it can be written as countable intersections and unions of cylinder sets.

First, we show here that it suffices to consider only complete strategies for local reachability.

Later we will show that all complete strategies will yield the same, maximal probability value.

Consequently, we can freely choose a “greedy” strategy with which the maximal probabilities
can be computed in an efficient manner.
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» Lemma 10. There exists a deterministic, complete strateqgy m € I which achieves the
optimal value, i.e. Pri[OT] = sup, e Priy[OT].

Proof Sketch. We delegate the (rather routine) proof to App. B. For a sketch, we show that
any (optimal, memoryless) strategy can be extended to a complete strategy without reducing
the reachability probability it achieves. Intuitively, the modified strategy waits until the
original strategy has visited all the states it will ever visit (thus any goal it might reach is
already reached), which happens with probability 1, and then switches to a “complete” mode
in which it plays all the actions that have not been played since they became available. <«

In the next section, we develop the event structure semantics for FMDPs. Using this, we
show in Sec. 5 that any two complete strategies achieve the same value.

4 An Event Structure Semantics for FMDPs

4.1 Mazurkiewicz Trace Languages

We first associate a Mazurkiewicz trace language with an FMDP. Then, using a standard
construction, we obtain the event structure representation. We recall from [21] a Mazurkiewicz
trace alphabet is a pair (3, ) where ¥ is a finite non-empty alphabet and I C ¥ x ¥ is
an irreflexive and symmetric relation called the independence relation. When describing
the executions of a distributed system, 3 is the set of actions and a I b asserts that the
actions a and b are “causally” independent. In other words, they can be executed in any
order when they are both enabled. We define D = (X x X) \ I to be the dependency relation.
The relation I induces in a natural way the equivalence relation ~; ¥* x ¥*. It is the least
equivalence satisfying cabo’ 1 obao’ for a I b. For o € ¥*, [0] denotes the ~-equivalence
class containing o, often called a Mazurkiewicz trace. It corresponds to the set of all possible
interleavings of a unique partially ordered set of actions. A Mazurkiewicz trace language is a
subset of {[o] | o € £*}, i.e. a set of Mazurkiewicz traces. For convenience, we abbreviate
Mazurkiewicz traces (Mazurkiewicz trace languages) as traces (trace languages).

4.2 The Mazurkiewicz Trace Language of an FMDP

To define the trace language of an FMDP we start with M-events.

» Definition 11. Let M = ({S,}pe Procs {3p } pe Proc, Act,loc, {Pq }ac act) be an FMDP. Then
a = (u,a,v) is an M-event if Po(u,v) > 0. We define the probability of a as Pr(a) =
Po(u,a,v). Furthermore, we set act(a)) = a and loc(a) = loc(a).

The M-event @ = (u, a,v) comprises the a-state that must hold at a state s for it to occur
(i.e. s[a] = u). It also reports the a-state that is chosen with probability Pr(a) resulting
in the global state s’ (i.e. s'[a] = v and s[Proc \ loc(a)] = s'[Proc \ loc(a)]). For instance,
a = ((uy), a, (ug)) is an M-event in the FMDP shown in Fig. 1 with Pr(a) =0.8.

M-events naturally give rise to the transition relation —  over S, defined as follows.
Suppose a = (u,a,v), and s,s’ € S. Then s 5 s’ if s[a] = u, s’[a] = v, and s[Proc \
loc(a)] = s'[Proc \ loc(a)]. As usual, we write — instead of —q. We now define an
M-path to be a sequence spayS1s - -+ Sp_10, 8, such that (i) so =8 and (ii) s;_1 2y s, for
1 <4 < n. In essence, M-paths correspond to finite paths in the global MDP. Since we only
deal with M-paths from now on, we say “path” instead of M-path henceforth.
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Let Y ¢ denote the set of M-events. In the following, we instead write X, as M will be
clear from the context. Moreover, we set £, = {a | @ € &, p € loc(a)} for each component p.
We define the independence relation I C ¥ x ¥ as I = {(a, ) | loc(a) Nloc(B) = 0}. Clearly,
I is irreflexive and symmetric, and hence (3, 7]) is a trace alphabet. Next, for ¥/ C ¥ let
prisy : 3* — X' be the projection which from sequences in ¥* erases all appearances of
letters that are not in X'. We abbreviate prjs, as prj,. This leads to the equivalence relation
~ over ¥* given by o ~; o’ iff for every p € Proc we have prj,(o) = prj,(c’). Effectively,
two traces are equivalent if no single component can differentiate between them. We define
~ 7 in this way instead of using the usual partial commutative relation, as it extends smoothly
to infinite M-event sequences. For convenience, we write from now on = instead of ~;.

Let 0 = ajas -+, € ¥*. Then o is an M-event sequence of M if there exists states
0,81, - -,Sp such that soa18; - - - 8,108y, is an M-path. We let L denote the set of M-
event sequences of M. This leads to the trace language of M given by Ly = {[o] | o € L}

We next introduce some terminology to aid in the construction of the event structure
representation of M. These notions are generic to the theory of Mazurkiewicz trace languages.
However, for convenience, we introduce them in the context of L. First, © C L X L g
is given by [o] C [¢'] iff prj, (o) is a prefix of prj,(¢’) for every p € Proc. Clearly, C is a
well-defined partial ordering relation. Next, suppose [0], [0'] € Lag. Then [o] 1 [0”] iff there
exists [0”] € L such that [o] C [0”'] and [¢0'] C [0”]. Finally, [o] € L is a prime trace iff
there exists an M-event a such that last(c’) = « for every o’ € [o] where last(7) is the last
letter of the non-null sequence 7.

There is a rich theory of Mazurkiewicz trace languages available, see e.g. [9]. Here we
only use basic facts of the theory which we state below. The proofs are standard and can be
assembled from [9,27] and hence we omit them.

» Proposition 12. 1t holds that (i) if o ~ ¢’ then |o| = |0'|, and (i) [o] 1 [0'] iff there exist
sequences o”, o1 and o} such that (a) o ~ c"01 and o' ~ "0 and (b) aIb for every letter
a that appears in o1 and every letter b that appears in of.

4.3 The Event Structure Representation of FMDPs

We begin by recalling from [24] that a prime event structure is a tuple ES = (E, <, #) where
(i) F is a countable set of events, (ii) < C E x F is a partial ordering relation called the
causality relation, and (iii) # C F x E is an irreflexive and symmetric relation called the
conflict relation. It is required that if e # ¢’ and e’ < e then e # ¢”. Usually, a prime event
structure is accompanied by a labelling function that relates a system to its event structure
representation. In our case, there will be two such functions.

» Definition 13. Let M = ({S,}peProc: {3p } pe Proc, Act,loc, {Py}acact) be an FMDP. Its
event structure is a tuple ESy = (E, <,#, A\, 1) where (E,<,#) is a prime event structure
where (i) E = {[o] € Lam | [o] is a prime trace}, (ii) < is C restricted to Ex E, (iii) [o]#][0”]
iff it is not the case that [o] 1 [¢'], (iv) A : E — X is the labelling function satisfying
Mo]) = last(o), and (v) p: E — [0,1] assigns to e = [a1ae -~ ay] € E the probability
ule) = ngjgn Pr(a;) (i.e. the probability of a prime trace is the product of the probabilities
of the M-events encountered along a sequence in the prime trace).

In what follows we often write < instead of C when viewing events as elements of £ and not
as traces. The “states” of an event structure are called configurations and the dynamics of
ES ) is captured via a transition relation over its configurations.
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a1 = ({ui}, a,{u2})
az = ({u1},a,{us})
a3 = ({u2}, d,{u1})
Br = ({vi},b,{v1})

B2 = ({’U1}, b, {UQ})
Y= ({U3, U2}v C, {'U‘lv Ul})
e = [a2827] = {@2827, f2027}

Figure 3 This figure illustrates the initial fragment of the event structure representation for the
FMDP depicted in Fig. 1.

» Definition 14. For ¢ C E, define Jc = {y | Iz € ¢ s.t.y < z}. Thenc C E is a
configuration iff ¢ = ¢ and (¢ x ¢) N # = 0.

We define Crq to be the set of finite configurations of ES s and note that ) is a configuration.
Let ¢,/ € Cpq and a € ¥. Then ¢ —pg ¢ iff there exists e € E\ ¢ such that cU {e} = ¢/
and A(e) = a. This basically says that an event e which is not in the configuration ¢ can be
added to it to obtain a larger configuration provided the past of e (under <) is contained in
c¢. For simplicity, we write Je instead of [{e} for e € E. Clearly, le is a configuration for
every e in F.

In Fig. 3 we show the initial fragment of the event structure representation of the FMDP in
Fig. 1. In order to minimize clutter, we have named the M-events as a1, asg, etc. We note that
Pr(ay) = 0.8, Pr(ag) = 0.2, Pr(f1) = 0.3, and Pr(82) = 0.7. Further, Pr(ag) =1 = Pr(y).
In the diagram, the directed arrow represent the immediate causality relation < where e < ¢’
iff e < ¢’ and for every ¢/, ¢ < €” < ¢’ implies e = ¢’ or ¢ = ¢/. The remaining members of
the causality relation are obtained by taking the reflexive transitive closure of this relation.
Similarly, the squiggly lines represent the minimal conflict relation %Z defined as e %ﬁ e’ iff
e# e and (Je x le/)N# = {(e,e'),(¢,e)}. Using the conflict inheritance requirement of
an event structure, we can deduce all other members of the conflict relation. For example,
in the event structure shown in Fig. 3, es # e4 since e; # e2 < e4 implies e; # e4 and since
e1 < eg and # is symmetric, we get eg # e4. In addition, we have listed the members of just
one of the prime traces named e whose label is as. For the remaining events, we have just
indicated their labels.

The behavior of M can be related to the behavior of ESy, as follows.

» Proposition 15. Let M and ESa be defined as above. Then the following statements

hold.

1. Let ¢ = {e1,ea,...,en} be a configuration such that eies---e, is a linearization of the
partial order (c, <) where, by abuse of notation, < also denotes the restriction of < to c¢xc.
Then there exists sg,S1,-..,8, € S such that so = § and soA(e1)s1A(e2)s2 -+ - sp_1A(en)sn

is a finite path in M, which we shall call a c-path (in M).

2. Let the function state : C — S be given by (i) state(0) = § and (i) for a non-empty
configuration ¢ and c-path p = sga181 - - - sy, in M, we define state(c) = s,,. Then, state
is a well-defined map from C onto the set of reachable states of M.

3. Let ¢, € C and o = (u,a,v). Then ¢ ~*>pg ¢ iff P(state(c), a, state(c')) = Pr(a) > 0.

4. Lettr : C — Ly be the map given by (i) tr(0) = {e} and (i) for a non-empty configuration
¢ and c-path spa18y « -+ sy, in M it is the case that tr(c) = [aiae -+ - ay]. Then, tr is well
defined and a bijection.

Most of these observations are standard [27] and directly carry over to our setting. The third
part is specific to FMDPs but follows directly from the definition of an M-event.



S. Akshay, T. Meggendorfer, and P.S. Thiagarajan

We close out this section with a useful result which will be needed in the next section.
Let 0 = ajas - - -, be an M-event sequence in M. Then dg(o), the subsequence of o, is
defined inductively by (i) dg(ay,) = a, and (ii) dg(a;—10; - - an) = a;—1dg(aicrg - - ay)
if there exists an M-event 8 in dg(a;;y1 -+ ap) such that a; D 8 and dg(ajotq - - o)
otherwise. Basically, dg is the so called dependency graph that captures the causal past «a,,
in 0. We now define ev(ajas - - - o) to be the trace = [dg(ajas - - - a,)]. Finally, the relation
co C E x E for the event structure ESuq is given by, co=E x E\ (SU>U#). If eco €’
this can be interpreted as e and e’ being causally independent.

Lemma 16. Let 0 = aqan -+ € Lf&q a non-null M-event sequence in Lf&q.

-V

Then ev(c) is a prime trace and hence is an event in ESy.

2. Suppose that ¢’ < e in ESxn. Then there exists a unique i € {1,2,...,n — 1} such that
ev(agag -+ ) =¢€.

3. Suppose that ¢’ = ev(ayag -+ «y) for some 1 <i<n. Thene' <e orecoe’ in ESy.

4. Suppose that o, = (u,a,v) and ¢/ = g - ap_10), such that o), = (u,a,v') and

v # V. Then ev(o) # ev(c’) in ESpm.

The proof follows from [32]. The first part says that along a path in M every M-event
corresponds to the occurrence of an event in FSy. The second part says that every event
e’ that lies in the past of the event e represented by the M-event sequence o will appear
as the event corresponding to a unique prefix of . The third part says if e corresponds to
the M-event sequence o then every event that corresponds to a strict prefix of o will either
be causally earlier than e or will be causally independent of e in ESx¢. The last part says
that two different stochastic choices made at a state along an M-path will correspond to
conflicting events in FS .

» Remark 17. We conclude by noting that an event e = [ s ... ] in ESy = (B, <, #, A\, 1)
gets assigned a probability value via u(e) =[], <,;<,, Pr(a;). It is not difficult to provide a
measure theoretic justification for this probability value by constructing a o-algebra generated
by the family of cylinder sets {C'S(e)}eer where CS(e) = {c € C, | Le C c¢}. Here, C* is
the set of infinite configurations ESx and ¢ € C* is maximal (i.e. c€ C, ) iff c C ¢/ € C
implies ¢ = ¢. In other words, ¢ cannot be extended to a larger (infinite) configuration. This
distinction between infinite and maximal infinite configurations arises due to concurrency
and corresponds to the distinction between complete and incomplete paths. We can define
Prrs(CS(e)) = p(e) and show that Prgg extends canonically to a probability measure over
the o-algebra generated by the above family of cylinder sets. We leave this construction for
future work, since we merely need the probability values assigned to the events as common
reference points to establish the main result of the next section, namely, all complete strategies
determine the same probability values for local reachability properties.

5 The Key Result for CMDPs

Recall that we are given T' C S, for some component p and aim to determine sup,. i Pri, [T,
where T = {s | s(p) € T}. In Lem. 10, we argued that it suffices to consider complete
strategies to achieve this. Here, we shall show that all complete strategies compute the same
probability value for GT. This allows us to choose a complete strategy greedily, which in
turn enables us to efficiently compute the (optimal) probability of a local reachable set.
We first identify the set of events Eop in the event structure ESy, corresponding to
paths in M reaching T'. Let e = [aag - - - o] € E with o = (uj,a;4,v;) for 1 < j <n. Then
e € Eor if vi,(p) € T and vi(p) ¢ T for 1 < i < n, in other words, when its last M-event
reaches a member of T" and no earlier M-event in the sequence representing e does so.
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To establish the main goal of this section we proceed as follows. For the complete strategy
m, we let Pathsg,,, , denote the set of complete paths of the Markov chain M™. We then
identify, for a given e € Eor, the set of finite paths PathReach(M™,e) in M™ which are
prefixes of complete paths and “reach” e. Specifically, suppose & = pgaip1as -+ Pr—1QnpPn
is a path in M™. Then ¢ € PathReach(MT™,e) if (i) it is a prefix of a path in Paths7,,,,,
(ii) ev(ayag -+ - o) = e and (iii) no strict prefix of & satisfies (ii).

We first show that for each e € Eor it is the case that p(e) = Priy (U, epathreach(rr,e) OJ-
(Recall that p(e) is the probability value assigned to e in ESy.) We then lift this result
to Eor and show that > . p p(e) = > . cp . Pris[PathReach(M™, e)] = Pri,[OT]. Since

these results apply to every complete strategy 7, we are done.

5.1 Relating the Probability of e to the Probability of
PathReach(MT™, e)

Through this subsection, fix e € Eopr and a complete strategy m. We wish to prove that
w(e) = Pri [PathReach(MT™, e)]. Our proof consists of three steps. First, we represent M7™
as a transition system T'S™ by labelling the transitions of the Markov chain with M-events.
Second, we represent PathReach(MT7,e) as a finite prefix of T'S™. Third, we use this finite
prefix to establish that u(e) = Pr}[PathReach(M7,e)].

We begin by deriving the transition system T'S™. The states of T'S™ are the states of
M7 (i.e. finite paths in M). To avoid confusion, we write p for these states and & for paths
in T'S™. Moreover, there is a transition p — p iff (i) M™(p,p’) > 0 and (ii) o = (u,a,v)
is the unique M-event that satisfies last(p)[a] = u and s’[a] = v where p’ = pas’. In
effect, T'S™ is obtained from M™ by replacing the probability “labels” of transitions by
the M-event corresponding to that transition. In particular, note that for a state p of
TS™, a € Act(last(p)) iff there exists an M-event a = (u,a,v) such that last(p)[a] = u.
Based on this, we can directly transfer the definition of complete paths to T'S™. We define
the set of successor states in the obvious way, i.e. succ(p) = {p’ | Ja. p =+ p'}. Observe
that if succ(p) = {p1,p2,...,px} and p =% p; for 1 < i < k then there exists an a such
that Act(oy) = a for every ¢ € {1,2,...,k} and >, ., Pr(a;) = 1. For the rest of this
subsection, we work with this transition system. S

We now turn to representing PathReach(MT7,e) as a finite prefix of T'S™. First we
introduce some useful terminology. We set ¢y = |e. Next, suppose £ = poaip1 - Qnpn
is a path in TS™. Then, EV(§) = {ev(agaz--- ;) | 1 < i < n} denotes the set of events
encountered along the path £. Naturally, EV(£) = 0 if £ = 8. We write G, = (V,=) to
denote the finite prefix of T'S7,,,,, we are after. We construct G, inductively by starting with
§ € V and mark it as unprocessed. We define € to be a path in V' and § = last(¢). We note
that EV(8) =0 C ¢o (as usual, C denotes a strict subset).

Suppose & = poa1p1 -+ Prn—1QnpPrn is a path in V with p, marked as unprocessed and all
the other nodes preceding it in £ marked as processed. Furthermore, assume that EV(£) C co.
Let succ(pn) = {p, ph, - -, pk} and B1, Be, ..., Bk such that p LN p; for 1 <i < k. We now
extend G, by adding the nodes pf, p5, . .., pj, to V and the transitions (p, 3;, p;) for 1 <i <k
to =. We mark p,, as processed. To define the status of the new nodes that have been
added, we consider two cases after setting e; = ev(ajas -+ - @, 8;) for 1 <i < k.

Case 1. Suppose there exists ¢ with e; < e. Then e; € ¢g \ EV(£) and hence EV (£8;p}) =
EV(§)U{ei}. If EV(EBip,) = co we mark pl as a live leaf node and do not process it any
further. This is so since ev({f;p}) = e and e has been hence reached. We also note that
a1ag - -+ anfB; € PathReach(M7™, e). On the other hand, if EV (£8;p}) C ¢o, we mark p}
as unprocessed.
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In addition we mark, for each [ € {1,2,...,k}\{¢}, the node p; to be a dead leaf node and

do not process it any further. To justify this, let e; = ev({Bip)) for 1 € {1,2,...,k}\ {i}.

Then clearly e; < e and hence by the last part of Lem. 16, we must have e; # ¢; for every
1e{1,2,...,k}\ {e;}. But then e; # e; < e implies e; # e since conflict is inherited via
the causality relation in an event structure. Hence e; and e can not together belong to
any configuration and we can never “reach” e by exploring pj any further.

Case 2. Suppose e; % e for each i. Then, by the third part of Lem. 16, we must have
e; co e. This implies that EV (£6;p;) = EV (&) for each i and we mark each node p, as
unprocessed. The idea is that the chosen action a at p,, does not contribute to uncovering

any of the events in ¢y and hence all the successors of this node must be further explored.

Starting from the root node we repeatedly apply the above rules until there are no unprocessed
nodes left. It remains to be shown that G, is a finite prefix of T'S™ and consequently the

construction procedure for G, always terminates. To this end, we require some terminology.

Let €Y = pgaipias - -+ be a complete path in T'S™. For n > 0, let " = ppa1p1 - - - pn, denote
the finite prefix of ¢“ of length n. We say that p, iars Prn+1 18 a useful transition if there

exists ¢/ € ¢y \ EV(£™) such that w(p,) = act(e’). Otherwise it is a useless transition.

Moreover, we set EV, (™) = EV(£") N¢y. Finally, we say that £ = poaip1 - pn is a live
path if (i) p; is not a dead leaf node for 1 < ¢ < n and (ii) EV,(£") C co.

Lemma 18. Suppose £ = poaip1 -« pn 1S a live path.

If ¢ € min(co) \ EV (™) then act(e’) € Act(pn)

pi €V for0<i<n+1 andpja%lpjﬂ for0<j<n+1.

If pn 5 poy1 is a useful transition, then ppiq is a dead leaf node or |EV. (&M =
|EV.(£™)| + 1. Further, pni1 is a live leaf node if EV.(£") = g

4. If p, dnty Pni1 18 a useless transition then EV,(£"Y) = EV.(£") and £€"FY is a live path.

w N =Yy

Proof. For the first part, let ¢’ € min(co\ EV(§™)). If €” < €’ then ¢’ € EV(£"). Otherwise
e’ € ¢\ EV(€™) which contradicts ¢’ € min(cy \ EV(€")). Thus ¢/ = EV(") U {e'} is a

configuration and EV,(£") ims ¢’. From the first part of Prop. 15 we get act(e’) € Act(py).

The rest follows from the construction rules for G, and their explanations. <

» Lemma 19. The following assertions hold.
1. Let £ € Pathsg,,,, with §" = poaip1---pn. Then there exists k > 0 such that py is a
live or dead leaf node.

2. G, is a finite tree.

Proof. From the third part of Lem. 18, it follows that there can be at most |cg| useful
transitions along £“ before a dead or live leaf node is encountered. We now claim that there
can be only a finite number of consecutive useless moves along £. This follows from the first
and fourth parts of Lem. 18 and the definition of a complete path. Hence £“ will eventually
hit a dead or live node. The second part of the lemma now follows from the first part and
Koénig’s lemma since T'S™ is finitely branching. <

Since G, is a finite tree it is immediate that its construction procedure always terminates. It
is also easy to see that the set of live branches, i.e. paths from the root node to the live leaf
nodes in G, correspond to PathReach(MT7,e).

For the event e of Fig. 3, our construction produces the tree shown in the left of Fig. 4.
The boxes denote dead leaf nodes and the circle is the lone live leaf node. On the other hand,
for the event €', the resulting tree can be arbitrarily large. After the v event, the strategy
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B2 B1

aq Q2

Figure 4 The trees for the events e (left) and e’ (right).

can choose to execute the action b a large number of times before executing the action a.

For the case where the strategy chooses to do b twice whenever possible before choosing to

do an a or ¢, the resulting tree is shown on the right of Fig. 4, using the same notation.
We can now establish the main result of this subsection.

» Lemma 20. Suppose e € Eor. Then u(e) = Pri[PathReach(M™, e)].

Proof. In G, each edge in the tree is an M-event «, accompanied by the probability value
Pr(a). Hence the probability of a path is fixed to be the product of the probabilities of the
labels of the edges encountered on the path. Let V' be the set of nodes in the finite tree
consisting of nodes that are not dead leaf nodes. In what follows, p ranges over V’. Clearly,
the root node pg is in V’. We now define the probability associated with a node p, denoted
Pr,, to be the sum of the probabilities of the paths leading from p to live leaf nodes. By
convention, the probability associated with a live leaf node is 1. We claim that Pr,, = u(e).

To prove the claim, we first associate the partial order (c,, <) with each node p where
¢, = ¢o \ EV(&,) with £, being the unique path from py to p in G.. Next, for each p € V’,
we let ht, be the length of the longest path from p to a live leaf node. We now wish to show
by induction on ht, that Pr, = He,ecp Pr(X(€")) if ¢, # 0 and Pr, = 1 otherwise. If we
do so, then Pr,, = u(e) will follow at once. To start with, let p be a live leaf node. Then
ht, = 0 and Pr, = 1 by convention.

Next, suppose ¢, # 0 and m(§,) = a. We consider two cases. First assume there
exists ¢/ € min(c,) such that a = act(e’). Then p has a unique child node p’ with (¢, <)
as the associated partial order satisfying ¢ = ¢\ {e’}. All other successor nodes of p
will be dead leaf nodes. Now, every path from p to a live leaf node consists of the edge
(p,, p') followed by a path from p’ to a live leaf node. This implies Pr, = Pr(A(e')) - Pr,.
By the induction hypothesis, Pr, = [[,.c., Pr(A(e”)). However ¢, = ¢, \ {€’} implies
Pr,=Pr(A€)) - 1] Pr(A(e") = He,e% Pr(A(e')) as required.

Next, assume there does not exist ¢/ € min(c) such that a = act(e’). Let the set of

" -
e’'ecy

successors of p be {p/, ph, ..., p,} and {B1, B2, ..., B} such that p =N p; for 1 <4 < k. Then
every path from p to a live leaf node is an edge (p, 8, p;) followed by a path from p} to that
live leaf node for some 4. This implies that Pr, = >, ,; Pr(8;) - Pry. But then (c,, <)
is the partial order associated with each p; by the construction of Ge. Hence, by induction
hypothesis, Pr,, =[], c. Pr(A(e)). Let t = [[..c. Pr(A(€')). Then Pr, =3, _, . Pr(B:)-t.
But then )", ., Pr(58;) = 1. Hence Pr, =t as required. <

5.2 All Complete Strategies Achieve the Same Value

We now lift Lem. 20 to Eor, i.e. show that > . u(e) = U, cp,, Pris[PathReach(M™, e)].
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First, we observe that T'S™ naturally inherits a probability measure from M7™. To
see this, by the definition of T'S™ we are assured that pgp;---p, is a path in M™ iff
0~ p1- - P1 —2 py is a path in T'S™ where the sequence of M-events ajas - - - v, is
uniquely determined by the sequence p1ps - - - pn. As a result, the o-algebra generated by the
(cylinder set of) finite paths of T'S™ will be in a bijective relation with the usual o-algebra
generated by the finite paths of M™. Consequently, we can transfer the probability measure
Prii; to a probability measure over the o-algebra of T'S™. By abuse of notation, we shall
denote this measure too as Pri, in what follows.

Now consider ¢ € For and G, the finite tree constructed in the previous subsection.
Let Paths, be the set of branches from the root node to the live leaf nodes in G.. Fur-
ther, let CS(€) be the cylinder set of the finite path £ in T'S™. Then from the proof of
Lem. 20 it follows that Prj,[PathReach(M™, e)] = Priy[Uccpaims, CS(§)]. Consequently,
PrilOT] = Ueeror Uscpatns, CS(€). Since E is a countable set, this probability value is
well-defined. To show that this value is the same for all complete strategies, we establish
that U.c g, Usepatns, CS(6) =2 ccp. . #(€). The key to doing this is the next result.

» Lemma 21. Let e1,e5 € Eor such that e; # eo. Then ey # es.

Proof. Let e; = [a1ag -+ ay] and ea = [B102 -+ Bm]- If e1 < ea, then there exists i < n such
that ev(B1082 - - ;) = e1. But this contradicts the requirement that c, is the first M-event
in the sequence ajas - - o, with v, (p) € T where o; = (u;,a;,v;) for 1 < j < n. Thus
e1 £ eo and similarly e £ e;. Next suppose e; co es.

Then c¢12 = Je; U les is a configuration. To see this, let  and y be events such that
x € ¢12 and y < x. Suppose x € le;. Then y € ey C c15. Similarly, z € Jes implies that
y € c12. Next, suppose that  # y. Then, it can not be the case that x,y are both in Je; or
Jes since both Je; and |e; are configurations and hence conflict-free. Hence, assume that
x € leg and y € les. Then x < e; and y < e, which implies that e; # es, contradicting
e1 co es. Thus c;15 indeed is a configuration.

This implies that Je; 1 lea. Hence by the last part of Prop. 12, there exist M-event
sequences y1vz - -y, @jah---al,, and 8155 - B, such that (i) y1y2---nojay o, ~
rag -, (1) y1v2 - MBLIBy - By & PPz Bm, and (iii) o) I B} for 1 < i < n' and
1 <j <m'. Since [aqas---a,] and [152 -+ Bm] are both prime traces we must have
al, = a, and B, = B,,. This leads to a, I (,,, which is a contradiction since p €
loc(act(ar,)) Nloc(act(Bm)) and hence ay, D By, <

> Lemma 22. Priy[OT] =3 p pule).

Proof. We have Pri[OT] = Pri (U.cg,, Uscpatns, CS(€)] from the remarks preceding
Lem. 20, where Paths, is the set of branches from the root node to live leaf nodes in G,
the finite tree constructed in the proof of Lem. 20. Let e1,es € FEop such that e; # es.
Then e; # e2 by Lem. 21. Let & € Paths., and & € Pathse,. Then from the definition
of Paths. it follows directly that C'S(&1) N CS(&) = . This implies that Pri,[OT] =

ZeGEoT Priv [UgePathse CS(€)]. From Lem. 20 we get Pri[OT] = ZeeEQT uie). <

This at once leads to our main result.

» Theorem 23. Let m and @' be two deterministic complete strategies for the CMDP M.
Then Pri (O T] = Priy, [¢ 1.

Combined with Lem. 10, we have that in order to compute the optimal local reachability
value, we can confine ourselves to complete strategies and from among them, greedily choose
one.
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6 Implementation and Experimental Evaluation

We implemented a prototype tool and evaluated it on a few models, as we describe in
the following. The tool is written in Java and based on PET [22]. It uses PRISM [18] to
parse models. We used the pure-Java library oj! Algorithms to solve linear programs. We
empirically validated the soundness of our implementation by comparing its output on about
20 models to the results of Storm [8] in its sound, exact mode. The tool, its source code, all
used models, and further models can be obtained from [23].

6.1 Algorithm Description

Our tool (i) provides a syntactic over-approximation for checking the CD property, and
(ii) computes the maximal reachability probability of a local reachability set, assuming
that the input MDP is a CMDP. In the interest of space, we only sketch the computation
procedure here. More details and a formal description can be found in App. A. Intuitively,
the goal is to construct only the part of the system that is reached by one specific complete
strategy, chosen as follows. First, we heuristically fix a priority over the set of actions. Then,
we begin exploring the global FMDP by starting in the initial state, picking the available
action with the highest priority, and determine all its stochastic successors. We repeat this
process for the discovered successors until a fixpoint of states is reached. One must however
ensure that this greedy prioritization avoids neglecting an available action forever. To this
end, we check in each bottom maximal end component whether any available action is never
chosen. If so, we pick, for each bottom component, the constantly omitted action with
highest priority and explore as above. Eventually, this process will terminate with no bottom
MECs having any omitted action. Then, we determine the maximal reachability probability
of the target local state on the constructed subsystem. In our implementation we use the
standard linear program for reachability (see, e.g., [2, Thm. 10.105]). We note that for the
computation, CD is only required for correctness, not for termination.

Our implementation is quite simplistic and can be optimized in multiple ways. In
particular, the priority order of actions will have a large influence on the size of the resulting
subsystem, and this could be significantly improved by intelligent adaptive techniques and
learning-based approaches. However, our current heuristical ordering already provides
convincing results. Hence we did not explore this issue further.

6.2 Setup and Results

We consider four types of models, each of which was either constructed from scratch or
obtained by adapting an existing model to fit into our framework. Unfortunately, most models
of the PRISM benchmark suite [19] are not immediately CD and one needs to examine which
ones can be adapted to fit into our framework, which we leave for future work. We provide a
brief intuitive description of the models we used. The concrete specification in the PRISM
modelling language can be found in [23]. The sync model consists of 20 processes running in
parallel, each repeatedly tossing a (biased) coin and progressing when head is obtained, and
finally synchronizing on a common action with all other processes to reach their final states.
We next consider a variant of the classical dining philosophers, where philosophers alternate
between eating and thinking. In our variant, the thinking process of each philosopher has
several (probabilistic) steps with each philosopher initially “musing” and eventually becoming
“enlightened” or “bewildered”, and we seek the probability of one philosopher achieving
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Table 1 Overview of results for our four models. From left to right, we list the model name,
its overall size (as reported by Storm), the runtime of Storm with sparse and symbolic engine,
respectively, the size of the reduced model constructed by our tool, and the overall runtime of our
tool. T/O denotes a runtime of over 5 minutes. We also carried out a comparison to PRISM,
however Storm was faster in all cases.

Model Size  Storm-sparse Storm-symbolic Reduced Size  Our Tool
sync 2.1-10 17s 2s 22 2s
philosophers 8.6-10° T/O T/O 3264 4s
production 6.6-107 T/0O T/O 11669 8s
scheduling 2.8-10%° T/O T/O 111 <1s
scheduling (large) 77 T/O T/O 1021 3s

enlightenment. The production model comprises a production network where resources
are used to assemble (through several steps) a final product. Resources have a chance of
becoming exhausted every time they are mined and we are interested in the probability
of producing a given quantity of the final product. Finally, scheduling models a central
process C' which proceeds in ten stages. In stage 7, the process needs to synchronize with
the process p; to proceed to stage i + 1. The sub-processes are independent, but may fail to
complete. We are interested in the probability of the central process finishing the final stage.
For scalability analysis, we also consider a “large” variant where C has 20 stages and each p;
has 50 sequential steps.

We executed our tool on standard hardware and compared our results with those obtained
using the model checker Storm. We considered both the default sparse as well as symbolic
engines of Storm and otherwise let Storm run in its default configuration. Notably, we did
not require exact or sound results (i.e. Storm could decide to use classical, unsound value
iteration), while our tool computed correct, exact results using linear programming (up to
floating point precision). We summarize our findings in Table 1. One can see that our (basic,
unoptimized) approach significantly outperforms existing approaches on the chosen models.
This improvement is due to our method being able to avoid visiting a lot number of “useless”
states by not exploring every interleaving. On the “large” variant of scheduling, Storm fails
to even output a state count, which we estimate to be of the order of 502" (~ 103%).

7 Conclusion

We introduced a class of factored MDPs where through the notion of locations, we cleanly
separate the causality, concurrency, and conflict relations between the stochastic events in
the system. This leads to an event structure semantics for our FMDPs. We mainly used this
representation to provide the basis for a powerful partial order based quantitative analysis
technique for CMDPs, a natural subclass of FMDPs.

In the future, we plan to study the class of CMDPs from the standpoint of expressiveness.
In particular it will be interesting to separate CMDPs from FMDPs that inherently do not
have the CD property but are unavoidable in practice. Here we suspect that the property
called confusion-freeness will play an important role [30]. We also wish to emphasize that the
class of FMDPs we identify and their event structure semantics are of independent interest.
In particular, it opens up the possibility of using techniques such as finite prefixes of event
structures [11] and stubborn sets [15] to analyze FMDPs. These techniques can be applied
for model checking the FMDPs for probabilistic temporal logical specifications. To secure
the foundations for doing so, the probability measure for events structures that was alluded
to at the end of Sec. 4 will need to be fleshed out.
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Our experiments suggest that the presented method has significant potential for practical

applicability, especially in light of the fact that the method itself can be improved and
extended in multiple ways; for instance, by considering reachability properties for a small
number of components or by formulating weaker versions of the CD property.
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A  Algorithm Description

In this section, we provide a more detailed description of our algorithmic approach. We
assume that we are given the description of each process in an MDP network. As mentioned
above, our tool reads models given in the PRISM language, which introduces additional
modes of synchronization. For example, guards and updates can read the value of other
processes’ states without explicitly synchronizing with them.

Checking Causal Determinacy

To syntactically check whether a given model is CD, we check for every local state of every
process and every pair of actions available for that process that the intersection of the
action guards is empty. This directly implies that the model is CD. However, this is also an
over-approximation, since a potential violation might not be reachable in the actual system.
All models except the philosophers model directly satisfy this simple syntactic property.
For the model, philosophers model we verified the CD property by manual inspection.

Constructing a Complete Strategy

As mentioned in the main body, our first goal is to heuristically fix a priority order on
the available actions. To this end we first record all “dependencies” between processes, i.e.
whenever a process reads from or synchronizes with another process, we add an edge in the
module dependency graph. Then, starting from the process for which we have the local
reachability query, we explore this dependency graph in a breadth-first fashion and order the
processes according to this search. We then derive the action priority as follows: We iterate
over the processes in the above order, and consider each action this process is involved in
which has not yet been processed (i.e. all actions a for which the current module has the
highest priority among all processes in loc(a)). These actions are then sorted according to
the process with the lowest priority among all of those involved with the action, i.e. loc(a).
This then gives us the overall priority ordering over all actions appearing in the system.
The second part then is to construct a sub-system of the global FMDP which contains
at least one complete strategy. By computing the maximal reachability probability on this
sub-system, we obtain the overall maximal reachability probability, as any complete strategy
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is optimal under CD. To this end, we start in the global initial state and explore the graph

induced by the following rule: (i) In a state s, compute the set of available actions Act(s).

(ii) Among those actions, pick the action with the highest priority according to the determined
order. (iii) Return the set of successors under this action. We fully explore the system
induced by this transition relation using BFS. In other words, we explore the sub-system
induced by greedily following actions according to our priority order.

As already mentioned, this alone does not guarantee that we get a complete strategy:
For example, it might be the case that the highest priority action a available in some state s
simply self-loops, but another action b (with lower priority) would lead to a new successor
s’. To ensure this, we determine the set of bottom maximal end components, i.e. all regions
where the strategy we are following is “looping”. Let R be a set of states forming such an
end component in the explored sub-system and for every state s let A(s) the action we chose
according to our greedy rule. We then compute A(R) = Jgcp Act(s) \ Uger A(s). When
A(R) = (), we are finished with the end component R. If not, we pick for each bottom end
component R with A(R) # @ the action with the highest priority from A(R) according to
our priority rule and again apply the exploration rule from above.

Correctness

We argue that the subsystem explored in this way contains a complete strategy, independent
of the action priority used, by explicitly constructing one. Let B the set of states in bottom
maximal end components in the explored sub-system. Let 7 a strategy that (i) reaches B
with probability 1 and (ii) uses each action available in B infinitely often with probability 1
(e.g., by using round-robin memory). Such a strategy exists due to standard results on the
properties of end components [2, Chapter 10], [6]. We claim that this strategy is complete.

Assume for contradiction that it is not, i.e. the set of incomplete paths under this strategy
has non-zero measure. Since the set of state-action pairs is finite, there exists at least one
pair (s, a) which is “responsible” for the incompleteness. In other words, under the strategy
we reach (after a finite number of steps) a state s where a is available, but from that point
onward we never see a with some non-zero probability. Formally, there exists (s,a) and
index i such that P = {o |s = 0; AVj >i. A(p, j) # a} has non-zero measure (where A(p, j)
denotes the action in path p at step j). Observe that by the CD condition, for the paths in
‘P the action a is available at all subsequent states after i.

Next, let Inf(p) C S the set of states visited infinitely often by path p. Consider the
(finite) partitioning of P by Inf, i.e. grouping runs that visit the same set of states infinitely

often. By additivity of Prl,, there exists at least one partition S, that has non-zero measure.

Thus, by the definition of 7, S is a subset of B: Almost all paths under 7 end up in B, so
there can be no non-zero measure set that does not.

To conclude, recall that a is available on all states of all paths in P, including all paths in
Soo- Let R a maximal bottom end component in the explored subsystem (i.e. R C B) with a
non-empty intersection with S... By the definition of 7, almost all paths of P that end up
in R visit all states of R infinitely often. Together, a must be available in all states of R, but
is never chosen by the strategy m. However, by construction, we would have explored a, as it
is an available action in a bottom end component of the subsystem. Concretely, we have
that A(R) is not empty, hence we would explore further, contradicting that R is a bottom
end component. This concludes the proof.
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B Proof of Lemma 10

» Lemma 10. There exists a deterministic, complete strategy m € Il which achieves the
optimal value, i.e. Pri[OT] = sup,.cp Pri,[OT].

Proof. We show this by arguing that an optimal, possibly non-complete strategy can be
modified into a complete one without losing any reachability probability. To this end, let 7 a
memoryless deterministic strategy that achieves the optimal value. Assume this strategy is
incomplete. We now show how to extend it to a complete strategy. Consider the bottom
strongly connected components B = {Bjy,..., By} in the induced Markov chain M™. With
probability 1, these are eventually reached (i.e. Pri,[CJ B;] = 1), and, likewise, once in
a BSCC B;, every state within it is reached with probability 1 [2, Chp. 10]. Consider the
following strategy 7’: Follow 7, waiting until one of the BSCCs B; is reached. Meanwhile,
track a set of actions A. At each state s, add all actions Act(s) to A and then remove 7 (s).
In other words, A tracks all actions that were available but have not been played since they
became available. Then, wait until every state in B; was seen at least once. Until now, 7’
has behaved exactly as m and has only stored a bounded amount of information.

At this stage 7’ switches to a different behaviour. Store the set of actions A which have
not been played to A’ and clear A. By CD, all actions in A are still available. So, 7’ chooses
the actions in A’ one by one, and, in the meantime, keeps updating A as before. Once A’
is empty, again A is copied to A’, A is cleared and the whole process is repeated. (If A is
empty at this stage, 7 simply picks any action.)

This strategy clearly reaches every state that 7 reaches with at least the same probability,
since ' only deviates from 7 once all states that m can see have been encountered. In
addition, this strategy is complete since every action that is available is played within a finite
number of steps with probability 1. |
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We introduce a DeGroot-based model for opinion dynamics in social networks. A community of

agents is represented as a weighted directed graph whose edges indicate how much agents influence
one another. The model is formalized using labeled transition systems, henceforth called opinion
transition systems (OTS), whose states represent the agents’ opinions and whose actions are the
edges of the influence graph. If a transition labeled (¢, j) is performed, agent j updates their opinion
taking into account the opinion of agent 7 and the influence ¢ has over j. We study (convergence
to) opinion consensus among the agents of strongly-connected graphs with influence values in the
interval (0,1). We show that consensus cannot be guaranteed under the standard strong fairness
assumption on transition systems. We derive that consensus is guaranteed under a stronger notion
from the literature of concurrent systems; bounded fairness. We argue that bounded-fairness is
too strong of a notion for consensus as it almost surely rules out random runs and it is not a
constructive liveness property. We introduce a weaker fairness notion, called m-bounded fairness,
and show that it guarantees consensus. The new notion includes almost surely all random runs and
it is a constructive liveness property. Finally, we consider OTS with dynamic influence and show
convergence to consensus holds under m-bounded fairness if the influence changes within a fixed
interval [L,U] with 0 < L < U < 1. We illustrate OTS with examples and simulations, offering
insights into opinion formation under fairness and dynamic influence.
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Social networks have a strong impact on opinion formation, often resulting in polarization.
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based on these interactions. Modeling these dynamics enables us to glean insights into how
opinions form and spread within social networks.
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The models of social learning aim to capture opinion dynamics in social networks [36].
The DeGroot model [14] is one of the most prominent formalisms for social learning and
opinion formation dynamics, and it remains a continuous focus of study in social network
theory [21]. A given community is represented as a weighted directed graph, known as the
influence graph, whose edges indicate how much individuals (agents) influence one another.
Each agent has an opinion represented as a value in [0, 1], indicating the strength of their
agreement with an underlying proposition (e.g., “ AT poses a threat to humanity”). Agents
repetitively revise their opinions by averaging them with those of their contacts, taking into
account the influence each contact holds. (There is empirical evidence validating the opinion
formation through averaging of the model in controlled sociological experiments, e.g., [10].) A
fundamental theoretical result of the model states that the agents will converge to consensus
if the influence graph is strongly connected and the agents have non-zero self-influence (puppet
freedom) [21]. The significance of this result lies in the fact that consensus is a central
problem in social learning. Indeed, the inability to reach consensus is a sign of a polarized
community.

Nevertheless, the DeGroot model makes at least two assumptions that could be overly
constraining within social network contexts. Firstly, it assumes that all the agents update
their opinions simultaneously (full synchrony), and secondly, it assumes that the influence of
agents remains the same throughout opinion evolution (static influence). These assumptions
may hold in some controlled scenarios and render the model tractable but in many real-world
scenarios individuals do not update their opinions simultaneously [29]. Instead, opinion
updating often occurs asynchronously, with different agents updating their opinions at
different times. Furthermore, individuals may gain or lose influence through various factors,
such as expressing contrarian or extreme opinions [20].

In this paper, we introduce an asynchronous DeGroot-based model with dynamic influence
to reason about opinion formation, building upon notions from concurrency theory. The
model is presented by means of labeled transition systems, here called opinion transition
systems (OTS). The states of an OTS represent the agents’ opinions, and the actions (labels)
are the edges of the influence graph. All actions are always enabled. If a transition labeled
with an edge (i, j) is chosen, agent j updates their opinion by averaging it with the opinion
of agent i weighted by the influence that this agent carries over j. A run of an OTS is an
infinite sequence of (chosen) transitions.

We shall focus on the problem of convergence to opinion consensus in runs of the OTS,
assuming strong connectivity of the influence graph and puppet freedom. For consensus to
make sense, all agents should have the chance to update their opinions. Therefore, we need
to make fairness assumptions about the runs. In concurrency theory, this means requiring
that some actions be performed sufficiently often.

We first show that contrary to the DeGroot model, consensus cannot be guaranteed for
runs of OTS even under the standard strong fairness assumption (i.e., that each action occurs
infinitely often in the run) [22, 27]. This highlights the impact of asynchronous behavior on
opinion formation.

We then consider the well-known notion of bounded fairness in the literature on verification
of concurrent systems [16]. This notion requires that every action must be performed not
just eventually but within some bounded period of time. We show that bounded-fairness
guarantees convergence to consensus. This also gives us insight into opinion formation
through averaging, i.e., preventing unbounded delays of actions (opinion updates) is sufficient
for convergence to consensus.
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Nevertheless, bounded fairness does not have some properties one may wish in a fairness

notion. In particular, it is not a constructive liveness property in the sense of [34, 33].

Roughly speaking, a fairness notion is a constructive liveness property if, while it may require
that a particular action is taken sufficiently often, it should not prevent any other action
from being taken sufficiently often. Indeed, we will show that preventing unbounded delays
implies preventing some actions from occurring sufficiently often.

Furthermore, bounded-fairness is not random inclusive. A fairness notion is random
inclusive if any random run (i.e., a run where each action is chosen independently with
non-zero probability) is almost surely fair under the notion. We find this property relevant
because we wish to apply our results to other asynchronous randomized models whose runs
are random and whose opinion dynamics can be captured as an OTS.

We therefore introduce a new weaker fairness notion, called m-bounded fairness, and show
that it guarantees consensus. The new notion is shown to be a constructive liveness property
and random inclusive. We also show that consensus is guaranteed under m-bounded fairness
even if we allow for dynamic influence as long as all the changes of influence are within a
fixed interval [L,U] with 0 < L < U < 1.

All in all, we believe that asynchronous opinion updates and dynamic influence provide
us with a model more faithful to reality than the original DeGroot model. The fairness
assumptions and consensus results presented in this paper show that the model is also
tractable and that it brings new insights into opinion formation in social networks. To the
best of our knowledge, this is the first work using fairness notions from concurrency theory
in the context of opinion dynamics in social networks.

Furthermore, since m-bounded fairness is random inclusive, our result extends with
dynamic influence the consensus result in [17] for distributed averaging with randomized
gossip algorithms. Distributed averaging is a central problem in other application areas, such
as decentralized computation, sensor networks and clock synchronization.

Organization. The paper is organized as follows: In Section 2, we introduce OTS and the
consensus problem. Initially, to isolate the challenges of asynchronous communication in
achieving consensus, we assume static influence. In Section 3, we identify counter-examples,
graph conditions, and fairness notions for consensus to give some insight into opinion dynamics.
In Section 4, we introduce a new notion of fairness and state our first consensus theorem.
Finally, in Section 5, we add dynamic influence and give the second consensus theorem.

The detailed proofs are included in a related technical report [7]. The Python code used to
produce OTS examples and simulations in this paper can be found in the following repository:
https://github.com/promueva/Fairness-and-Consensus-in-Opinion-Models.

2 The Model

In the standard DeGroot model [14], agents update their opinion synchronously in the
following sense: at each time unit, all the agents (individuals) update simultaneously their
current opinion by listening to the current opinion values of those who influence them. This
notion of updating may be unrealistic in some social network scenarios, as individuals may
listen to (or read) others’ opinions at different points in time.

In this section, we introduce an opinion model where individuals update their beliefs

asynchronously; one agent at a time updates their opinion by listening to the opinion of one
of their influencers.
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2.1 Opinion Transition Systems

In social learning models, a community is typically represented as a directed weighted
graph with edges between individuals (agents) representing the direction and strength of the
influence that one has over the other. This graph is referred to as the Influence Graph.

» Definition 1 (Influence Graph). An influence graph is a directed weighted graph G = (A, E, I)
with A = {1,...,n}, n > 1, the vertices, E C A% — Ida the edges (where Ida is the identity
relation on A) and I : E — (0, 1] the weight function.

The vertices in A represent n agents of a given community or network. The set of edges
E represents the (direct) influence relation between agents; i.e., (i,j) € E means that agent ¢
influences agent j. The value (3, j), for simplicity written I(; ;) or I;; , denotes the strength
of the influence: a higher value means stronger influence.

Similar to the DeGroot-like models in [21], we model the evolution of agents’ opinions
about some underlying statement or proposition, such as, for example, “human activity has
little impact on climate change” or “Al poses a threat to humanity”.

The state of opinion (or belief state) of all the agents is represented as a vector in [0, 1]‘A|.
If B is a state of opinion, B[i] denotes the opinion (belief, or agreement) value of agent i € A
regarding the underlying proposition: the higher the value of B[], the stronger the agreement
with such a proposition. If B[i{] = 0, agent ¢ completely disagrees with the underlying
proposition; if B[i] = 1, agent ¢ completely agrees with the underlying proposition.

The opinion state is updated as follows: Starting from an initial state, at each time unit,
one of the agents, say j, updates their opinion taking into account the influence and the
opinion of one of their contacts, say i. Intuitively, in social network scenarios, this can be
thought of as having an agent j read or listen to the opinion of one of their influencers ¢ and
adjusting their opinion B[j] accordingly.

The above intuition can be realized as a Labelled Transition System (LTS) whose set of
states is S = [0, 1]l4] and set of actions is E.

» Definition 2 (OTS). An Opinion Transition System (OTS) is a tuple M = (G, Binit, —)
where G = (A, E, I) is an influence graph, Bini; € S = [0,1]14] is the initial opinion state,
and -C S x E xS is a (labelled) transition relation defined thus: (B, (i,j),B’) €—, written

B M) B’, iff for every k € A,
B'[k] = {EUH(BM ~BUDL; k=i .
4] otherwise

If B 5 B’ we say that B evolves into B’ by performing (choosing or executing) the action e.

A labeled transition B % B’ represents the opinion evolution from B to B’ when
choosing an action represented by the edge (7,j). As a result of this action, agent j updates
their opinion as B[j] + (B[i] — B[j])I;;, thereby moving closer to the opinion of agent i.
Alternatively, think of agent ¢ as pulling the opinion of agent j towards B[i]. The higher the
4, the closer it gets. Intuitively, if I;; < 1, it means that agent j is
receptive to agent i but offers certain resistance to fully adopting their opinion. If I;; = 1,

influence of i over j, I;

agent j may be viewed as a puppet of i who disregards (or forgets) their own opinion to
adopt that of 4.

» Remark 3. In Def. 1, we do not allow edges of the form (j,7). In fact, allowing them
would not present us with any additional technical issues, and the results in this paper
would still hold. The reason for this design choice, however, has to do with clarity about
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the intended intuitive meaning of a transition. Suppose that B U9 B/ Since B 7] =

B[j] + (B[i] — B[j])I;; = Bj](1 — I;) + B[i]I;;, agent j gives a weight of I;; to the opinion
of ¢ and of (1 — I;;) to their own opinion. Therefore, the weight that j gives to their opinion
may change depending on the agent i. Thus, allowing also a fixed weight I;; of agent j to
their own opinion may seem somewhat confusing to some readers. Furthermore, for any

B € S we would have B M B regardless of the value I;; thus making the actual value
irrelevant. Notice also we do not require the sum of the influences over an agent to be 1.

2.2 Runs and Consensus

We are interested in properties of opinion systems, such as convergence to consensus and
fairness, which are inherent properties of infinite runs of these systems.

» Definition 4 (e-path, runs and words). An execution path (e-path) of an OTS M =
(G, Binit, =), where G = (A, E,I), is an infinite sequence 1 = BoegBiey ... (also written
By, =% B, & ... ) such that By Lty Bii1 for each t € N. We say that e; is the action
performed at time t and that By is the state of opinion at time t. Furthermore, if Bg = Binit
then the e-path w is said to be a run of M.

An w-word of M is an infinite sequence of edges (i.e, an element of E*). The sequence
Wy = epeq ... is the w-word generated by w. Conversely, given an w-word w = ej.€} ... the

. . . € €
(unique) run that corresponds to it is m, = Binit — B1 — ...

» Remark 5. The uniqueness of the run that corresponds to a given w-word is derived from
the fact that an OTS is a deterministic transition system!. This gives us a one-to-one
correspondence between w-words and runs, which allows us to abstract away from opinion
states when they are irrelevant or clear from the context. In fact, throughout the paper, we

will use the terms w-words and runs of an OTS interchangeably when no confusion arises.

It is also worth noting that in OTS, any action (edge) can be chosen at any point in an
execution path; that is, all actions are enabled.

Consensus is a property of central interest in social learning models [21]. Indeed, failure
to reach a consensus is often an indicator of polarization in a community.

» Definition 6 (Consensus). Let M = (G, Binit, =) be an OTS with G = (A, E,I) and
7 = Binit - B; =% ... be a run. We say that an agent i € A converges to an opinion value
v € 1[0,1] in m if limy_, o, B¢[i] = v. The run m converges to consensus if all the agents in A
converge to the same opinion value in 7.

Furthermore, B is said to be a consensual state if it is a constant vector; i.e., if there
exists v € [0,1] such that for everyi € A, Bli] = v.

» Example 7. Let M = (G,Binit, —) where G is the influence graph in Fig. la and
Binis = (0,0.5,1). If we perform a on By, we obtain By — B1 = (0.0,0.25,1.0).

Consider the word w = (abed)®. Then 7, = Bini < (0.0,0.25,1.0) % (0.125,0.25,1.0) <
(0.125,0.625, 1.0) 4, (0.125,0.625,0.8125) =% .. .. Fig. 1b suggests that 7, indeed converges
to consensus (to opinion value 0.5). A more complex example of the evolution of opinions
from a randomly generated graph with eleven agents is illustrated in Fig. 1c.

1 While the actions in a run can be seen as being chosen non-deterministically by a scheduler, an OTS
is a deterministic transition system in the sense that given a state B and an action e, there exists a

unique state B’ such that B 5B
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(@) OTS with (b) Opinion evolution for the run that (c) Opinion evolution of a run of an OTS
influence  graph corresponds to (abed)® of the OTS in with a G = (A, E,I), A = {1,...,11},
with agents A = Fig. la. Each plot corresponds to the I. = 0.5 for each e € FE, Binit =
{1,2,3}, edges opinion evolution of the agent with the (0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0).
E = {a,b,c,d}, same color. Each edge of G was generated with prob.
influence I, = 1/2 0.3. The edges of the (partial) run were
for all e € E and uniformly chosen from FE.

Binit = (0,0.5,1).

Figure 1 Run examples for OTS in Fig. 1la and randomly-generated OTS in Fig. lc.

The examples above illustrate runs that may or may not converge to consensus. In the
next section, we identify conditions on the influence and topology of graphs and on the runs
that guarantee this central property of opinion models.

3 Strong Connectivity, Puppet-Freedom and Fairness

In this section, we discuss graph properties, as well as fairness notions and criteria from the
literature on concurrent systems that give us insight into how agents converge to consensus in
an OTS. For simplicity, we assume an underlying OTS M = (G, Bipit, —) with an influence
graph G = (A, E,I). We presuppose basic knowledge of graph theory and formal languages.

3.1 Strong Connectivity

As in the DeGroot model, if there are (groups of) agents in G that do not influence each other
(directly or indirectly) and their initial opinions are different, these groups may converge
to different opinion values. Consider the example in Fig. 2 where the groups of agents
G1 = {1,2} and G2 = {5,6} do not have external influence (directly or indirectly), but
influence the group Gs = {3,4}. Each group is strongly connected within; their members
influence each other. The agents in (G; converge to an opinion, and so do the agents in G,
but to a different one. Hence, the agents in both groups cannot converge to consensus. The
agents in G3 do not even converge to an opinion because they are regularly influenced by
the dissenting opinions of GG; and Gs.

The above can be prevented by requiring strong connectivity, i.e., there must be a path
in G from any other to any other. Recall that a graph path from i to j of length m in G
is a sequence of edges of E of the form (i,71)(i1,42) ... (im—1,7), where the agents in the
sequence are distinct. We shall refer to graph paths as g-paths to distinguish them from
e-paths in Def. 4. We say that agent ¢ influences agent j if there is a g-path from i to j in G.
The graph G is strongly connected iff there is a g-path from any agent to any other in G.
Hence, in strongly-connected graphs, all agents influence one another.
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(0.4,0.5,0.45,0.55, evolution of the agent with the same

0.5,0.6). color in Fig. 2a.

Figure 2 Run examples for OTS in Fig. la and Fig. 2a.

3.2 Puppet-Freedom

Nevertheless, too much influence may prevent consensus. If B M B’ and I;; = 1, agent
j behaves as a puppet of i forgetting their own opinion and adopting that of j. Fig. 2c
illustrates this for the strongly-connected graph in Fig. la but with I;; = 1 for each (¢,j) € E:
Agents 1 and 3 use Agent 2 as a puppet, constantly swaying his opinion between 0 and 1.
We therefore say that the influence graph G is puppet free if for each (i,5) € E, I;; < 1.

3.3 Strong Fairness

In an OTS, if G is strongly connected but a given edge is never chosen in a run (or not
chosen sufficiently often), it may amount to not having all agents influence each other in
that run, hence preventing consensus. For this reason, we make some fairness assumptions
about the runs.

In the realm of transition systems, fairness assumptions rule out some runs, typically
those where some actions are not chosen sufficiently often when they are enabled sufficiently
often. There are many notions of fairness (see [5, 19, 25] for surveys), but strong fairness
is perhaps one of the most representative. As noted above, every action e € E is always
enabled in every run of an OTS. Thus, in our context, strong fairness of a given OTS run
(w-word) amounts to requiring that every action e occurs infinitely often in the run.

» Definition 8 (Strong fairness). Let w be an w-word of an OTS. We say that w is strongly
fair if every e € E occurs in every suffix of w.

Notice that the graph from Ex. 7 is strongly connected and puppet free, and the w-word
w = (abed)¥ is indeed strongly fair and converges to consensus. Nevertheless, puppet freedom,
strong fairness, and strong connectivity are not sufficient to guarantee consensus.

» Proposition 9. There exists (G, Binit, =), where G is strongly connected and puppet free,
with a strongly-fair run that does not converge to consensus.

The proof of the existence statement in Prop. 9 is given next.
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(a) Opinion evolution of the OTS from Fig. 1a for (b) Opinion evolution of the OTS from Fig. la for
the w-word u = (a"bc"d) e+ U = 0.75, L = 0.25 and the w-word w from Cons.
10.

Figure 3 Run examples for OTS in Fig. la.

» Construction 10 (Counter-Example to Consensus). Let M = (G, Binit, =) be an OTS where
G is the strongly-connected puppet-free influence graph in Fig. 1a and Bin s any state of
opinion such that Bipnit[1] < Binit[2] < Binit[3]. We have A ={1,2,3} and E = {a,b,c,d}.
We construct an w-word w such that m,, does not converge to consensus with the following
infinite iterative process. Let U and L be such that Binit[1] < L < Binit[2] < U < Bipit[3].

Process: (1) Perform a non-empty sequence of a actions with as many a’s as needed until
the opinion of Agent 2 becomes smaller than L. (2) Perform the action b. (3) Perform a
non-empty sequence of ¢’s with as many c’s as needed until the opinion of Agent 2 becomes
greater than U. (4) Perform the action d. The result of this iteration is a sequence of the
form aTbctd. Repeat steps 1-4 indefinitely.

The above process produces the w-sequence w = wy - ws - ... of the form (a*bctd)®, where
each w; = a™bc™d is the result of the i-th iteration of the process and n; > 0 and m; > 0
are the number of a’s and ¢’s in such interaction. (The evolution of the opinion of run m,,
with U = 0.75, L = 0.25 and Binit = (0,0.5, 1) is dllustrated in Fig. 3b)

Since each action e € E appears infinitely often in w, w is strongly fair. Furthermore,
right after each execution of Step 2, the opinion of Agent 1 gets closer to L, but it is still
smaller than L since the opinion of Agent 2 at that point is smaller than L. For symmetric
reasons, the opinion of Agent 3 gets closer to U, but it is still greater than U. Consequently,
the opinion of Agent 1 is always below L, while the opinion of Agent 3 is always above U
with L < U. Therefore, they cannot converge to the same opinion.

Another w-word for the OTS in Fig. 1a exhibiting a behavior similar to w in Cons. 10,
but whose proof of non-convergence to consensus seems more involved, is u = (a"bc"d)en+ =
up - ug - ..., where each u,, = a™bc"d. (see Fig. 3a). The delay in both w and u to execute d
after b grows unboundedly due to the growing number of ¢’s. More precisely, let #e(v) be
the number of occurrences of e € E in a finite sequence v.

» Proposition 11. Let w = wy - ws - ... be the w-word from Cons. 10 where each w,, has the
form aTbctd. Then for every m € N, there exists t € N such that #c(wpit) > #c(Wp).

The above proposition states that the number of consecutive ¢’s in w grows unboundedly,
and hence so does the delay for executing d right after executing b. To prevent this form of
unbounded delay, we recall in the next section some notions of fairness from the literature
that require, at each position of an w-word, every action to occur within some bounded
period of time.
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3.4 Bounded Fairness

We start by introducing some notation to give a uniform presentation of some notions of
fairness from the literature. We assume |E| > 1; otherwise, all the fairness notions are trivial.

A word w is a possibly infinite sequence over E. A subword of w is either a suffix of w
or a prefix of some suffix of w. Let x be an ordinal from the set w + 1 = NU {w} where w
denotes the first infinite ordinal. A k-word is a word of length k. Recall that each ordinal
can be represented as the set of all strictly smaller ordinals. We can then view a k-word
w = (€;)ier as a function w : k — E such that w(i) = e; for each i € k. A k-word w is
complete if w(k) = E (where w(k) denotes the image of the function w). A k-window u of w
is a subword of w of length . Thus, if kK = w then w is a suffix of w, and if kK € N, u can
be thought of as a finite observation of k consecutive edges in w. We can now introduce a
general notion of fairness parametric in .

» Definition 12 (x-fairness, bounded-fairness). Let w be an w-word over E and k € w+1: w
is k-fair if every k-window of w is complete. Furthermore, w is bounded fair if it is k-fair
for some k € N.

Notice that the notion of strong fairness in Def. 8 is obtained by taking x = wj; indeed, w
is w-fair iff every e € E occurs infinitely often in w. Furthermore, if x = k for some k € NT,
then we obtain the notion of k-fairness from [16]2. Intuitively, if w is k-fair, then at any
position of w, every e € E will occur within a window of length k from that position.

It is not difficult to see that w-fairness is strictly weaker than bounded-fairness, which in
turn is strictly weaker than any k-fairness with k& € N. Let F (k) be the set of all w-words
over E that are k-fair. We have the following sequence of strict inclusions.

» Proposition 13. For every k € N, F(k) C F(k+1) C (U,.cn F(K)) C F(w).

rEN

» Example 14. Let us consider the fair word w from Cons. 10, the counter-example to
consensus. From Prop. 11, the delay for executing action d immediately after executing
action b increases without bound. Thus, for every k, there must be a non-complete k-window
u of w such that d does not occur in u. Consequently, w is not bounded fair.

Not only does bounded fairness rule out the counter-example in Cons. 10, but it also
guarantees consensus, as shown later, for runs of OTS with strongly-connected, puppet-free
influence graphs. Nevertheless, it may be too strong of a requirement for consensus. We,
therefore, introduce a weaker notion that satisfies the following criteria and guarantees
consensus.

Some Fairness Criteria

Let us briefly discuss some fairness criteria and desirable properties that justify our quest for
a weaker notion of fairness that guarantees consensus. An in-depth discussion about criteria
for fairness notions, from which we drew some inspiration, can be found in [34, 33, 19, 5].

Machine Closure. Following [1, 26] one of the most important criteria that a notion of
fairness must meet is machine closure (also called feasibility [5]). Fairness properties are
properties of infinite runs; hence, a natural requirement is that any finite partial run must
have the chance to be extended to a fair run. Thus, we say that a notion of fairness is
machine closed if every finite word u can be extended to a fair w-word u - w.

2 This notion is different from the notion of k-fairness from [9]
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Clearly, k-fairness with k& € N is not machine closed; e.g., the word ¢*d with E = {c,d}
cannot be extended to a k-fair w-word. Nevertheless, bounded fairness is machine closed: Each
k-word u can be extended to a (k + m)-fair word u - (e; ...en)* assuming E = {e1,...,en}.

Constructive Liveness. According to [34], a notion of fairness may require that a particular
action is taken sufficiently often, but it should not prevent any other actions from being
taken sufficiently often. This concept is formalized in [34, 33] in a game-theoretical scenario,
reminiscent of a Banach-Mazur game [28], involving an infinite interaction between a scheduler
and an opponent. The opponent initiates with a word w, then the scheduler appends a finite
word wy to wp. This pattern continues indefinitely, resulting in an w-word w = wg-wy - ws . . ..
A given fairness notion is said to be a constructive liveness property if, regardless of what
the opponent does, the scheduler can guarantee that the resulting w-word is fair under the
given notion.

The notion of bounded fairness is not a constructive liveness property. If an w-word
is bounded fair, it is k-fair for some k > |E| > 1. Let ¢ € E and take as the strategy of
the opponent to choose in each of their turns w, = ¢". Since |E| > 1, then wsy cannot
be a complete k-window. Therefore, the resulting w = wq - wy - wa . .. is not bounded fair,
regardless of the strategy of the scheduler.

It is worth noticing that the above opponent’s strategy is reminiscent of our procedure to
construct an w-sequence in Cons. 10 using the unbounded growth of ¢’s to prevent consensus.

Random Words. Consider a word epe; ... where each edge or action e,, = (4, ) is chosen
from E independently with probability p(; ;) > 0. Let us refer to such kinds of sequences
as random words. We then say that a given notion of fairness is random inclusive if every
random w-word is almost surely (i.e., with probability one) fair under the given notion.

It follows from the Second Borel-Cantelli lemma? that every random word is almost
surely strongly fair. Nevertheless, the notion of bounded fairness fails to be random inclusive:
If a word is bounded fair, it is k-fair for some k > |E|, and thus it needs to have the form
wp - wy ... where each wy, is a complete k-window. Since 1 < |E|, the probability that a
random k window is complete is strictly smaller than 1. Therefore, the probability of a
random word having an infinite number of consecutive complete k-windows is 0.

Random words are important in simulations of our model (see Fig. 1c). Furthermore,
having a notion of fairness that is random inclusive and guarantees consensus will allow us
to derive and generalize consensus results for randomized opinion models, such as gossip
algorithms [17]. We elaborate on this in the related work. We now introduce our new notion
of fairness.

4 A New Notion of Bounded Fairness

A natural way to relax bounded fairness to satisfy constructive liveness and random inclusion
is to require that the complete k-windows need only appear infinitely often: i.e., an w word
w is said to be weakly bounded fair if there exists k € N such that every suffix of w has a
k-window. Nevertheless, as it will be derived later, weak bounded fairness is not sufficient to
guarantee consensus.

3 The lemma states that if the sum of the probabilities of an infinite sequence of events FoFEj ... that are
independent is infinite, then the probability of infinitely many of those events occurring is 1 [31]. Here,
each event Fj, expresses that the edge e occurs at time k& and these events are independent because
each edge (4,7) in a random word is chosen independently with probability p; ;) > 0.
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It turns out that, to guarantee consensus, it suffices to require that a large enough number
m of consecutive complete k-windows appear infinitely often. These consecutive windows are
referred to as multi-windows.

» Definition 15 ((m, <) multi-window). Let w be an w-word over E, m € Nt and k € w + 1.
We say that w has an (m, k) multi-window if there exists a subword u of w of the form
U= Wi wWs-... Wy where each w; is a k-window of w. Furthermore, if each w, in u is
complete, we say that w has a complete (m, k) multi-window. If it exists, the word u is called
an (m, k) multi-window of w.

Notice that because of the concatenation of windows in Def. 15, by construction, no
w-word has a (m,w) multi-window with m > 1: If K = w then m = 1. In this case, the
multi-window is just a window of infinite length of w, i.e., a suffix of w.

» Definition 16 ((m, x)-fairness). Let w be an w-word over E, m € Nt and x € w+ 1. We
say that w is (m, k)-fair if every suffix of w has a complete (m, k) multi-window. We say
that w is m~consecutive bounded fair, or m-bounded fair, if it is (m, k)-fair for some k € N.

Clearly, w is w-fair iff it is (1, w)-fair, and w is weakly bounded fair iff it is 1-bounded w-
fair. Let F(m, k) and F(x) be the sets of w-words that are (m, k)-fair and x-fair, respectively.
We have the following sequence of strict inclusions (assume k, m € NT):

» Proposition 17. F(k) C F(m + 1,k) C F(m,k) C (U,..ny F(m,k)) C F(l,w) = F(w).

KEN
Compliance with Fairness Criteria. Let us consider the criteria for fairness in the previous
section. The notion of m-bounded fairness is machine closed since bounded fairness is stronger
than m-bounded fairness (Prop. 13 and Prop. 17) and bounded fairness is machine closed.

Tt is also a constructive liveness property since (m, k) fairness, for k > |E|, is stronger
than m-bounded fairness (Prop. 17), and it is also a constructive liveness property: A
winning strategy for the scheduler is to choose a complete (m, k)-window at each one of its

turns.
Similarly, m-Bounded Fairness is random inclusive since the stronger notion (m,k)-
Fairness is random inclusive for k£ > |E|. In a random w-word w = wq - wy ... where each w,

is a (m x k)-window, the probability that w, is a complete (m, k)-multi-window is non-zero
and independent. Thus again, by the Second Borel-Cantelli lemma, almost-surely w has
infinitely many complete (m, k) multi-windows, i.e., it is almost-surely (m, k)-fair.

4.1 Consensus Theorem

We can now state one of our main theorems: m-bounded fairness guarantees consensus in
strongly-connected, puppet-free graphs.

» Theorem 18 (Consensus under m-bounded fairness). Let M = (G, Binit, —) be an OTS
where G is a strongly-connected, puppet-free influence graph. For every run w of M, if w, is
m-bounded fair and m > |A| — 1, then m converges to consensus.

» Remark 19. A noteworthy corollary of Th. 18 is that, under the same assumptions of the
theorem, if w, is a bounded fair (a random w-word), then 7 converges to consensus (7 almost
surely converges to consensus). This follows from the above theorem, Prop. 13, Prop. 17 and
the fact that m-bounded fairness is random inclusive.

A proof of Th. 18 is given in the technical report [7]. Let us give the main intuitions here.

7:11

CONCUR 2024



7:12

Fairness and Consensus in an Asynchronous Opinion Model for Social Networks

°
>
valu
°
S

°

=
pinior

o

=

a
b 0 0.0
0 20 40 60 80 0 25 50 75 100 125 150
Time Time

(a) OTS with I. = (b) Opinion evolution of the 1-bounded (c) Opinion evolution of the 3-bounded
1/2 for every edge fair w-word w in Cons. 21 with U = 0.8 fair w-word ((bfdace)®a'®el®)~.
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(0.0,0.2,0.8, 1.0).

Figure 4 Examples of an m-bounded fair runs. In Fig. 4b and 4c, each plot corresponds to the
opinion of the agent with the same color in Fig. 4a.

Proof sketch. The proof focuses on the evolution of maximum and minimum opinion val-
ues. The sequences of maximum and minimum opinion values in a run, {max B, };cy and
{min B, };en, can be shown to be (bounded) monotonically non-increasing and non-decreasing,
respectively, so they must converge to some opinion values, say U and L with L < U.

We must then argue that L = U (this implies convergence to consensus of 7 by the
Squeeze Theorem [32]). Since w, is m-bounded fair with m > |A| — 1, after performing all
the actions of an (m, k) multi-window of w,, for some k > |E|, all the agents of A would
have influenced each other. In particular, the agents holding the maximum and minimum
opinion values, say agents i and j. To see this, notice that since G is strongly connected,
there is a path from 4 to j, a;...a; with length [ < |A| — 1. Thus, after performing the
first complete k-window of the (m, k)-multi-window, a; must be performed, after performing
the second complete k-window, as must be performed and so on. Hence, after performing
all the actions of the multi-window, ¢ would have influenced j. It can be shown that their
mutual influence causes them to decrease their distance by a positive constant factor (here,
the puppet freedom assumption is needed). Since the w, is m-fair, there are infinitely many
(m, k)-windows to be performed, and thus the sequences of maximum and minimum opinion
values converge to each other, i.e., U = L. <

It is worth pointing out that without the condition m > |A| — 1 in Th. 18, we cannot
guarantee consensus. Fig. 4c illustrates an m-bounded fair run, for m = |A| — 1, of an OTS
with 4 agents that converges to consensus. Nevertheless, the following run construction
shows that for m = |A| — 3, we can construct an m-bounded fair run that fails to converge
to consensus (the run is illustrated in Fig. 4b). It also shows that weak bounded fairness,
i.e., 1-bounded fairness, is not sufficient to guarantee convergence to consensus. We do not
have a counter-example or a proof for m = |A| — 2.

» Proposition 20. There exists M = (G, Binit, —), where G = (A, E,I) is a strongly
connected, puppet-free graph, with an m-bounded fair w-word w, m = |A| — 3, such that 7,
does not converge to consensus.

The proof of the above proposition is given in the following construction.
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a c b
O——@ O——@——0
(a) Binit = (0.0,1.0) and if B[1] = B[2] then (b) Bini = (0.0,0.5,1.0), I} = I = 0.5, if B[1] = B[2]
13 = I? = 0.5, otherwise then I2 = 0.5, if B[2] = B[3] then IB = 0.5, otherwise
e LRl s [%<B[1J+L>—B[2}}17 B [%(B[SHU)—BMT
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(c) Opinion and influence evolution of the w-word (d) Opinion and influence evolution of the w-word
(ab)“. Each plot corresponds to the opinion of the (abcd)”. Each plot corresponds to the opinion of the
agent with the same color in Fig. 5a. The influences agent with the same color in Fig. 5b. The influences

IB and 123 are plotted in green and purple. IB and IB are plotted in green and purple.

Figure 5 Plots for DOTS in Fig. 5a and Fig. 5b with U = 0.8 and L = 0.2.*

» Construction 21 (Counter-Example to Consensus for m-bounded fairness with m < |A| — 3).
Suppose that M = (G, Binit, —) where G is the strongly-connected, puppet-free, influence graph
in Fig. 4a and Byt is any state of opinion such that Binit[1] < Binit[2] < Binit[3] < Binit[4]-
We have A ={1,2,3,4} and E = {a,b,c,d,e, f}. We construct an w-word w such that
does mot converge to consensus with the following infinite iterative process. Let U and L be
such that Binit[2] < L < U < Binit[3].

Process: (1) Perform the sequence of actions bfdace. (2) Perform a sequence of a actions
with as many a’s as needed until the opinion of Agent 2 becomes smaller than L. (3) Perform
a sequence of e’s with as many e’s as needed until the opinion of Agent 8 becomes greater
than U. The result of this iteration is a sequence of the form bfdace - a*e*. Repeat steps 1-3
indefinitely.

The above process produces the w-sequence w = v-wy -v-wa-. .. of the form (bfdace a*e*)*
where v = bfdace and w; = a™ie™ are results of the i-th iteration of the process, and n; > 0
and m; > 0 are the number of a’s and e’s in each w;. (The opinion evolution of run m,,
with L =0.2, U = 0.8 and Bipnis = (0.0,0.2,0.8,1.0) is illustrated Fig. 4b)

Since the subword v is a complete (1,6)-multi-window and appears infinitely often in w,
w s m-bounded fair for m = |A| — 3 = 1. Furthermore, right after each execution of edge
f in step 1, the opinion of Agent 1 gets closer to L, but it is still smaller than L since the
opinion of Agent 2 at that point is smaller than L. For symmetric reasons, after action b, the
opinion of Agent 4 gets closer to U, but it is still greater than U since the opinion of Agent
3 at that point is greater than U. Consequently, the opinion of Agent 1 is always below L,
while the opinion of Agent 4 is always above U with L < U. Therefore, they cannot converge
to the same opinion.
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5 Dynamic Influence

The static weights of the influence graph of an OTS imply that the influence that each
individual has on others remains constant throughout opinion evolution. However, in real-life
scenarios, the influence of individuals can vary depending on many factors, in particular the
state of opinion (or opinion climate). Indeed, individuals may gain or lose influence based on
the current opinion trend or for expressing dissenting and extreme opinions, among others.
To account for the above form of dynamic influence, we extend the weight function
I: E — (0,1] of the influence graph G = (A, E, I) as a function I : E x [0,1]I4] — [0,1] on
edges and the state of opinion. The resulting graph is said to have dynamic influence.

» Definition 22 (Dynamic OTS). A Dynamic OTS (DOTS) is a tuple (G, Binit, —) where
G = (A, E,I) has dynamic influence I : E x [0,1]/41 = [0,1]. We write Ig for 1((i,5),B).
The labeled transition — is defined as in Def. 2 but replacing I;; with Ig in Eq. 1.

The notions of runs, words, e-paths, and related notions for DOTS remain the same as
those for OTS (Def. 4). Let us consider some examples of dynamic influence.

Confirmation Bias. Under confirmation bias [8], an agent j is more influenced by those
whose opinion is closer to theirs. The function Ii]? =1—| B[j] — B[] | captures a form of
confirmation bias; the closer the opinions of ¢ and j, the stronger the influence of i over j.

Bounded Influence. Nevertheless, if we allow dynamic influence that can converge to 0 in
a given run Bipit 9B DL de, if limyyoo Ifjt = (0, we may reduce indefinitely influence
and end up in a situation similar to non-strong connectivity of the graph, thus preventing
consensus as in Section 3.1 (Fig. 2). Analogously, if lim; Ifj? = 1, we may end up in
puppet situations preventing consensus like in Section 3.2 (Fig. 2¢). Both situations are
illustrated in the DOTS in Fig. 5. To prevent them, we bound the dynamic influences.

» Definition 23 (Bounded Influence). A DOTS (G, Bipnit, —) with G = (A, E, I) has bounded
influence if there are constants Ir,, Iy € (0,1) such that for each B € [0,1)14, (i,5) € E, we
have I, € I, Iy].

The previous form of confirmation bias influence Ii]? =1 —|BJ[j] — BJ[]| is not bounded.
Nevertheless, the linear transformation Iy, + (Iy — I)I 5—' can be used to scale any unbounded
influence Ig into a bounded one in [I,, Iy] while preserving its shape.

We conclude with our other main theorem, whose proof is given in the technical report [7].

» Theorem 24 (Consensus with bounded influence). Let M = (G, Biynit, —) be a DOTS where
G is a strongly-connected, influence graph. Suppose that M has bounded influence. For every
run m of M, if wy is m-bounded fair with m > |A| — 1, then m converges to consensus.

The result generalizes Th. 18 to dynamic bounded influence. Therefore, in strongly-

connected and dynamic bounded influence graphs, convergence to consensus is guaranteed
for all runs that are m-bounded fair, which include each random run almost surely.

4 We use a clamp function for [0, 1] defined as [r]§ = min(max(r,0),1) for every r € R.
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6 Conclusions and Related Work

We introduced a DeGroot-based model with asynchronous opinion updates and dynamic
influence using labelled transition systems. The model captures opinion dynamics in social
networks more faithfully than the original DeGroot model. The fairness notions studied and
the consensus results in this paper show that the model is also tractable and brings new
insights into opinion formation in social networks. To our knowledge, this is the first work
that uses fairness notions from concurrent systems in the context of DeGroot-based models.

There is a great deal of work on DeGroot-based models for social learning (e.g., [4, 13, 12,
38, 37, 15, 11]). We discuss work with asynchronous updates and dynamic influence, which
is the focus of this paper. The work [15] introduces a version of the DeGroot model in which
self-influence changes over time, while the influence on others remains the same. The works
[11, 12] explore convergence and stability, respectively, in models where influences change over
time. The works mentioned above do not take into account asynchronous communication,
whereas this paper demonstrates how asynchronous communication, when combined with
dynamic influence, can prevent consensus.

Recent works on gossip algorithms [17, 30, 2, 35] study consensus with asynchronous
communications for distributed averaging and opinion dynamics. The work in [30] studies
reaching consensus (in finite time) rather than converging to consensus. The works [2, 35]
consider undirected cliques rather than directed graphs as influence graphs. The closest
work is [17], which states consensus for random runs in directed strongly connected graphs
but unlike our case all edges have the same fixed weight ¢ € (0,1) (i.e., they assume static
influence with the same influence value for all edges). The dynamics of asymmetric gossip
updates in [17] can indeed be captured as OTS, and their random runs are almost-surely
m-bounded fair. Consequently, our work generalizes the consensus result in [17] by extending
it to graphs with (bounded) dynamic influence and whose edges may have different weights.
Furthermore, the framework in [17] does not address fairness notions which are the focus
and the main novelty of our work.

The work [19] discusses probabilistic fairness as a method equally strong as strong fairness
to prove liveness properties, where a liveness property is characterized by a set of states such
that a run holds this property iff the run reaches a state of this set. However, the property
of (convergence to) consensus (Def. 6) does not correspond to this notion of liveness since

it is not about reaching a specific set of states but about converging to a consensual state.

In fact, unless there are puppets or the initial state of a run is already a consensual state,
consensus is never reached in finite time in our model.

Bounded fair w-words can be characterized by Prompt Buchi Automata (PBW) [3].

Indeed, the set of bounded-fair words of an OTS can be characterized as the language
of PBW. Hence, the closure properties of these automata may prove valuable for future
developments of our work. It would also be interesting to see in future work whether or not
the m—bounded fair words of an OTS can be characterized as the language of a PBW (or of
an elegant variant of it).

In future work, we plan to study the actual value of consensus in a given system. This may
provide information about the most influential agents. We also plan to study how actions
can be scheduled (or manipulated), while preserving the fairness assumptions, to converge
more quickly or slowly to a consensus, or to a given consensus value. For example, giving
priority to edges whose agents have a greater opinion disagreement, while respecting fairness
assumptions. We may build on previous work on priorities in concurrent communications [6]
for this purpose.
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Finally, we plan to extend our model with agents that can learn by exchanging beliefs,

lies, and information, by building upon our work in concurrent constraint programming (e.g.
[24, 23, 18]).
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—— Abstract

Graph games lie at the algorithmic core of many automated design problems in computer science.
These are games usually played between two players on a given graph, where the players keep moving
a token along the edges according to pre-determined rules (turn-based, concurrent, etc.), and the
winner is decided based on the infinite path (aka play) traversed by the token from a given initial
position. In bidding games, the players initially get some monetary budgets which they need to use
to bid for the privilege of moving the token at each step. Each round of bidding affects the players’
available budgets, which is the only form of update that the budgets experience. We introduce
bidding games with charging where the players can additionally improve their budgets during the
game by collecting vertex-dependent monetary rewards, aka the “charges.” Unlike traditional bidding
games (where all charges are zero), bidding games with charging allow non-trivial recurrent behaviors.
For example, a reachability objective may require multiple detours to vertices with high charges to
earn additional budget. We show that, nonetheless, the central property of traditional bidding games
generalizes to bidding games with charging: For each vertex there exists a threshold ratio, which
is the necessary and sufficient fraction of the total budget for winning the game from that vertex.
While the thresholds of traditional bidding games correspond to unique fixed points of linear systems
of equations, in games with charging, these fixed points are no longer unique. This significantly
complicates the proof of existence and the algorithmic computation of thresholds for infinite-duration
objectives. We also provide the lower complexity bounds for computing thresholds for Rabin and
Streett objectives, which are the first known lower bounds in any form of bidding games (with or
without charging), and we solve the following repair problem for safety and reachability games that
have unsatisfiable objectives: Can we distribute a given amount of charge to the players in a way
such that the objective can be satisfied?
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1 Introduction

Two-player graph games have deep connections to foundations of mathematical logic [26], and
constitute a fundamental model of computations with applications in reactive synthesis [25]
and multi-agent systems [2]. A graph game is played on a graph, called the arena, as follows.
A token is placed on an initial vertex and the two players move the token throughout the
arena to produce an infinite path, called a play. The winner is determined based on whether
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(a) Strategies may depend on the available (b) Nontrivial solution for safety objective of
budget. Player 2 when the unsafe vertex (which is t) is
reachable from every other vertex.

Figure 1 Examples to demonstrate the distinctive features of bidding games with charging,
compared to traditional bidding games (without charging). The double circled vertices are the ones
that Player 1 wants to reach (reachability objective), or, dually, the ones that Player 2 wants to
avoid (safety objective). When a vertex v has nonzero reward for at least one of the players, the

rewards are shown next to v in the vector notation {gl EZ;:| . The threshold budget of Player 1 for
2

each vertex is shown in blue next to the vertex.

the play fulfills a given temporal objective (or specification). Traditionally, graph games are
turn-based, where the players move the token in alternate turns. Bidding games are graph
games where who moves the token at each step is determined by an auction (a bidding).
Concretely, both players are allocated initial budgets, and in each turn, they concurrently
place bids from their available budgets, the highest bidder moves the token, and pays his bid
according to one of the following pre-determined mechanisms. In Richman bidding, the bid
is paid to the lower bidder, in poorman bidding, the bid is paid to an imaginary “bank” and
the money is lost, and in taxman bidding, a fixed fraction of the bid is paid to the bank (the
“tax”) and the rest goes to the lower bidder. The outcome of the game is an infinite play
and, as usual, the winner is determined based on whether the play fulfills a given objective.

Bidding games model strategic decision-making problems where resources need to be
invested dynamically towards the fulfillment of an objective. For example, a taxi driver
needs to decide how to “invest” his gas supply in order to collect as many passengers as
possible, internet advertisers need to invest their advertising budgets in ongoing auctions for
advertising slots with the goal of maximizing visibility [5], or a coach in an NBA tournament
needs to decide his roster for each game while “investing” his players’ limited energy with
the goal of winning the tournament [8]. While in all these scenarios the investment resources
can be “charged,” e.g., by visiting a gas station, by adding funds, or by allowing the players
to rest, respectively, charging budgets cannot be modeled in traditional bidding games.

We study, for the first time, bidding games with charging, where the players can increase
their available budgets by collecting vertex-dependent charges. Every vertex v in the arena is
labeled with a pair of non-negative rational numbers denoted R;(v) and Rz (v). Suppose the
game enters a vertex v, where for ¢ € {1,2}, Player i’s budget is B; with By + By = 1. First,
the budgets are charged to B} = By + R1(v) and Bj = Bs + R3(v). Second, we normalize
the sum of budgets to 1 by defining By = B1/(B} + BS) and By = B /(B] + B}). Finally,
the players bid from their new available budgets By and Bj, and the bids are resolved using
any of the traditional mechanisms. Note that traditional bidding games are a special case of
bidding games with charging in which all charges are 0. The normalization step plays an
important role and will be discussed in Ex. 4.
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» Example 1. We illustrate the model and show a distinctive feature that is not present
in traditional bidding games. Consider the bidding game in Fig. 1la, where the objective
of Player 1, the reachability player, is to reach d and the objective of Player 2, the safety
player, is to prevent this. Consider Richman bidding. We show that from vertex b, Player 1
can win with a budget of By = % + e < 1 for every € > 0. Player 1 bids % at b. We consider
two cases. First, Player 2 wins the bidding and proceeds to c. She pays Player 1 at least
%, and Player 1’s budget at ¢ becomes at least % + €. Player 1 can now win the bidding by
bidding all of his budget (recall that the sum of budgets is 1), and can proceed to d to win
the game. Second, suppose that Player 2 loses the bidding at b. Player 1 proceeds to a with
a budget of e. We charge his budget to B} = 2 + € and after re-normalizing his new budget
Bi

becomes B = =t > % Player 1 increases his budget by forcing the game to stay in a for

three consecutive turns: He first bids %, and his budget exceeds (3 +2)/3 = I, then he bids
% and % in the following two turns, after which his budget exceeds g > %. Since every
budget greater than % suffices to guarantee winning three consecutive biddings, he can now
force the game to reach d, resulting in a win.

We point out a distinction from traditional bidding games (without charging). In games
without charging, it is known that if a player wins, he can win using a budget agnostic
winning strategy: For every vertex v, there is a successor w such that upon winning the
bidding at v, the strategy proceeds to u regardless of the current available budget.! However,
it is not hard to see that there is no winning budget-agnostic strategy in the game above;
indeed, in order to win, Player 1 must eventually go right from b, but when his budget is

0.25 < By < 0.75, he needs to go left and going right will make him lose. 1

Another distinctive feature of bidding games with charging is that safety games have
non-trivial solutions, while in traditional bidding games, the only way to ensure safety is by
reaching a vertex with no path to the unsafe vertices [21, 4, 7]. Therefore, charging opens
doors to new applications of bidding games for when safety objectives are involved. For
example, in auction-based scheduling [14], bidding games are used to compose two policies at
runtime such that the objectives of both policies are fulfilled. With traditional bidding games,
auction-based scheduling cannot support long-run safety due to the aforementioned reasons.
Bidding games with charging creates the possibility to extend auction-based scheduling for
richer classes of objectives than what can be supported currently.

» Example 2. We show that Player 2, the safety player, wins the game depicted in Fig. 1b
starting from b when Player 1’s budget is By < %. Fulfilling safety requires the game to
forever loop over a and b; such an outcome is not possible in traditional bidding games since
t is reachable from both a and b. After charging at b, we have By < 3. Player 2 bids 3,
trivially wins the bid and moves the token to a. Her budget is charged to at least g, meaning
that Player 1’s budget is at most % She bids 1%, trivially wins the bidding and move the
token to b. When entering b her budget is at least g — % > %, meaning that Player 1’s

budget is less than %, and she can keep repeating the same strategy to win the game. J

The central quantity in bidding games is the pair of thresholds on the players’ budgets
which enable them to win. Formally, for ¢ € {1,2}, Player 4’s threshold at vertex v, denoted
Th;(v), is the smallest value in [0, 1] such that for every € > 0, Player ¢ can guarantee winning
from v with an initial budget of Th;(v) 4+ e¢. The thresholds in the vertices in Figures la
and 1b are depicted beside them in blue. When Thy(v) + The(v) = 1, we say that a threshold

1 We refrain from calling the strategy memoryless since it might bid differently in successive visits to v.
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Table 1 Upper complexity bounds for bidding games with charging (“w/ chg.”) in comparison
with traditional bidding games (“w/o chg).

Reachability Safety Biichi Co-Biichi
w/ w/o chg. w/ w/o chg. w/ w/o chg. w/ w/o chg.
chg. chg. chg. chg.
Richman coNP NP N coNP NP NP N coNP nf NP N coNP =P NP N coNP
Taxman
and PSPACE PSPACE PSPACE PSPACE 2-EXP PSPACE 2-EXP PSPACE
poorman

exists and define the threshold to be Th(v) = Thy(v). Existence of thresholds is a form
of determinacy: for every Player 1 budget By # Thi(v), one of the players has a winning
strategy. We establish that bidding games with charging are also determined for reachability
and Biichi objectives, and, dually, for safety and co-Biichi objectives. The proofs of these
claims are however significantly more involved than the case of traditional bidding games.
For instance, for traditional bidding games, the existence of thresholds for Biichi objectives
follows from the existence of thresholds for reachability objectives, with the observation that
for every bottom strongly connected component (BSCC), every vertex has a threshold 0 or
1, so that winning the Biichi game boils down to reaching one of the BSCCs with thresholds
0 (the “winning” BSCCs). This approach fails for games with charging. First, players may
be able to trap the game within an SCC that is not part of any BSCC, and second, the
thresholds in a BSCC might not be all 0 or 1 as seen in Ex. 2. In order to show the existence
of thresholds in Biichi games, we develop a novel fixed point algorithm that is based on
repeated solutions to reachability bidding games.

We study the complexity of finding thresholds. Here too, the techniques differ and are
more involved than traditional bidding games. In Richman-bidding games without charging,
thresholds correspond to the unique solution of a system of linear equations. In games with
charging, however, thresholds correspond to the least and the greatest fixed points, and
we present a novel encoding of the problem using mixed-integer linear programming. We
summarize our complexity results in Tab. 1 along with a comparison with known results in
traditional bidding games. Finally, we show that Richman games with Rabin and Streett
objectives are NP-hard and coNP-hard, respectively. This result establishes the first lower
complexity bound in any form of bidding games (with or without charging). Upper bounds
for Rabin and Streett objectives are left open.

Finally, we introduce and study a repair problem in bidding games: Given a bidding
game, a target threshold ¢ in a vertex v, and a repair budget C', decide if it is possible to
add charges to the vertices of G in a total sum that does not exceed C such that Th(v) < t.
Repairing is relevant when the bidding game is not merely given to us as a fixed input, but
rather the design of the game is part of the solution itself. For instance, we have already
mentioned auction-based scheduling [14], where the strongest guarantees can be provided
when in two bidding games that are played on the same arena, the sum of thresholds in the
initial vertex is less than 1. When this requirement fails, repairing can be applied to lower
the thresholds. We show that the repair problem for safety objectives is in PSPACE and for
reachability objectives is in 2EXPTIME.

Related work

Bidding games (without charging) were introduced by Lazarus et al. [22, 21], and were
extended to infinite-duration objectives by Avni et al. [4, 5, 6, 9]. Many variants of bidding
games have been studied, including discrete-bidding [19, 1, 12], which restricts the granularity
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of bids, all-pay bidding [8, 9], which model allocation of non-refundable resources, partial-
information games [10], which restricts the observation power of one of the players, and
non-zero-sum bidding games [23], which allow the players’ objectives to be non-complimentary.
The inspiration behind charging comes from other forms of resource-constrained games that
allow to refill depleted resources or accumulate new resources to perform certain tasks
[17, 16, 15]. The unique challenge in our case is the additional layer of bidding, which
separates resource (budget) accumulation and spending.

2 Bidding Games with Charging

A bidding game with charging is a two-player game played on an arena (V, E, Ry, R2) between
Player 1 and Player 2,2 where V is a finite set of vertices, E C V x V is a set of directed edges,
and Ry, Ry : V — Ry>q are the charging functions of Player 1 and Player 2, respectively. We
denote the set of successors of the vertex v by S(v) = {u: (v,u) € E}. Bidding games with
no charging will be referred to as traditional bidding games, which is a special case with
Ry = Ry = 0. The default ones in this paper are bidding games with charging and, to avoid
clutter, we typically refer to them simply as bidding games.

A bidding game proceeds as follows. A configuration of a bidding game is a pair
¢ = (v,B1) € V x [0,1], which indicates that the token is placed on the vertex v and
Player 1’s current budget is B;. We always normalize the sum of budgets to 1, thus,
implicitly, Player 2’s budget is By = 1 — B;. At configuration ¢, we charge and normalize the
budgets. Formally, the game proceeds to an intermediate configuration ¢’ = (v, B}) defined
by B} = 1—5—%(271)2(12(11)' Player 2’s budget becomes B, =1 — B} = H%(t)i%' Then, the
players simultaneously bid for the privilege of moving the token. Formally, for i € {1,2},
Player i chooses an action (b;,u;), where b; € [0, B}] and u; € S(v). Given both players’
actions, the next configuration is (u, B{'), where u = w; when by > b and u = uy when
by > b1, and By is determined based on the bidding mechanism defined below. Note that we
arbitrarily break ties in favor of Player 1, but it can be shown that all our results remain
valid no matter how ties are resolved. In the definitions below we assume that Player 1 is
the higher bidder, i.e., by > bs, and the case where by > b; is dual:

Richman bidding. The higher bidder pays his bid to the lower bidder. Formally, By = Bj—by,

and BY = B} + b;.

Poorman bidding. The higher bidder pays }}is bid to the banlli and we re-normalize the

budget to sum up to 1. Formally, B} = Bll:blil, and BY = 113?:1'
Taxman bidding. For a predetermined and fixed fraction 7 € [0, 1], called the taz rate, the

higher bidder pays flgaction 7 of his bid to the bank, and the rest to the lower bidder.

Formally, B} = E%bl, and BY = Bé'{(i%;)'bl. Note that taxman bidding with 7 = 0

coincides with Richman bidding and with 7 = 1 coincides with poorman bidding.

In a bidding game, a history is a finite sequence (vo, Bo), (vo, Bj), - - - (Un, Bn),s (Un, BL)
which alternates between configurations and intermediate configurations. For ¢ € {1,2}, a
strategy for Player 4 is a function 7; that maps a history to an action (b;, u;). We typically
consider memoryless strategies, which are functions from intermediate configurations to
actions. An initial configuration ¢y = (vg, By) and two strategies w1 and 7o give rise to an
infinite play, denoted play(cg, 71, 72), and is defined inductively, where the inductive step is
based on the definitions above. Let play(co, 71, m2) = (vo, Bo), (v, BY), ... The path that
corresponds to play(cg, 71, m2) is vo,v1,... € VY.

2 We will use the pronouns “he” and “she” for Player 1 and Player 2, respectively.
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]
OSSOSO

Figure 2 Example of a poorman bidding game where without normalization thresholds are not
uniquely determined.

Each game is equipped with an objective ¢ C V. Each play has a winner. Player 1 wins

a play if its corresponding path is in ¢, and Player 2 wins otherwise. For an objective ¢,

a Player 1 strategy my is winning from a configuration c if for every Player 2 strategy o,

the play play(c, m1,m2) is winning for Player 1, and the definition for Player 2 is dual. For

i € {1,2}, we say Player ¢ wins from configuration ¢ for ¢ if he has a winning strategy from

c. We will use T to denote the complement of x, where x can be either an objective or a set

of vertices. We consider the following objectives:

Reachability. For a set of vertices T' C V, the reachability objective is defined as Reach(T) :=
{vov1 ... € V¥ | Ji € N.v; € T}. Intuitively, T represents the set of target vertices, and
Reach(T) is satisfied if T is eventually visited by the given path.

Safety. For a set of vertices S C V, the safety objective is defined as Safe(S) = {vov1 ... €
V¢ |Vie N.v; € S}. Intuitively, S represents the set of safe vertices, and Safe(S) is
satisfied if S is not left ever during the given path. Safety and reachability are dual to
each other, i.e., Safe(S) = Reach(S).

Biichi. For a set of vertices B C V, the Biichi objective is defined as Biichi(B) := {vgvy ... €
V¢ |¥ie N.3j>i.v; € B}. Intuitively, Biichi(B) is satisfied if B is visited infinitely
often during the given path.

Co-Biichi. For a set of vertices C' C V, the co-Biichi objective is defined as Co-Biichi(C) =
{vov1... € V¥ | Fi € N.Vj > i.v; € C}. Intuitively, Co-Biichi(C) is satisfied if only C
is visited from some point onward during the play. Biichi and co-Biichi objectives are

dual to each other, i.e., Co-Biichi(C) = Biichi(C).

A central concept in bidding games is the pair of thresholds for the two players. Roughly,
they are the smallest budgets needed by the respective player for winning the game from a
given vertex. We formalize this below.

» Definition 3 (Thresholds). Let G be a given arena and M € {Richman, poorman, taxman}
be a given bidding mechanism . For an objective ¢, the thresholds Thf’M’“", Thg’M’(’D: V —
[0,1] are functions such that for every v € V and every e > 0:

ThY M (v) == infp, c0,11{B1 : Player 1 wins from (v, By + €) for o, for every e > 0}.
ThS M (v) = infp,ep0,11{ B2 : Player 2 wins from (v,1 — By —¢€) for , for every ¢ > 0}.

When Th§ "™ (v) + Th§ ™ ¥ (v) = 1 for every vertex v, we say that the threshold exists in G,
denote it ThO™%(v), and define Th9 M (v) = Th%’M""(U),

Whenever the game graph and the bidding mechanism are clear from the context, we simply
write ThY, Th¥, and Th¥.

» Example 4 (The importance of normalization). Consider the poorman bidding game that is
depicted in Fig. 2. Intuitively, Player 1 wins from v iff he wins the first two consecutive

biddings. Formally, the game starts at v; and ¢; is Player i’s target, for ¢ € {1,2}. We
1

first analyze the game with a normalization step. We argue that Th(vz) = 7; indeed, since
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1/ ?;21 2 — %, entering vo with a budget greater than % allows Player 1 to secure winning.
We argue that Th(vi) = %; indeed, Player 1 must bid above Player 2’s budget and win

the bidding, and note that 4/2;/?/7 = i. Note that thresholds are in fact a ratio. Stated
differently, consider a configuration (vq, By, Bs) with By 4+ By not necessarily equals 1, then
Player 1 wins iff BfilBQ > %. Crucially, the ratio between By and By is fixed. We will prove
that this is a general phenomenon on which our algorithms depend.

When a normalization step is not performed, Player 1’s threshold for winning is a non-

linear function of Player 2’s initial budget. Intuitively, when no normalization is performed,

the charge is more meaningful when the budgets are smaller. Consider a configuration

(v1, By, B2) with By + Bs being not necessarily equal to 1. Note that Player 1 must win the

first bidding, thus the second configuration must be (vy, By — Ba, By). When no normalization

is performed after charging, the intermediate configuration is (ve, By — By 4 0.5, Bs). Clearly,

Player 1 wins iff By — By + 0.5 > By. For example, when By = 1, then Player 1’s threshold
7

is % and when By = 2, then Player 1’s threshold is §. These amount to ratios of g and

1—71, respectively, meaning that Player 1’s threshold is a non-linear function of Player 2’s
budget. We point out that this is also the case in poorman discrete-bidding games [11],
where thresholds can only be approximated, even in extremely simple games. _|

We formulate the decision problem related to the computation of thresholds. We will
write that a given objective ¢ is of type Reach, Safe, Biichi, or Co-Biichi if ¢ can be expressed
as a reachability, safety, Biichi, or co-Biichi objective (on a given arena), respectively.

» Definition 5 (Finding threshold budgets). Let M € {Richman, poorman, tazman}, and
S € {Reach, Safe, Biichi, Co-Biichi}. The problem THRESH% takes as input an arena G, an
initial verter v, and an objective ¢ € S, and accepts the input iff Thf’M"p(v) <0.5.

3 Reachability Bidding Games with Charging

In this section, we show the existence of thresholds in taxman-bidding games with charging
with reachability and, dually, with safety objectives. Throughout this section, we fix an
arena G = (V, E, Ry, Ry). For a given set of vertices T C V, the objective of Player 1, the
reachability player, is Reach(7), and, the objective of Player 2, the safety player, is Safe(T).

3.1 Bounded-Horizon Reachability and Safety

We start with the simpler case of bounded-horizon reachability objectives, and in the next
section, we will extend the technique to general games. Let t € N. The bounded-horizon
reachability, denoted Reach(T,t), intuitively requires Player 1 to reach T within ¢ steps.
Formally, Reach(T,t) == {vov1... | 3i <t .v; € T}. Bounded-horizon safety is the dual
objective Safe(T,t) :== {vovy ... | Vi <t.v; ¢ T} = V¥ \ Reach(T),t).

In the following, we characterize the thresholds for Reach(T,t) and Safe(T', t) by induction
on t. The induction step relies on the following operator on functions.

» Definition 6. Define the function clampyy,;(x) = min(l, max(0,)); that is, given z,
clampyq y) (x) =, when 0 < x < 1, and otherwise it “saturates” x at the boundaries 0 or 1.
Let T € [0, 1] be the tax rate. We define two operators on functions Avy, Avy: [0,1]V — [0,1]V
as follows. Fori € {1,2} and f € [0,1]V:

(A-7)f(w")+ f(0F)
[f(0F) = flo7) =17 +2

where vt and v~ are the successors of v with the largest and the smallest value of f(-),
respectively, i.e., vT = argmax,es(y) f(u) and v~ = argmin,eg() f(u).

Avi(f)(v) = clampyg ( (Lt Ra) + Ra(w)) — Rz—(v))
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Note that for Richman bidding, i.e., when 7 = 0, for ¢ € {1,2}, we have

COESICN (14 Ri(v) + Ra(v)) — Ri(v))

Avi(f)(v) = clampy, ( 5

In this case, the function Av; computes the average (the name “Av” stands for “average”) of
its argument f on v~ and v™, and then performs an affine transformation followed by the
saturation clampy j () on the result. For poorman bidding, i.e., when 7 = 1, we have

vt
a(1)(0) = vampyy (7 Lo - (1 Ra) + Rate) — i)

We define two functions f; and fs which will be shown to coincide with the thresholds.

» Definition 7. Define the functions f1, fo: V. x N — [0,1] inductively on t. For every
veT andt €N, define f1(v,t) =0 and fo(v,t) :=1. For every v ¢ T, define f1(v,0) =1
and fa2(v,0) == 0, and for every t > 0, define fi(v,t) = Avy (f1(-,t — 1)) (v) and fa(v,t) =
vy (fo(t — 1)) (v).

Lem. 8 shows that f; and fo coincide with the thresholds of the (bounded-horizon)
reachability and safety players, respectively. Intuitively, for Reach(T,0), Player 1 wins with
even zero budget from vertices that are already in 7', and loses with even the maximum
budget from vertices that are not in 7. We capture this as f1(v,0) = 0 if v € T, and
f1(v,0) =1 otherwise. Furthermore, if Player 1 has a budget more than fi(v,t) at v, then
we show that he has a memoryless policy such that no matter which vertex v’ the token
reaches in the next step, his budget will remain more than fi(v',t —1). It follows inductively
that he will reach T in ¢ steps from v. The argument for the safety player is dual. Lem. 8
also establishes the existence of thresholds.

» Lemma 8. For every vertez v € V and t > 0, we have ThReaCh Tt)( ) = fi(v,t) and
ThZReaCh(T t)( ) = fa(v,t). Moreover, thresholds exist: ThReaCh(T t)( )+ ThReaCh(T t)( )=1.

Proof. We sketch the proof for Richman bidding and the full proof can be found in the
extended version of the paper [13]. We show fi(v,t) > Thll)”caCh(T’t) (v). It is dual to
show fo(v,t) > T hReaCh (T, t)( ), and the other directions of the inequalities follow from the
relationship fi(v,t) = 1 — fo(v,t), which is not hard to verify. The proof of fi(v,t) >
ThReaCh(T’t)( ) proceeds by induction over t. The base case, t = 0, is not hard to verify.
For t > 1, assume that fi(v,t —1) > ThReaCh(Tt 1)(1))

v €V and By > f1(v,t). We describe a Player 1 winning strategy from (v, By). Player 1
bids b; = fl(”+7t_1);f1(v7,t—l)

, and we prove the claim for ¢. Let

, and proceeds to v~ upon winning the bidding (recall that
v~ is the successor of v that attains the minimal value of fi(-,¢t — 1)). If Player 1 wins the
bidding, he pays b; to Player 2, and it can be verified that his new available budget in the
next vertex v~ remains above f1(v™,t—1). On the other hand, if Player 1 loses the bidding,
he receives at least b; from Player 2 (because Player 2 must have bid higher than b;), and
the token is moved by Player 2 to some successor v’ of v. It can be verified that even in
this case, Player 1’s new available budget remains above f1(v*,t —1) > fi(v/,t —1). By
the induction hypothesis, from the new vertex Player 1 can reach T in at most ¢ — 1 steps.
Therefore, from v Player 1 can reach T in at most ¢ steps. <

The following lemma establishes monotonicity of f; and fs with respect to ¢, which will
play a key role in the proof of existence of thresholds for the unbounded counterparts of
the objectives. Intuitively, reaching 7' within ¢ steps is harder than reaching 7' within ¢’ > ¢
turns, thus less budget is needed for the latter case. Dually, guaranteeing safety for ¢ turns
is easier than guaranteeing safety for ¢’ > t turns.

» Lemma 9. Forv €V and t' > t, it holds that f1(v,t') < fi(v,t) and fa(v,t') > fa(v,t).
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Figure 3 Non-unique fixed points of the Figure 4  Finite-Horizon reachability
threshold update functions. thresholds for the game in Fig. la. The number

at row i and column v is Thie*™(®D (y).

3.2 Existence of Thresholds (for Reachability and Safety Objectives)

We define two functions f; and f5 which will be shown to coincide with the thresholds for
the unbounded horizon reachability and safety objectives, respectively.

» Definition 10. Define the functions f1, f5: V — [0, 1], such that for every v € V:
F©) = lim A0t and [ (0) = lim fo(v,).

Since f1 and fo are bounded in [0, 1] and monotonic by Lem. 9, the limits in Def. 10 are
well defined. Since f1(v,0) and fa(v,0) assign, respectively, the maximum (i.e., 1) and the
minimum (i.e., 0) value to every vertex v ¢ T, hence from the Kleene fixed point theorem, it
follows that f{ and f5 will be, respectively, the greatest and the least fixed points of the
operators Av; and Avs on the directed-complete partial order <[07 1]V, §>.

» Proposition 11. Consider the directed-complete partial order L = <[0, 1]V,§>, where
for every z,y € [0,1]V, 2 < y iff x; < y; for every i € V. The functions f; and f
are, respectively, the greatest and the least fixed points of the functions Avy and Ave on L,
subjected to the constraints fy(v) =0 and f5(v) =1 for everyv € T.

The following example demonstrates that, unlike traditional bidding games, the fixed
points of the functions Av; and Avs on L may not be unique.

» Example 12 (Multiple fixed-points). Consider the bidding game in Fig. 3, where the
objective of Player 1 is to reach c. It can be easily verified that both f; = {a — 0.25,b —
0.5,c+ 0,d — 1} and f;’ = 0 are fixed points of the operator Av; over L in this case. |

The following theorem establishes the existence of thresholds.

» Theorem 13. For every vertex v € V, it holds that ThlicaCh(T) (v) = ff(v) and

Th?eaCh(T)(v) = f5(v). Moreover, thresholds exist: Th?eaCh(T)(v) + ThgeaCh(T) (v) =1.

Proof. We prove that f;(v) > Th?eaCh(T)(v), for every v € V. Let By > f{(v). There exists

a t € N such that By > fi(v,t). Player 1 uses the strategy from Lem. 8, guaranteeing that T

is reached within ¢ steps. Next, we prove that f(v) > TtheaCh(T) (v), for every v € V. Let

By > f5(v). We know that f5 = Avs(f3) (from Prop. 11), and let v, v~ be the successors

fo(w)—f2(v7)
fa(ot)—fo(v™)—1]r+2°

and under poorman bidding

of v with the greatest and the least value of f;. Player 2 bids by = [
fg*(v*);fS(v’)

which evaluates under Richman bidding to by =
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to by = % Player 2 proceeds to v~ upon winning. In the extended version [13],
we prove that no matter how Player 1 bids, Player 2’s strategy guarantees that in the next
vertex v’ her new budget B} > f5(v'). Recall that by construction, f5(v”) = 1, for every

" € T. Thus, T is never reached since Player 2’s budget can never exceed 1. Finally, the
other directions, i.e., the inequalities f;(v) < ThReaCh( )( ) and f3(v) < ThReaCh( )(’U), and
the existence claim follows from the observation that f(v) =1— f5(v), foreveryv e V. =

It follows that the threshold can be computed using fixed point iterations sketched in
Prop. 11; this iterative approach is illustrated in the following example.

» Example 14. Consider the bidding game in Fig. la with Richman bidding. The finite
horizon reachability thresholds are depicted in table 4. Suppose the game starts from (a,0.1)
which is winning for the reachability player. In this case, ¢ = 4 is the smallest integer for which
Player 1’s budget 0.1 at a is larger than ThReaCh(d t)( ), which is 0.0625. Therefore, according
to the strategy of Player 1 as described in the proof of Lem. 8, Player 1 has a strategy for
reaching d in 4 steps. First, his budget is charged to M

(described in the proof of Lem. 8) dictates that he should bid
0.0625. In case of winning, he pays the bid to the safety player and keeps the token at a, with
budget 0.6375 which is then charged to 0.87916. This is enough for winning 3 consecutive
biddings and moving the token to d. In case of losing the first bid, his budget will increase to
at least 0.76. This amount is more than both TthaCh(d 3)( ) and Thll)”caCh(d’S)(b)7 therefore
he can guarantee a win in at most 3 steps.

= 0.7. His winning strategy
Tthach(d 3)(b) Tthach(d ,3) (a)

Now suppose the game starts from (b, 0.2) meaning that the safety player has 0.8 budget
and can win the game. She has a budget-agnostic strategy which dictates her to bid 0.25
in b (see the proof of Lem. 8 for a sketch of Player 2’s strategy). She definitely wins this
bidding as her opponent has only 0.2 budget. She then moves the token to ¢ and pays 0.25
to the reachability player, leaving her with 0.55 of the total budget. She can then bid 0.5,
win the bidding and move the token to e, where the token stays indefinitely. 1

3.3 Complexity Bounds (for Reachability and Safety Objectives)

Since f; and f5 are fixed points of the operators Av; and Avq, respectively, hence f; =
Avi(ff) and f5 = Ava(fs). Moreover, ff is the greatest fixed point, which means that
ThileaLCh - f can be computed by finding the element-wise maximum function h in [0, 1]V
that satisfies h(v) = 0 for v € T and h(v) = Avy(h)(v) for v ¢ T. This is formalized below:

max Z h(v)

veV
subjected to constraints:
YoeT . h(v)=0
Yo ¢ T . h(v) = Avy (h(")) (v)
T)h(v™ vt
~ ctampyy ) (e 2R IR (1 o)+ o) - Ra)).

h(v") = Jnax h(u), h(v7) = max h(u). (1)

» Proposition 15. The solution of the optimization problem in (1) is equivalent to the
threshold function ThRe&Ch(T) of the reachability player.
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Due to Thm. 13, for every vertex v € V, we have Tha®™)(y) = 1 — Tple*nT) 4y,

Consequently, we obtain the following upper complexity bounds.

» Theorem 16. The following hold:
(i) THRESHEX™ ¢ PSPACE and THRESHE ™™ € PSPACE,

(i) THRESHRIhman ¢ .oNP gnd THRESHE ™" ¢ NP.

Proof.

Proof of (i). It can be shown that we can construct a polynomially sized (w.r.t. the game)
function ¢: RV — B such that for every h € RV, o(h) is true iff h is a fixed point of Av;
(details can be found in the extended version [13]). Hence, if the system has a solution
where h(v) > 0.5, the greatest fixed point Thll)”eaCh(T) satisfies ThlfeaCh(T) (v) > 0.5. This is
an instance of existential theory of reals which is known to be in PSPACE. Therefore, it is

possible to decide Thlf"eaCh(T)(v) > 0.5 (equivalently ThQReaCh(T) (v) < 0.5) in PSPACE.

Proof of (ii). We provide the following reduction from the optimization problem to an
instance of MILP; a different proof with a polynomial certificate is provided in the extended
version [13]. Let O be the optimization problem as stated in the Section 3 with 7 = 0.

Let M be any constant strictly greater than max,cv {1+ Ri(u) + Ra2(u)}. For each node
u define two new variables h~(u), h* (u) and add the following constraints to O:

Rt (w) > h(w) Vw € S(u) h™(w) < h(w) Yw € S(u)
h(w) < h(w) + (1 —bY) - M Yw € S(u) h™(w) > h(w) — (1 —c)) - M Yw € S(u)
> b= door=1
weES(u) weS (u)
by € {0,1} Yw € S(u) cy €40,1} Yw € S(u)
This guarantees that h*(u) = h(u™) and h~(u) = h(u™), so they can be replaced. Next,
replace each min(1, z) by % +1 and max(0, z) by %‘wl Then replace each |y| with

a fresh variable a, and add the following constraints to O:

1. —ay, <y <ay

2. y+M-zy>ayAN—y+M-(1—2y) >a, Az {01}

The first constraint ensures that |y| < a, and the second one that |y| > a,. Therefore, it is
guaranteed that |y| = a,. The MILP instance O is equivalent to the optimization problem in
section 3. In order to decide whether Thy(v) > 0.5 it suffices to decide satisfiability of O
with the additional constraint that h(v) > 0.5 and this decision problem is known to be in
NP. <

4 Biichi Bidding Games with Charging

We proceed to Biichi objectives, for which the proof of existence of thresholds is shown to
be significantly more involved than for Biichi games without charging. The key distinction
is that thresholds in traditional strongly-connected Biichi games are trivial: If even one of
the vertices is a Biichi target vertex, the Biichi player’s threshold in each vertex is 0 and
otherwise is 1 [3]. This property gives us a simple reduction from traditional Biichi bidding
games to reachability bidding games. With charging, this property no longer holds. For
example, alter the game in Fig. 1b to make it strongly-connected by adding an edge from ¢
to b. The thresholds remain above 0, i.e., there are initial budgets with which Player 2 wins.

8:11
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Our existence proof, which is inspired by an existence proof for discrete-bidding games [12],
follows a fixed-point characterization that is based on solutions to frugal-reachability games,
which are defined below. We note that the proof has a conceptual similarity with Zielonka’s
algorithm [27] in turn-based Biichi games, which characterizes the set of winning vertices
based on repeated calls to an algorithm for turn-based reachability games.

4.1 Frugal-Reachability Objectives

We introduce frugal reachability objectives. Consider a taxman-bidding game with charging
G =(V,E, Ry, Ry). Let T C V be a set of target vertices and fr : T'— [0, 1] be a function that
assigns each target with a frugal budget. The frugal reachability objective FrugalReach(T, fr)
requires Player 1 to reach T such that the first time a vertex v € T is reached, Player 1’s
budget must exceed fr(v), thus:

FrugalReach(T, fr) := {(vo, BY) {v1,B{) ... | Ji.v; € T A B} > fr(v;) AVj <i.v; ¢ T}

We stress that FrugalReach(T, fr) is a set of plays, whereas the other objectives we have
considered so far (reachability, Biichi, etc.) were sets of paths.

Existence of thresholds ThlfrugalReaCh(T’ﬂ) and ThgrugalReaCh(T’ﬁ) for the frugal-reachability
objective and its dual are shown in the following theorem. The proof can be found in the
extended version [13] and follows similar arguments as reachability bidding games with the
following change in the base case. For v € T and ¢ € N, recall that we define fi(v,t) =0
(Def. 7), which intuitively means that Player 1 wins if he reaches v with any budget. Instead,
we now define f1(v,t) = fr(v), requiring Player 1 to reach v with a budget of fr(v). Dually,
we define fo(v,t) =1 — fr(v).

» Theorem 17. The thresholds ThE™ & Reach(Tf) g q pptruealReach(Tf) oy

4.2 Bounded-Visit Biichi and Co-Biichi

We first prove the existence of thresholds for the simpler case of bounded-visit Biichi and
co-Biichi objectives, where we impose, respectively, lower and upper bounds on the number
of visits to the Biichi target vertices B C V. Let k € N be a given bound. The bounded-visit
Biichi, denoted as Biichi(B, k), intuitively requires Player 1 to visit B at least k times.
Formally, Biichi(B, k) := {vovy ... | |{i € N|v; € B}| > k}. Bounded-visit co-Biichi is the
dual objective Co-Biichi(B, k) :== {vov; ... | [{i € N|v; € B}| < k} = V¥ \ Biichi(B, k).

Like before, we introduce two functions g; and gs, which will be shown to characterize
the thresholds for Biichi(B, k) and Co-Biichi(B, k), respectively.

» Definition 18. Define the functions g1,92: V x N — [0, 1] inductively as follows. For
every v € V, define g1(v,0) = 0. For every v € B, define g1(v,1) := 0 and g1(v,k) =
Avi(g1(, k — 1)) (v) for k > 1, and for every v ¢ B and every k > 0, define g1(v, k) =
ThfrugalReaCh(B’gl("k))(v). We proceed to define go. For every v € V, define g2(v,0) == 1.
For every v € B, define ga(v,1) =1 and g2(v, k) = Ava(g2(-, k — 1))(v), for k > 1, and for
every v ¢ B and every k > 0, define ga(v, k) = ThgrugalReaCh(B’l_”("k))(v).

We prove the existence of thresholds and their correspondence to ¢g; and go.

» Lemma 19. For everyv € V and k > 0, we have g1 (v, k) = Th]fﬁChi(B’k)(v) and ga(v, k) =
Th?ucm(B’k)(v). Moreover, the thresholds exist: Th]fUChl(B’k)(v) + Th?uChl(B’k) (v) = 1.
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Proof. The proof proceeds by induction over k (see details in the extended version [13]). For
the base case, k = 0, clearly, Player 1 wins since no further visit to B is required and Player 2
loses, which coincides with the definitions g;(v,0) = 0 and g2(v,0) =1, for all v € V. We
describe the inductive step for Player 1. For v € B, the proof follows from the induction
hypothesis: similar to Lem. 8, when By > g1(v, k), Player 1 can bid so that no matter how
Player 2 bids and moves the token (upon winning), in the next configuration (v', B} > we
have Bf > g1(v',k — 1). Finally, for v ¢ B, recall that g;(v, k) == ThFrugalReaCh( 1)

That is, a budget of By > ¢1(v, k) means that he can follow a winning strategy in the
frugal-reachability game, which forces the game to B and upon reaching v’ € B, Player 1’s
budget exceeds g1 (v, k). The proof then follows from the induction hypothesis. <

We establish monotonicity of the thresholds, which confirms that Player 1 needs higher
budget for forcing larger numbers of visits to B.

» Lemma 20. For v € V and k € N, we have ThBuChl(B *) (v) < ThllgﬁChi(B’kH)(v) and
ThQBUChl(B k)( ) > ThBuChl(B k+1)( ). Moreover, the thresholds are bounded by 0 and 1.

4.3 Existence of Thresholds (for Biichi and Co-Biichi Objectives)

We define two functions g; and g3, which will be shown to coincide with the thresholds for
the general (unbounded) Biichi and co-Biichi objectives, respectively.

» Definition 21. Define the functions g7,95: V — R as follows. For every v € B, define
g7 (v) = limg_y00 g1(v, k) and g5(v) = limg_, 00 g2(v, k). For every v ¢ B, define gi(v) ==
ThlfrugalReaCh(B’fr)(v) where fr: b — g7 (b) for every b € B and fr: v — 0 (can be arbitrary)

Thg‘rugachach(B Jfr) (’U)

for every v ¢ B. Likewise, for every v ¢ B, define gi(v) = where

fr:b—1—g3(b) for every b € B and fr: v +— 0 (can be arbitrary) for every v ¢ B.

Monotonicity (Lem. 20) and boundedness of g; and g imply the well-definedness of g}
and ¢g5. We now establish the existence and the characterization of thresholds.

» Theorem 22. For every v € V, we have ThBUChl(B)( ) = g7 (v) and ThBuChl (v) = g5(v).

Moreover, thresholds exist: ThBuChl(B)( )+ ThBuChl(B)( )=1.

Proof. First, we show that g% (v) > ThP""®) (1) Consider a configuration (v, By). When

B; > g7 (v), Player 1 wins as follows. If v ¢ B, he plays according to a winning strategy in
a frugal-reachability game to guarantee reaching some v’ € B with a budget that exceeds

g1 (v"). For v € B, he bids so that in the next configuration (v’, B}), we have B} > g (v').

Second, we show that g3 (v) > ThBuChl(B)( ). When By =1 — By > g3 (v), Player 2 wins as
follows. If v € B, then there exists k such that By > g2(v, k). Lem. 19 shows that she can
win the co-Biichi objective by preventing B to be reached more than k times. If v ¢ B, she
has a strategy to make the token either (i) not reach B, or (ii) reach v’ € B with a budget
at least g5 (v'). In both cases, she wins by repeating the strategy. Finally, by Lem. 19, we
have g1 (v, k) + g2(v, k) =1, for all k € N. Thus, in the limit, we have gj(v) + ¢g5(v) = 1, for
v € B. From this, the other sides of the above inequalities, i.e., g (v) < Th]fﬁChi(B)(v) and
g3(v) < ThBuChl(B)( ), and the existence claim follow in a straightforward manner. <

4.4 Complexity Bounds (for Biichi and Co-Biichi Objectives)

The computation of the thresholds ThY™™®) = g and ThE"MP) = gx involves a nested

fixed point computation. For example, for g7, the outer fixed point is the smallest fixed
point of the sequence ¢1(+,0),91(-,1),... for vertices in B, and for every k = 0,1,..., the

().
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inner fixed point is the usual greatest fixed point for frugal reachability thresholds required
to reach B with the leftover frugal budget g;(-, k) from outside B. The nested fixed point
can be characterized as the solution of the following bilevel optimization problem.

min h(b)
heRV £~

subjected to constraints:

h € arg max ; B (v) |Vbe B . h'(b) =h(b) y,
veV\B
Yo €V . h(v) = Avy (h(-)) (v)
—7)h(v™ vt
~ ctampyy ) (e A IR (1 )+ el - Ra)).

h(vt) = h h(v™) = min h(u). 2
(v) Jnax (u), h(v7) i (u) (2)

» Proposition 23. The solution of the optimization problem in (2) is equivalent to the

threshold function Thll?’ﬁChi(B) of the Biichi player.

» Theorem 24. The following hold:
(i) THRESHEX T € 2EXPTIME and THRESHE 520, € 2EXPTIME, and

(i) THRESHEichman ¢ 11P 4nd THRESHE Siman. ¢ »2P

The bounds in (i) follow from a reduction to an equivalent query in the theory of reals.
For (ii), we can check if the solution of the optimization problem in (2) is larger than 0.5,
and if this is true then we conclude that 0.5 < ThllgﬁChi(B)(v) and can output a negative
answer. Since (2) is a bilevel MILP, hence the check can be done in %' [20], and the overall
complexity is II5. The other case is dual. Details of the proof can be found in the extended

version [13].

5 Lower Complexity Bounds

In this section we show how to simulate a turn-based game using a Richman-bidding game
with charging. Thus, solving Richman-bidding games with charging is at least as hard as
their turn-based counterparts. Specifically, we obtain that solving Rabin bidding games with
charging is NP-hard. This is a distinction from traditional Richman-bidding games, where
solving Rabin games is in NP and coNP. Since taxman-bidding games generalize Richman-
bidding games, hence it follows that Rabin taxman-bidding games are also NP-hard.

» Lemma 25. Given a turn-based game G, an initial vertex v, and an objective v, there is a
bidding game with charging G' of size linear in G, with the same objective and initial vertex
such that Player 1 can win G from v if and only if (G, v, ) € THRESHYhman,

Proof. The definitions of turn-based games and the detailed proof can be found in the
extended version [13]. Intuitively, G’ contains the same set of vertices as G with two
additional sink vertices s; and sq, where s; is losing for Player 4, for ¢ € {1,2}. For every
vertex v, if v is controlled by Player 1 in G, then in G’, we define Player 1’s charge to be
R;(v) = 2. Moreover, we add an edge from v to s1, requiring Player 1 to win the bidding
in v. Note that even if Player 1 starts with a budget of ¢ > 0, at v, after charging and
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R Thy(a)
— 1
c,e— 1 1
b— 2 0.75
dw—2 0.75
a,...,e— 04 0.62
a— 2 0.5
b,d—1 0

Figure 5 Illustrating the repair problem. LEFT: A reachability game with the objective
Reach({g}). RIGHT: With no repair (first row), Thi(a) = 1. We depict repairs (first col.)
and the changes they imply to the thresholds (second col.), for a repair budget of C' = 2.

normalization, his budget exceeds 2/3. Player 2’s vertices are dual. It is not hard to verify
that Player 1 can win in G from v if and only if Th¥(v) = 0, and Player 2 can win in G from
v if and only if Th¥(v) = 1. <

Since turn-based Rabin games are NP-hard, we obtain the following.

» Theorem 26. We have THRESHRSE™® ¢ NP-hard and THRESHS.M2" ¢ coNP-hard.

6 Repairing Bidding Games

In this section, we introduce the repair problem for bidding games. Intuitively, the goal is to
add minimal charges to the vertices of an arena so as to decrease the threshold in the initial
vertex to a target threshold. Formally, we define the following problem.

» Definition 27 (Repairing bidding games). Consider an arena G with a vertex v,
a bidding mechanism M € {Richman,poorman, taxman}, a class of objectives S €
{Reach, Safe, Biichi, Co-Biichi}, and a repair budget C' € R>o. The set of repaired arenas, de-
noted Repaired(G,C), are arenas obtained from G by adding Player 1 charges whose sum does
not exceed C. Formally, Repaired(G,C) = {(V,E, R|, Ry) is an arena | Yv € V . R} (v) >
Ri(v)AY ey (Ri(v) — Ri(v)) < C}. The problem R_THRESHY takes as input (G,v,¢,C),
where p € S, and accepts iff there exists G' € Repaired(G,C) with (G',v,p) € THRESHg/[.

» Example 28. We illustrate the non-triviality of the repair problem in Fig. 5. Observe that
neither assigning charges uniformly nor assigning charges to a single vertex, decrease the
threshold sufficiently, whereas adding a charge of 1 to both b and d is a successful repair. _

» Theorem 29. The following hold:
(i) R_THRESHE"man ¢ 9EXPTIME,
(i) R_THRESHS"™ ¢ PSPACE.

Proof. We introduce notation for the proof. Let G = (V, E, Ry, Rs) be a bidding game and
U be a set of vertices. Define AG: [0,1]YV — {0, 1} such that for every h € [0,1]V, AG(h) =1
iff h(v) = Avi(h)(v) for every v ¢ U. Observe that Th?eaCh(T) is the largest h for which
A% (h) = 1 and moreover h(v) = 0 for every v € T.

Proof of (i). Consider a bidding game G = (V, E, Ry, Ry) where the objective of Player 1
is Reach(T') for some T'C V. The goal is to check if it is possible to increase Ry by a total
of C' such that the reachability threshold at a € V' falls below 0.5. This is equivalent to:
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3R} € RV . (R} > Ri) A (IR} — Rih < O) A
(vm eRV . [(vu €T . Thy(v) =0) A A%(Thl)} = Thi(a) < 0.5)

where G’ = (V| E, R}, Ry). The validity of the above formula can be checked by applying a
quantifier elimination method. Therefore, the decision problem is in 2EXPTIME.

Proof of (ii). Consider a bidding game G = (V| E, Ry, R2) where the objective of Player 1
is Safe(T) for some T'C V. The goal is to check if it is possible to increase R; by a total of
C such that the safety threshold at a € V falls below 0.5. This is equivalent to:

IR, e RY . (R, > RI)A(|R} — Ri1 <CO)A
(aTh1 €RY s.t. [Th(a) < 0.5 A AY (Thy) AVu € T, Thy (u) = 1])

where G’ = (V, E, R}, R2). The above formula can be seen as an input instance of existential
theory of reals which is known to be in PSPACE. |

7 Conclusion and Future Work

We introduce and study a generalization of bidding games in which players’ budgets are
charged throughout the game. One advantage of the model over traditional bidding games
is that long-run safety is not trivial. We show that the model maintains the key favorable
property of traditional bidding games, namely the existence of thresholds, the proof of
which is, however, significantly more challenging due to the non-uniqueness of thresholds.
We characterize thresholds in terms of greatest and least fixed points of certain monotonic
operators. Finally, we establish the first complexity lower bounds in continuous-bidding
games and study, for the first time, a repair problem in this model.

There are plenty of open questions and directions for future research. First, it is important
to extend the results to richer classes of w-regular objectives, like parity, Rabin, and Streett,
as well as to quantitative objectives, like mean-payoff. Second, tightening the complexity
bounds is an important open question. For example, it might be the case that finding
thresholds in Richman-bidding games with charging is in NP and coNP. Third, traditional
reachability Richman-bidding games are equivalent to a class of stochastic games [18] called
random-turn games [24], and the equivalence is general and intricate in infinite-duration
games [4, 5, 7, 9]. It is unknown if such a connection exists for games with charging, and
if it does, then many of the open questions may be solved via available tools for stochastic
games. Finally, there are various possible extensions, like charges disappearing after a vertex
is visited, charges that are collectible in multiple installments, etc.
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—— Abstract

This paper addresses objectives tailored to the risk-averse optimization of accumulated rewards
in Markov decision processes (MDPs). The studied objectives require maximizing the expected

value of the accumulated rewards minus a penalty factor times a deviation measure of the resulting
distribution of rewards. Using the variance in this penalty mechanism leads to the variance-penalized
expectation (VPE) for which it is known that optimal schedulers have to minimize future expected
rewards when a high amount of rewards has been accumulated. This behavior is undesirable as
risk-averse behavior should keep the probability of particularly low outcomes low, but not discourage
the accumulation of additional rewards on already good executions.

The paper investigates the semi-variance, which only takes outcomes below the expected value
into account, the mean absolute deviation (MAD), and the semi-MAD as alternative deviation
measures. Furthermore, a penalty mechanism that penalizes outcomes below a fixed threshold
is studied. For all of these objectives, the properties of optimal schedulers are specified and in
particular the question whether these objectives overcome the problem observed for the VPE is
answered. Further, the resulting algorithmic problems on MDPs and Markov chains are investigated.
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1 Introduction

Markov decision processes (MDPs) are a prominent model for systems whose behavior is
subject to non-determinism and probabilism. Non-deterministic behavior might arise, e.g.,
if a system is employed in an unknown environment, can be controlled by a user, or works
concurrently. On the other hand, if, e.g., sufficiently much data on the failure of components
is available or randomized algorithms make use of randomization explicitly, it is reasonable
to model these aspects of the system as probabilistic.

In order to model quantitative aspects of a system, such as energy consumption, execution
time, or utility, MDPs are often equipped with a reward function that specifies how much
reward is received in each step of an execution. A typical task is then to resolve the non-
deterministic choices by specifying a scheduler, a.k.a. policy, such that the expected value of
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the total accumulated reward is maximal (or minimal). In verification, such optimization
problems naturally occur when investigating the worst- or best-case expected value of
the accumulated reward where worst- and best-case range over all resolutions of the non-
deterministic choices. If additionally a target state has to be reached almost surely, this
problem is known as the stochastic shortest path problem [7, 12].

Risk-averse optimization

If the objective is the maximization of the expected value of the accumulated rewards, all
other aspects of the probability distribution of accumulated rewards are disregarded. This
might lead to undesirable behavior as the optimal scheduler might receive low rewards with
high probability as long as the expected value is optimal. In many situations, however, a
slightly lower expected reward is preferable if it is obtained by a more “stable” behavior in
which the risk of encountering low rewards is reduced. E.g., in a traffic control scenarios, it
might be important to reduce the risk of congestions while ensuring a reasonable average
throughput instead of solely optimizing the average throughput.

In order to define objectives incentivizing such risk-averse behavior, it is worth taking
a look at finance and in particular portfolio optimization. Here, Markowitz proclaimed
that a portfolio of financial positions should be chosen such that it is Pareto optimal with
respect to the expected return and the variance of the return [23]. One way extensively
studied in finance to obtain Pareto optimal portfolios is to maximize the variance-penalized
expectation (VPE), which is the expected value minus a penalty factor A times the variance.
The parameter A can be used to obtain different levels of risk-aversion.

Besides the variance, further deviation measures have been investigated to reduce risk in
portfolio optimization: The use of the semi-variance, which — in contrast to the variance —
only takes the deviation of outcomes below the expected value into account, as a penalty
mechanism has been introduced in this context by Markowitz [24]. Furthermore, instead
of considering quadratic deviations from the expected value as in the case of variance and
semi-variance, the mean absolute deviation (MAD) can be used to obtain the MAD-penalized
expectation (MADPE) studied for portfolio optimization in [18]. The MAD measures the
expected absolute deviation from the expected value.

In this paper, we investigate these different deviation measure based penalty mechanisms
in the context of the maximization of rewards in MDPs.

Variance-penalized expectation in MDPs (VPE)

Recently, the maximization of the VPE of accumulated rewards in MDPs was studied in [25]:
On the positive side, it is shown that optimal schedulers for the VPE can be chosen to be
deterministic finite-memory schedulers. Nevertheless, the optimization of the VPE is shown
to be computationally hard: The threshold problem whether the optimal VPE exceeds a
given threshold ¥ is EXPTIME-hard. An optimal scheduler can be computed in exponential
space.

A main drawback of the VPE, however, is of conceptual nature: In [25], it is shown that
VPE-optimal schedulers have to minimize the future expected rewards as soon as a high
amount of rewards (above a computable bound B) has been accumulated. We call such
schedulers eventually reward-minimizing schedulers (ERMin-schedulers). Intuitively, the
reason is that a further accumulation of additional rewards after a high amount of rewards
has already been accumulated has a stronger effect on the variance than on the expected
value due to the quadratic nature of the variance. Conceptually, this can be considered to be
a flaw in the use of the VPE as an objective to yield risk-averse behavior.
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Table 1 Overview of the complexity results and the types of schedulers needed for the optimization
of the studied objectives and the VPE. The entries “-” indicate that the problem was not studied
further as the scheduler needed for the optimization are the undersirable ERMin-schedulers.
hardness of threshold

computation of optimal schedulers

problem optimum
VPE [25] EXPTIME-hard; in P | in exponential space deterministic,
for Markov chains finite-memory
ERMin-schedulers
SVPE - - randomized,

ERMin-schedulers
can be necessary

MADPE (A < 1/2),
SMADPE (A < 1)

randomized,
finite-memory
ERMax-schedulers
randomized,
ERMin-schedulers
can be necessary

PP-hard for acyclic quadratic program of

Markov chains exponential size

MADPE (A > 1/2), | - -
SMADPE (A > 1)

TBPE PP-hard for acyclic

Markov chains

deterministic,
finite-memory
ERMax-schedulers

in pseudo-polynomial
time

The desired behaviour a suitable objective should induce is that a scheduler achieves a
high expected accumulated reward, while keeping the probability of particularly bad outcomes
low. Improving on already good outcomes should not have a negative effect. So, we want
optimal schedulers to be eventually reward-mazimizing (ERMax-schedulers), i.e., that they
maximize the expected reward once the accumulated reward exceeds some bound B.

Deviation-measure-penalized expectation

Towards this goal, we investigate objectives in the spirit of the VPE, which are of the form
ES (rew) — ADEV® (rew) where a penalty factor A times a deviation measure DEV® (rew) of
the probability distribution of accumulated rewards under a scheduler & is subtracted from
the expected accumulated reward E® (rew).

The first deviation measure we investigate is the MAD. In contrast to the variance,
the contribution of an outcome to the MAD only grows linearly with its distance to the
expected value. For the MAD and the variance, we also study one-sided variants in which
only outcomes below the expected value are considered: The semi-MAD (SMAD) and semi-
variance quantify the average absolute or squared deviation below the expected value by
assigning deviation 0 to all outcomes above the expected value. Finally, we investigate a
simpler alternative to the MADPE: Instead of measuring the deviation from the expected
value of accumulated rewards, which itself depends on the chosen scheduler, we consider a
threshold-based penalized expectation (TBPE), where outcomes below a threshold ¢ that can
be chosen externally are penalized either linearly or according to more complicated functions.

Contributions

The main contributions, also summarized in Table 1, are as follows.
We show that optimal schedulers for the MADPE can be chosen to be ERMax-schedulers,
as desired, if the risk-aversion parameter A is sufficiently small, i.e. if A < 1/2. This
bound on the parameter is shown to be tight. Furthermore, we show that randomized
schedulers are necessary for the optimization.
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We formulate the optimization problem as a quadratic program and obtain a EXPSPACE-
upper complexity bound for the threshold problem for the MADPE. On the other hand,
we show that already in acyclic Markov chains the threshold problems for the MADPE
and the MAD are PP-hard under polynomial-time Turing reductions.

As the semi-MAD is always half of the MAD, the results transfer to the semi-MADPE.

We investigate the semivariance-penalized expectation (SVPE) and show — somewhat
surprisingly — that, for any risk-aversion parameter A\, there are MDPs in which optimal
schedulers are ERMin-schedulers. Hence, the SVPE as objective does not overcome the
undesirable effects observed for the VPE. Furthermore, we show that, in contrast to the
VPE, randomization is necessary for the optimization of the SVPE.

We show that the TBPE can be optimized in pseudo-polynomial time and that deciding
if the TBPE exceeds a bound for linear penalty functions even in acylic Markov chains is
PP-hard under polynomial-time Turing reductions.

As a proof-of-concept, we analyze our algorithms for the optimization of the MADPE and
for the TBPE in a small series of experiments.

Related work

The above mentioned work on the VPE for accumulated rewards in MDPs [25] is the closest
related work to our paper. Earlier work on the VPE in MDPs addressed the finite-horizon
setting with terminal rewards [11] or applied the notion to mean payoff and discounted
rewards [13]. Further, [31] presents a policy iteration algorithm converging against local
optima for a similar measure. The computation of the variance of accumulated rewards
has been studied in Markov chains [30] and in MDPs [21, 22]. In [8], the satisfiability of
constraints on the expected mean payoff in conjunction with constraints on the variance or
related notions such as a local variability are studied for MDPs.

For MDPs, the SVPE of random variables defined in terms of the stationary distribution
has been studied via the use of reinforcement learning algorithms [20]. Conceptually and
methodologically this work is nevertheless not closely related to our work. We are not aware
of investigations of the MADPE on MDPs.

Furthermore, several approaches to formalize various other risk-averse optimization
problems for accumulated rewards in MDPs have been proposed and studied in the literature.
This includes the computation of worst- or best-case quantiles [29, 4, 16, 27], also called
values-at-risk: Given a probability p, quantiles on the accumulated rewards are the best
bound C' such that the accumulated rewards stays below C with probability at most p
under all or under some scheduler. While quantiles still disregard the distribution below,
the conditional value-at-risk and the entropic value-at-risk are more involved measures that
quantify how far the probability mass of the tail of the probability distribution lies below a
given quantile. In the context of risk-averse optimization in MDPs, these measures have been
studied in [19] and [1]. A further approach, the entropic risk measure, reweighs outcomes by
an exponential utility function. Optimizing this entropic risk measure leads to schedulers
that tend to still achieve a high expected value while keeping the probability of low outcomes
small. The entropic risk measure applied to accumulated rewards have been studied in [3]
for stochastic games that extend MDPs with an adversarial player.
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2 Preliminaries

Notations for Markov decision processes

A Markov decision process (MDP) is a tuple M = (S, Act, P, s,,4, rew) where S is a finite set
of states, Act a finite set of actions, P: S x Act x S — [0,1] N Q the transition probability
function, s,,, € S the initial state, and rew: S x Act — N the reward function. Note that we
only allow non-negative rewards and that rational rewards can be transformed to integral
rewards by multiplying all rewards with the least common multiple of all denominators

of the rational rewards. We require that ), ¢ P(s,a,t) € {0,1} for all (s,a) € S x Act.

We say that action « is enabled in state s iff ), g P(s,a,t) = 1 and denote the set of
all actions that are enabled in state s by Act(s). If Act(s) = (), we say that s is a trap
state. The paths of M are finite or infinite sequences spag s; oy ... where states and
actions alternate such that P(s;, «;,s;41) > 0 for all i > 0. For m = spap $1 1 ... p—1 Sk,
rew(m) = rew(sg, &) + ... + rew(sg—1, ax—1) — and analogously for infinite paths — denotes
the accumulated reward of m, P(7) = P(so, a,51) ...  P(sk—1,ak_1, Sg) its probability, and
last(m) = sy, its last state. A path is called mazimal if it is infinite or ends in the trap state
goal. The size of M is the sum of the number of states plus the total sum of the logarithmic
lengths of the non-zero probability values P(s, «,s’) as fractions of co-prime integers and the
weight values rew(s, a).

A Markov chain is an MDP in which the set of actions is a singleton. In this case, we can
drop the set of actions and consider a Markov chain as a tuple M = (S, P, s,,.,, rew) where P
now is a function from S x S to [0,1] and rew a function from S to N.

An end component of M is a strongly connected sub-MDP formalized by a subset S’ C S
of states and a non-empty subset 20(s) C Act(s) for each state s € S’ such that for each
se S te Sand aeAs) with P(s,a,t) > 0, we have t € S” and such that in the resulting
sub-MDP all states are reachable from each other. An end-component is a 0-end-component
if it only contains state-action-pairs with reward 0.

Scheduler

A scheduler for M is a function & that assigns to each non-maximal path 7 a probability
distribution over Act(last(m)). If the choice of a scheduler & depends only on the current
state, i.e., if &(m) = &(x’) for all non-maximal paths 7 and 7’ with last(n) = last(n’), we
say that & is memoryless and also view it as functions mapping states s € S to probability
distributions over Act(s). A scheduler & that satisfies &(n) = &(n’) for all pairs of finite
paths 7 and 7" with last(w) = last(n’) and rew(w) = rew(n’) is called reward-based and
can be viewed as a function from state-reward pairs S x N to probability distributions
over actions. If there is a finite set X of memory modes and a memory update function
U:SxAct xS x X — X such that the choice of & only depends on the current state after
a finite path and the memory mode obtained from updating the memory mode according
to U in each step, we say that & is a finite-memory scheduler. A scheduler & is called
deterministic if &() is a Dirac distribution for each path 7 in which case we also view the
scheduler as a mapping to actions in Act(last(m)).

Probability measure

We write Pr%,s to denote the probability measure induced by a scheduler & and a state
s of an MDP M. Tt is defined on the o-algebra generated by the cylinder sets Cyl(w) of
all maximal extensions of a finite path m = sgag sy @1 ... ag—1 Sk with sg = s by assigning
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to Cyl(m) the probability that 7 is realized under &, which is &(so)(ao) - P(s0, 0, 51) - - .- -
S(soaq - .- Sp—1)(ak—1) - P(sg—1, k1, Sk). For a set of states T, we use OT to denote the
event that a state in T is reached. For details, see [26].

For a random variable X that is defined on (some of the) maximal paths in M, we denote
the expected value of X under the probability measure induced by a scheduler & and state s
by [E}“’:A7S(X). We define EX;% (X ) = infg [ES?/LS(X) and ER%5(X) = supg [E%,S(X) where &
ranges over all schedulers for M under which X is defined almost surely. The variance of
X under the probability measure determined by & and s in M is denoted by \/%VS(X ) and
defined by V§; [(X) = ES, (X — E5,,(X))?) = £}, (X?) — ES, ,(X)?. Furthermore, for
a measurable set of paths v with positive probability, [E%I,S (Xv) denotes the conditional
expectation of X under . If s = s,,,, we sometimes drop the subscript s.

Accumulated rewards

Given an MDP M = (S, Act, P, s,,,, rew), the total accumulated reward is given by the
extension of the function rew to maximal paths. We can check whether ER{*(rew) = oo
by checking whether all (maximal) end components are 0-end components in polynomial
time [12]. For our purposes, only MDPs M with E0{*(rew) < oo are interesting. In these
MDPs, we can collapse all end components £, which are all 0-end components, to single
states s¢ while adding a transition with reward 0 to a new trap state. This does not affect
the possible distributions of the random variable rew that can be realized by a scheduler [12].
Furthermore, the behavior of the MDP starting from a state s with [E“Al,ﬁ’g(rew) =0, i.e., from
a state s from which no positive reward is reachable, is irrelevant. So, we can collapse all
these states s with E0{*(rew) = 0 (together with the new trap state) to a single trap state
that we call goal. By these constructions, we obtain a new MDP M’ in which exactly the
same distributions of the total reward can be realized by schedulers as in M. As M’ does
not contain any end components anymore and goal is the only trap state in M’, the state
goal is now reached with probability 1 under any scheduler. In the light of the described
constructions, we work under the following assumption:

» Assumption 1. W.l.o.g., we assume that all MDPs have a trap state goal, which is reached
with probability 1 under all schedulers. We add this trap state to the signature and hence
denote MDPs M as tuples M = (S, Act, P, $,,,, rew, goal).

All objectives studied in this paper depend only on the distribution of the random variable
rew. By the following lemma, which is folklore and follows from the formulation in [25,
Lemma 2] (see also the full version [6]), we can restrict ourselves to reward-based schedulers.

» Lemma 2.1. Let M = (S, Act, P, 8,4, rew, goal) be an MDP satisfying Assumption 1.
Then, for any scheduler & there is a reward-based scheduler T such that the distribution of
the random variable rew is the same under the probability measures Pr/%t and Pr%.

3 Mean absolute deviation-penalized expectation

As described in the introduction, the VPE suffers from the drawback that optimal schedulers
are ERMin-schedulers, which is an undesirable behavior. Intuitively, the reason for this
behavior in the case of VPE lies in the fact that the variance grows quadratically with the
distance to the expected value. A natural alternative is choosing the absolute distance rather
than the quadratic distance from the expected value as the measure for the penalty. So, we
define the mean absolute deviation (MAD) of a random variable X as the probability-weighted

def

sum of the distance to the expected value: MAD(X) = E(|X — E(X)|).
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(a) The MDP M used in Example 3.1. (b) The MDP M used in Example 3.2.

Figure 1 Two example MDPs.

We consider the MAD-penalized expectation (MADPE) of the accumulated weight in
an MDP M = (S, Act, P, s, rew, goal) analogously to the VPE: We define the MAD of the

accumulated reward rew under scheduler & as MADS, (rew) = ES, (|rew — ES(rew)|). The

MAD-penalized expectation with parameter A € R is now MADPE[N| G, (rew) = S, (rew) —
AMADS, (rew) analogously to the VPE. Our goal is to find

MADPE[N R (rew) 2 sup MADPEA]S, (rew)
S

as well as an optimal scheduler. In the sequel, we will prove the following results. Omitted

proofs can be found in [6].

1. In general, randomization is necessary to optimize the MADPE.

2. If A > %, then there is an MDP M such that any optimal scheduler for the MADPE is
an ERMin-scheduler.

3.1 A < %, for any MDP M, optimal schedulers can be chosen to be reward-based
ERMax-schedulers.

4. It A < %, the optimal MADPE can be computed in exponential time.

5. Even for acyclic Markov chains, deciding whether the MADPE exceeds a given threshold
¥ is PP-hard under polynomial-time Turing reductions.

3.1 Randomization and optimality of ERMin-schedulers

We work with MDPs M = (5, Act, P, 8., rew, goal) satisfying Assumption 1. First, we show
that randomization is necessary for the optimization of the MADPE in the following example.

» Example 3.1. Consider the MDP M in Figure 1la. We consider the schedulers &, choosing
o in s, 64 choosing 3, and &, /2 choosing o and 8 with probability 1/2 each and obtain:
ESe (Grew) = 3/4, E\/* (rew) = 1, and ESf (rew) = 5/4. The MADs are MAD S (rew) = 3/8,
MAD " (rew) = 1/4-1 = 1/4, and l}’IAIDf/f(rew) = 3/8. Clearly, the MADPE under &g is
better than under &,, for any A > 0. For the MADPE of &, /5 and &4 with A = 4, we obtain

1 5 3 1

MADPE[] o/ (rew) = 1 — =0 MADPE[A] S/ (rew) = S Lt
So, the randomized scheduler &, is better than the deterministic schedulers &, and &g.
In Figure 2, we depict the MAD in comparison to the expected value of any randomized
scheduler for M. The kink in the graph at expected value 1 can be explained by the fact
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Figure 2 Plot of MAD and variance over the expected value for schedulers obtained by choosing
« with probability p € [0, 1] in the MDP M depicted in Figure 1a.

that the MAD contains a summand for |1 — E§;(rew)|. The dotted blue line consists of all
points in the MAD-E-plane with the same MADPE as the scheduler &/, illustrating that
this scheduler is in fact optimal as the MADPE increases in the direction of the arrow. For
comparison, we also depict the variances of randomized schedulers over the expectation.
Clearly, for any A the deterministic scheduler choosing 3 will always be VPE-optimal.

In the next example, we will illustrate that the MADPE fails to guarantee in general that
optimal schedulers are eventually reward-maximizing.

» Example 3.2. Consider the MDP M depicted in Figure 1b for p € (0,1/3]. Always
choosing « in state sg.. maximizes the expected value. Under this scheduler, the expected
value is 3p < 1 as moving from state s; to state sg4.. takes two steps in expectation. So,
under any scheduler, the expected value lies between 0 and 1. So, all paths leading via s;
yield a reward above the expected value, while only the path going directly to goal from s,
yields a reward below the expected value. For the MAD under a scheduler &, we obtain
MADS(rew) = 2 - (1 — p) - EG(rew) (see the full version [6] for the calculations).

For a given A > 1, we can choose p € (0,1/3] such that A > ﬁ and hence A-2-(1—p) >

—p
1. Now, under any scheduler &, the MADPE for parameter \ is

MADPE[N S (rew) = ESy(rew) — A2+ (1 —p) - E}y(rew) = (1 = X-2- (1 — p))ES, (rew).

As1—-X-2-(1—-p) <0, a scheduler maximizing the MADPE has to minimize the expected
value of rew. In M,, this means always choosing /. So, for any A > %, there is an MDP in
which optimal schedulers have to minimize the future expected rewards no matter how large
the accumulated reward already is.

3.2 Sufficiently small parameters A

As we have seen, the MADPE as an objective does not in general guarantee that optimal
schedulers are ERMax-schedulers. In this section, we now show that this desirable property
is guaranteed if the risk-aversion parameter )\ is at most %

By Lemma 2.1, we already know that we can restrict ourselves to reward-based schedulers
when optimizing the MADPE. For two reward-based schedulers & and ¥ and a natural
number k, we define the reward-based scheduler & 14 T on state-reward-pairs (s,w) € S x N

6 R f ka
by (& 1% T)(s,w) = {r:(:((: z:)) if: i k

to distributions over actions.
For risk-aversion parameters A of at most 1/2, the following theorem implies that optimal
schedulers for the MADPE can be chosen to be ERMax-schedulers.

where we view © and ¥ as functions from S x N
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» Theorem 3.3. Let M = (S, Act, P, 8,4, rew, goal) be an MDP satisfying Assumption 1 and
let X € (0, %} be a parameter for the MADPE. Further, let T be a memoryless deterministic
scheduler with £} (rew) = EReX (rew). Let k = [E35*(rew)]. Then, for any reward-based

scheduler &, we have MADPE[N S, (rew) < II’IAD[P[E[)\]?:AT’CK(Tew).

The theorem is shown by expressing the MADPE using conditional expectations under
the condition that the reward exceeds the bound k. Note that the theorem implies that it
does not matter which expectation optimal scheduler ¥ is chosen after a reward of at least
ER*(rew) has been accumulated.

3.3 Computing the maximal MADPE

Theorem 3.3 tells us that the value MADPE[AR?* in an MDP M for A € (0,1/2] is the
supremum of MADPE[A]S, over all reward-based schedulers & that behave according to a
fixed memoryless deterministic scheduler ¥ maximizing the expected reward as soon as
a reward of more than E}/*(rew) has been accumulated. Let us denote the set of such
schedulers by Schedy.

The result shares some similarity with the results in [5] on the computation of maximal
conditional expected rewards under the condition that a set of target states is reached. In
both cases, a reward-based scheduler that has to keep track of the accumulated reward up to
some bound B has to be computed. The bound B, however, is obtained quite differently.
Here, the maximal expected accumulated reward can be used as this bound. The bound in [5]
is in general much larger (although also exponential). Similar reward-based schedulers are
also necessary for the model-checking of temporal formulas with certain reward operators [10]
and for the optimization of the variance-penalized expectation [25].

We are now in the position to provide a model transformation such that afterwards we can
restrict ourselves to memoryless schedulers. Given the MDP M = (S, Act, P, $,,.,, rew, goal),
let k = [EX{*(rew)] and let £ be the largest reward of a state-weight pair in M. We now
define the MDP N = (S’ Act', P, s, rew’, goal’).

The state space S’ = S x {0,...,k + ¢ — 1} U {goal'} and represents states together
with the reward that has been accumulated so far, as well as a new trap state goal’. The
initial state is s, , = (S, 0). The set of actions is extended by one new action 7. The
transition probability function P’ for (s,w) € S x {0,...,k+ ¢ — 1} and « € Act is given by

P'((s,w),a, (t,v)) = P(s,a,t) if w <k —1and v =w+ rew(s, a), and is set to 0 otherwise.

So, in all states in S x {k,...,k+£¢— 1} and in {goal} x {0,...,k — 1} none of the actions
in Act are enabled. Instead in these states the new action 7 is enabled and leads to the trap
state goal’ with probability 1. The reward function is 0 on all state-action pairs containing
an action from Act. Only the new action 7 gets assigned a reward by

rew’ ((goal,w)) = w forall w e {0,...,k+£—1} and
rew'((s,w)) = w + Ex (rew) for s € S\ {goal} and w € {k,..., k+¢—1}.

So, in NV, rewards are only received in the very last step when entering th