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Abstract
Gradual typing has emerged as a promising typing discipline for reconciling static and dynamic
typing, which have respective strengths and shortcomings. Thanks to its promises, gradual typing
has gained tremendous momentum in both industry and academia. A main challenge in gradual
typing is that, however, the performance of its programs can often be unpredictable, and adding or
removing the type of a a single parameter may lead to wild performance swings. Many approaches
have been proposed to optimize gradual typing performance, but little work has been done to aid the
understanding of the performance landscape of gradual typing and navigating the migration process
(which adds type annotations to make programs more static) to avert performance slowdowns.

Motivated by this situation, this work develops a machine-learning-based approach to predict the
performance of each possible way of adding type annotations to a program. On top of that, many
supports for program migrations could be developed, such as finding the most performant neighbor
of any given configuration. Our approach gauges runtime overheads of dynamic type checks inserted
by gradual typing and uses that information to train a machine learning model, which is used to
predict the running time of gradual programs. We have evaluated our approach on 12 Python
benchmarks for both guarded and transient semantics. For guarded semantics, our evaluation results
indicate that with only 40 training instances generated from each benchmark, the predicted times
for all other instances differ on average by 4% from the measured times. For transient semantics,
the time difference ratio is higher but the time difference is often within 0.1 seconds.
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1 Introduction

Statically typed languages offer benefits such as early programming error detection, document-
ation, and better performance but can hinder program executions when they are incomplete
or contain type errors. Dynamically-typed languages offer the benefits of fast prototyping and
flexible usability but provide less program correctness guarantee. Traditionally, languages are
either static or dynamic. In an effort to reconcile these typing disciplines, a typing discipline
named gradual typing was developed and popularized in the last decade Siek and Taha [38],
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Figure 1 Part of the performance lattice for the Pascal benchmark. The lattice consists of 16
configurations, a combination of four parameters with each being typed or untyped. Each filled
(unfilled) oval represents a typed (untyped) parameter. Each configuration shows only 4 ovals and
omits the rest, which is the same across the 16 configurations. A circled number or letter is attached
to each configuration for easy reference in the paper. Each configuration is associated with two
times, separated by a ‘-’. The first time is the measured time of the configuration and the second (in
blue) is the predicted time by our machine learning algorithm. All times are in seconds in the paper.

Siek and Vachharajani [39], Garcia and Cimini [13], Tobin-Hochstadt and Felleisen [42],
Tobin-Hochstadt et al. [43], Campora et al. [6], Castagna et al. [9], Migeed and Palsberg [22],
Phipps-Costin et al. [31], Greenman and Felleisen [14].

The main idea of gradual typing is that within a single program, parts of it may be
statically typed (by giving type annotations to parameters in that part) and parts of it may
be dynamically typed (by leaving out type annotations to parameters or explicitly giving
them the dynamic type, written as Dyn). Ideally, in gradual typing, prototyping and initial
development is done with the dynamic aspect of the language, and programs are migrated to
static aspect when performance and correctness becomes critical.

The goal of type migration is to add type annotations to parameters with dynamic
types of a program. A commonly used notion in type migration is configurations Greenman
et al. [15]. For any program, a configuration specifies which subset of all the parameters are
typed. For example, in the fully dynamic configuration, this subset is empty, and in the fully
static configuration, this subset includes all parameters. For a program with n parameters,
there can be up to 2n configurations since each parameter can be typed or untyped. We can
organize all the configurations into a lattice such that the set of typed parameters in the join
of two configurations is a union of those of the two configurations. To illustrate, Figure 1
presents a part of the lattice for the Pascal benchmark in Python.

1.1 Performance Problem in Type Migration
There are two issues related to gradual type migration:
(1) finding parameters where type annotations could be added and
(2) understanding performance changes and maintaining good (acceptable) performance as

type annotations are added.

For issue 1, a lot of work has been done to automatically adding type annotations to
dynamically-typed programs, including static approaches Castagna et al. [9], Kristensen
and Møller [19], Campora and Chen [7], Rastogi et al. [34], Chandra et al. [10], Siek and
Vachharajani [39], dynamic approaches Miyazaki et al. [24], Cristiani and Thiemann [11],
and machine learning based approaches Mir et al. [23], Peng et al. [30], Pradel et al. [33],
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Allamanis et al. [3]. Several approaches have also been developed to find best migrations in
the sense of adding type annotations to as many parameters as possible Campora et al. [6],
Migeed and Palsberg [22], Phipps-Costin et al. [31]. Issue 2, however, has received less
attention.

While it is tempting to integrate all the type annotations suggested by a type migration
tool Castagna et al. [9], Kristensen and Møller [19], Campora and Chen [7], Rastogi et al. [34],
Chandra et al. [10], Siek and Vachharajani [39], Mir et al. [23], Peng et al. [30], Pradel
et al. [33], Allamanis et al. [3], doing so may turn the original configuration into a new one
that degrades performance significantly. The slowdown can be as high as more than 100
times Takikawa et al. [41], due to intricate type interactions. This is the case even when
the type annotations for all the parameters in a single project are inferred. For example, in
the spectral norm benchmark, the runtime for the fully typed configuration is about 2 times
that of a configuration that has one fewer function typed Campora et al. [8]. The reason is
that even all parameters in a project are typed, the libraries and third-party code used by
the project may not be typed.

In general, after migrating from configuration Ks to Ke, manually or with the aid of type
migration tools, the developer may face a few performance related questions. In particular, if
the performance at Ke is not satisfactory, then the user will have to explore the performance
of the neighbors of Ke to find a configuration that can restore the performance at Ks or
whose performance is the best among all neighbors.

To illustrate, consider the performance lattice for the Pascal benchmark in Figure 1. The
Pascal program has 19 parameters and thus 219 configurations, and we present a part of the
lattice in the figure. Assume the user is currently at configuration 1 and a migration tool
infers types for the four parameters, which corresponds to configuration G . However, noting
that the performance at G is about 3 times slower than that at 1 , the user will explore the
performance of neighbors and find one with good performance.

The problem is that there is no obvious strategy Greenman et al. [15], Takikawa et al. [41]
that the user could employ to quickly find desired configurations. For example, a strategy like
breadth-first-search will not find F , the configuration that both has good performance and
has largest number of parameters being typed, without trying C , D , and E . Similarly, a
strategy like depth-first-search will not find any configuration that restores performance until
it goes back to the original configuration 1 . This problem will become worse in practice
due to three reasons. First, type migration tools may suggest adding types to many more
parameters, which quickly enlarges the search space. Second, as the program becomes bigger,
it takes more time to measure the performance of each configuration. Also, it takes more
time to move from one configuration to another as more type changes are involved. Third,
since each program has its own structure and type of interactions, as witnessed by very
diverse performance lattices in different programs Takikawa et al. [41], Greenman et al. [16],
Campora et al. [8], no single searching strategy works well for all programs.

The biggest problem is probably the uncertainty associated with the exploration process.
If the user has not found a configuration with good performance following some strategy,
should the user stick to the strategy in hoping that the performance will finally improve or
change the strategy in fearing that performant configurations are in other neighborhoods.

1.2 A Machine Learning Based Solution
In this paper, we propose and develop LearnPerf, a machine learning based solution for this
problem. For each program, we train a model from the running time for a very limited
number (usually 40) of configurations. We then use this model to predict the execution times
of other configurations. To give a sense of how the predicted times of LearnPerf look like, we
present them in Figure 1 in blue.

ECOOP 2024
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Our prediction result is pretty accurate, with the difference ratio (defined as |predicted
time – measured time|/measured time) often within 4%. On top of the prediction result, we
can develop a series of migration support under different scenarios. We list some of them
below.

1. LearnPerf is able to predict the performance for a given configuration. Assume the developer
wants to migrate the current configuration to a new one, this information can inform how
performance looks like at the new configuration.

2. LearnPerf is able to classify the performance of adjacent configurations. For a certain
number of configurations around the current one, we can classify them according to
performance speedup/slowdown scales. Takikawa et al. [41] introduced the notion 2-
deliverable, which includes all configurations whose performance degrades by less than 2
times that of the original configuration, and 2-5 usable, which includes all configurations
that slows down the original configuration by 2-5 times. With the help of LearnPerf, we
can highlight configurations that are 2-deliverable, 2-5 usable, etc.

3. For each configuration, LearnPerf is able to find the most performant configurations within its
neighborhood. If the user is not satisfied with the performance of the current configuration,
this capability can suggest an alternating configuration with good performance.

Note that this work studies the performance aspect of type migration only and is
not intended to develop a new type inference algorithm or machine learning algorithm to
automatically add type annotations. As mentioned earlier, there has been a long line of
research of adding type annotations but little work has been done for the performance aspect
except for two papers Campora et al. [8], Greenman et al. [15]. Many approaches Feltey
et al. [12], Ortin et al. [28], Moy et al. [25], Kuhlenschmidt et al. [20], Vitousek et al. [46]
have investigated performance optimization of gradual typing. Our work is orthogonal to
these approaches and we discuss the relation with them in Section 6.

To illustrate the usefulness of our migration support, assume the user was at configuration
1 and has just migrated to G and observed that the performance at G is not satisfactory.

LearnPerf can help in this case. For example, there are four neighbors of G , C through F .
LearnPerf predicts that their running times are 19.4, 30.2, 19.2, and 7.3 seconds, respectively.
Based on the predicted times, LearnPerf suggests the user to migrate to F , rather than G .
We can observe that F slows down 1 by only 15% while G slows down by 3 times.

Overall, LearnPerf finds F that reconciles both performance and static migration. It seems
undesirable to migrate to F and not G because G adds a type annotation to one more
parameter. In practice, this problem can often be solved by migrating a few parameters in
unison in later migrations.

1.3 Workflow and Contributions of This Work
Figure 2 presents the workflow of LearnPerf. Starting from any “original program”, assume the
user added some type annotations, manually or with the help of type migration tools. This will
lead to a new, more precise program that has more type annotations than the original program.
Note, that the new program may be partially typed or fully typed. As discussed earlier, both
partial and fully typed programs may experience significant performance degradation. From
the new program, we create 40 random training samples. We then extract relevant feature
vectors that characterizes runtime performance as well as the running time for each generated
configuration. This information is then input into LearnPerf for the purpose of training our
model.
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Figure 2 Workflow of LearnPerf. Solid arrows denote information flow in training phase and
dashed, blue arrows denote that in prediction phase. Dotted, red arrows denote type annotation
additions, and they are not a part of this work.

Once we have the trained model, we can support scenarios 1 through 3 by generating
appropriate configurations and predicting their running times. Section 5 will sketch the main
steps to support scenarios 2 and present our evaluation results.

In the above, the training will not start until the user initiates it. In practice, however,
our approach will actively invoke a deep learning model Mir et al. [23], Peng et al. [30], Pradel
et al. [33], Allamanis et al. [3] to generate type annotations. As a result, the performance
prediction model could be ready before the programmer starts the migration process and
needs migration support. We applied this idea to three large datasets for our evaluation
(Section 5).

Overall, this paper makes the following contributions:
1. We develop a machine-learning based approach that can help understand the performance

landscape of different configurations of a gradually-typed program. On top of that, many
migration supports can be developed.

2. We explore different features to represent program run times and find out that overheads
of casts inserted by gradual typing are simple yet representative features.

3. We implement our approach and evaluate its performance on twelve benchmarks, including
nine benchmarks that are frequently used in gradual typing research and three larger
benchmarks that each have more than 1000 LOC. We observe that with only 40 training
instances, our predicted times differ from measured times by 4% only for guarded semantics.
For transient semantics, the difference between the predicted time and measured time is
often within 0.1 seconds.

The rest of the paper is organized as follows. In Section 2, we discuss the background of
gradual typing. In Sections 3 and 4, we present our exploration of searching for appropriate
machine learning model and representative features for precisely estimating execution times of
gradual programs. In Section 5, we present the evaluation results, as well as implementation
details and benchmarks used. We discuss related work in Section 6 and conclude in Section 7.

2 Background

This section covers the background of gradual typing, with a focus on cast insertions and
their overheads.

In gradual typing, a parameter may be given a static type, a dynamic type (often written
as Dyn or is omitted) signifying that the type is not known statically, or a mix of static and
dynamic types. Static type checking is applied to program parts that use parameters with
static types, and dynamic type checking is used for other program parts.

ECOOP 2024
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def myreduce(f, lst, init):
result = init
for i in range(len(lst)):

result = f(result,lst[i])

return result

def wider(cw:Int,ci:List(Int))->Int:
return max(cw, len(ci))

myreduce(wider,[[1], [], [4,5]],0)

def myreduce(f, lst, init):
result = init
for i in range(len(lst)):

result = (f : Dyn => Dyn -> Dyn -> Dyn)
(result, lst[i])

return result

def wider(cw, ci):
return max(cw, len(ci)) : Dyn => Int

myreduce(wider: Int -> List(Int) -> Int => Dyn,
[[1], [], [4,5]] : List(List(Int)) => Dyn,
0 : Int => Dyn)

Figure 3 A partially-typed version of myreduce (left) and its cast-inserted program (right).

For example, Figure 3 (left) presents a program snippet written in a hypothetical gradual
language in Python type hint syntax Vitousek et al. [45]. The function myreduce takes in a
binary function, a list, and an initial value and reduces the list to a single value. In this
program, static type annotations are given to the parameters, and the return of wider. All
other parameters have dynamic types. A static type error will be detected if we pass a string
value as the first argument to wider because the first parameter has a type annotation Int. In
contrast, no such error will be detected if we pass a string value as the first argument to
myreduce.

Gradually-typed languages are often obtained by adding static type checking to underlie
dynamic languages, such as Typed Clojure for Clojure, Typed Racket for Racket, and
Reticulated Python Vitousek et al. [45] for Python. As such, a common implementation
strategy of gradual typing is to translate its programs into programs in the underlying
language and insert necessary runtime type checks (often called casts) during the translation.

For example, when executed by a gradual typing implementation for Python, the program
in Figure 3 (left) is translated to the program in Figure 3 (right), which can be executed
on any Python interpreter. Comparing programs in Figure 3 left and right, we observe two
important differences. First, the program on the right does not have type annotations. This
is because the interpreter for the underlying, dynamic language often does not make use of
type annotations so they are erased during translation. Second, the program on the right has
extra constructs in the form of expr : src_type => trg_type, which are often called casts. Such
casts are inserted when the static type checker determines that expr has the type src_type but
is used in a context where a value of trg_type is required.

As runtime type checks, these casts incur runtime overheads, and different casts lead
to very different overheads. For example, the cast x : Dyn => Int can be performed where
it appears as we can always verify if x is indeed an integer and is thus very lightweight.
In contrast, the cast g : Dyn => Int -> Bool can not be verified where it appears because, for
example, we do not know how g will be used and what arguments will be passed to it. As
such, a proxy will be created for g such that the invocation of g will be handled by the proxy,
which inserts a cast to check that the argument to g is Int and another cast to check that the
return value of g is Bool. Such casts are more involved and lead to more significant overheads.
Casts over data structures and objects are similarly heavyweight.

It is not hard to envision that adding or removing the type annotation for a single
parameter in gradual typing may yield significant performance swings Takikawa et al. [41],
Greenman et al. [16]. One might consider this a reason to abandon gradual language designs
that enforce type invariants at runtime, but a study by Tunnell Wilson et al. [44] shows that
programmers often expected the behavior of programs to emulate those done by gradual
typing. This work in this paper enables programmers to enjoy the benefits of gradual typing
while staying informed about the performance landscape as they migrate programs toward
more static.
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Table 1 Deep learning model performance on unseen benchmarks.

Unseen Benchmark # training # testing MAE MSE DR

Meteor 105945 1024 5.26 28.09 56.84%
Zebrafy 103969 3000 149.37 22350.18 86.96%
Pascal 101785 5184 22.82 653.85 273.42%
Chaos 100969 6000 25.67 784.96 35.57%

Richard 100969 6000 23.73 766.28 36.05%
Sieve 91608 15361 53.88 2933.99 1655.90%

Nbody 90585 16384 4.87 36.79 68.28%
Scimark 81881 25088 4.39 28.27 80.37%
Raytrace 73065 33904 6.49 46.29 110.17%

3 Feature Engineering

The two most important questions in machine learning are what kinds of models to train and
what features will be used for representing programs. In this section and next, we present
our exploration of searching for a suitable model and simple yet representative features.

3.1 First Attempt: Global Model with Deep Learning
Ideally, we train a global model that can be used to predict the runtime of different configur-
ations for all user programs. Such a model needs to be trained only once by us (the model
developer) and can be distributed to users (developers who migrate gradual programs) for
use.

Motivated by recent successes of deep learning models for predicting types Mir et al. [23],
Peng et al. [30], Pradel et al. [33], Allamanis et al. [3], our first attempt is to exploit deep
learning to train a global model. For a given set of configurations for training and a set for
testing, this process consists of several steps. The main challenge here is that the training
instances may have different lengths. To solve this issue, we leverage source code embeddings
that convert each configuration into an embedding that has the same length. Specifically,
we use UniXcoder Guo et al. [17] to convert each configuration into a 4 * 768 float matrix.
These embeddings, together with runtimes of corresponding configurations, are fed into a
multi-layer perception network Popescu et al. [32] to train a global model. Based on the
trained model, we can predict the runtime for each configuration in the test set.

To test the performance of this idea, we have developed a prototype and conducted
experiments in two settings. In the first setting, we collected all configurations from nine
benchmarks (listed in Table 1), with a total of 106,969 configurations (Section 5.1 will give
more details about our evaluation benchmarks). We randomly choose 80% of them for
training, 10% for cross-validation, and 10% for testing. In the second setting, we chose
one benchmark for testing and used configurations from all other benchmarks for training.
The main difference between these two settings is that in the first setting some testing
configurations and training configurations may come from the same benchmark.

To measure the performance of this exploration and later ones in this paper, we use two
of the most popular metrics for a regression problem, mean absolute error (MAE) and mean
square error (MSE). In addition, to capture the accuracy or error ratio more intuitively, we
used another metric called difference ratio, shortened to DR. The definitions of these three
metrics are given below, where ti and t̂i denote the measured and predicted running times of

ECOOP 2024
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the configuration i, respectively, and D denotes the testing set of instances. For example, if
the measured and predicted times for a configuration is 7.9s and 8.1s, respectively, then the
difference ratio for this configuration is 2.53%. We will use these notations throughout the
paper.

MAE =
∑D

i=1 |ti − t̂i|
|D|

MSE =
∑D

i=1(ti − t̂i)2

|D|
DR =

∑
i∈D

|ti−t̂i|
ti

|D|

The DR for the first setting is 147.58%. The details of the results for the second setting is
given in Table 1. The results show that the global model trained with deep learning performs
poorly. There are a few possible reasons. First, as discussed in Section 2, a gradual program
is often translated to a base program in the untyped, underlying language with casts inserted.
As such, the running time of a configuration roughly includes the time to execute the base
program and the overhead due to casts. To be able to precisely predict the running time, we
need to be able to do that for both parts. However, predicting the running time of a general
program is still an open problem Matsunaga and Fortes [21]. Second, the overhead due to
casts can vary significantly across different programs as it depends on program structures,
such as whether casts are in loops, whether multiple casts are applied to single values,
etc. Third, as discussed in Section 2, two configurations that differ by whether a single
parameter is typed or not may have very different runtimes. This exhibits similar phenomena
as in molecular property prediction where minor changes in molecular structures lead to
significant changes of properties Stumpfe and Bajorath [40]. Earlier work Xia et al. [50] has
demonstrated that deep models often do not perform well for such tasks.

For this reason, we decide to train an individual, project-specific model for each project in
this work. Have decided which model to train, we next explore different feature representations
to find representative features.

3.2 Second Attempt: Individual Models with Bit Strings

The problem of predicting gradual typing performance bears some similarity to perform-
ance prediction for highly-configurable software systems Kolesnikov et al. [18]. A highly-
configurable program usually contains a large number of configuration options (for example,
Linux has about 13,000 such options) for customizing the functional and non-functional
features of the program. For instance, Linux can be configured to run on a diverse set of
devices, ranging from embedding devices to servers. Each configuration option may be set or
unset, corresponding to enabling or disabling associated features, which often leads to the
inclusion or exclusion of certain pieces of code into the generated program after customization.
As such, different configurations of the same configurable program will lead to different
performances.

Understanding the performance landscape of configurable software systems is an im-
portant research problem, particularly as generating all possible programs and measuring
their performance is infeasible due to the exponential complexity (the number of different
configurations that can be generated is exponential in the number of configuration options).
A prevalent solution to this problem is building a performance-influence model for each
configurable software system. This can be achieved by generating a few samples, measuring
the performance of these samples, and building a model from them. With the performance-
influence model, predicting the performance of a certain configuration is instantaneous,
without having to generate the configuration and measure the performance.
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Table 2 Python benchmark Performance (Bit strings).

Benchmark # training # testing MAE MSE DR

Monte Carlo 40 344 0.53 ± 0.00 0.45 ± 0.00 35.30%
Meteor 40 984 0.29 ± 0.02 0.19 ± 0.068 2.47%
CPU 40 2857 2.57 ± 0.06 3.487 ± 0.08 8.15%
Zebrafy 40 3960 12.25 ± 1.24 15.98 ± 0.78 91.64%
Pascal 40 5144 5.15 ± 0.18 6.44 ± 0.31 27.57%
Chaos 40 5960 2.38 ± 0.04 3.00 ± 0.06 4.78%
Richard 40 5960 9.58 ± 1.12 13.65 ± 1.68 42.88%
BenchFirst 40 5960 43.85 ± 3.88 58.58 ± 4.23 25.88%
Sieve 40 15321 0.12 ± 0.00 0.16 ± 0.00 1.56%
Nbody 40 16344 3.45 ± 0.17 4.46 ± 0.19 30.10%
Scimark 40 25048 2.41 ± 0.03 3.06 ± 0.05 17.02%
Raytrace 40 33864 5.80± 1.23 7.35 ± 1.60 38.90%

Monte Carlo 192 192 0.39 ± 0.00 0.47 ± 0.00 31.33%
Meteor 512 512 0.13 ± 0.00 0.08 ± 0.00 0.70%
CPU Benchmark 1427 1428 2.23 ± 0.03 2.84 ± 0.02 6.55%
Zebrafy 2000 2000 10.72 ± 0.95 14.58 ± 0.89 87.24%
Pascal 2592 2592 3.81 ± 0.00 5.09 ± 0.00 20.45%
Chaos 3000 3000 1.72 ± 0.01 2.13 ± 0.00 3.41%
Richard 3000 3000 8.86 ± 0.01 13.05 ± 0.02 36.78%
BenchFirst 3000 3000 28.85 ± 3.05 36.58 ± 3.90 11.88%
Sieve 7680 7680 0.10 ± 0.00 0.13 ± 0.00 1.32%
Nbody 8192 8192 2.70 ± 0.00 3.58 ± 0.00 23.64%
Scimark 12544 12544 1.75 ± 0.00 2.42 ± 0.00 12.36%
Raytrace 16952 16952 2.81± 0.00 3.19 ± 0.00 18.84%

In gradual typing, each parameter can be typed or untyped, corresponding to enabling
or disabling a configuration option. Due to this similarity, we started our exploration by
using bit-string as features for machine learning. Specifically, we treat each parameter as a
binary feature and use 1 to denote that the parameter is typed and 0 to denote it is untyped.
Feature values for all parameters are concatenated together to form a bit-string, which forms
the feature vector in this exploration.

We developed a prototype implementing this idea and tested its performance on 12
Python benchmarks (we will show details about them in Section 5.1). We present the result
in Table 2. In the upper part of Table 2, we present the results with bit-strings as features
when each individual model is trained with 40 configurations. We can observe that the
average difference ratio (DR) is quite high for several benchmarks. For example, DR is
around 92% for Zebrafy and 43% for Richard. We may think of increasing the number of
training instances to boost the performance. Surprisingly, the performance does not increase
significantly as we remarkably increase the number of training instances, as can be seen
from the bottom part of Table 2. For example, as we increased the training instances from
40 to 2000 (that is we used 50% of instances for training) for Zebrafy, the average DR is
still around 87%. Similarly, the average DR is about 37% for Nbody as we use 50% of all
instances for training.

Another issue is that as we are training an individual model for each project, using too
many training instances needs a very long preparation time. To solve this issue, we choose
to generate a limited amount of configurations but extract highly effective features.
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def myreduce(f:Function([Int,List(Int)],Int),
lst:List(List(Int)), init:Int):

result = init
for i in range(len(lst)):

result = f(result,lst[i])
return result

def wider(cw:Int, ci:List(Int)) -> Int:
return max(cw, len(ci))

myreduce(wider,[[1], [], [4,5]],0)

def myreduce(f, lst, init):
result = init
for i in range(len(lst)):

result = f(result : Dyn => Int,
lst[i]) : Int => Dyn

return result

def wider(cw, ci):
return max(cw, len(ci)) : Dyn => Int

myreduce(wider, [[1], [], [4,5]], 0)

Figure 4 The fully-typed version of myreduce (left) and its cast-inserted translation (right).

4 Third and Successful Attempt: Gauging Cast Overheads

The main reason that bit strings do not work well is that bits only represent whether
parameters are typed or not while the types of parameters interact in an intricate way. This
makes bit strings a poor candidate for capturing inserted casts, which are the main causes
for performance overheads. For example, if we compare the programs in Figures 3 and 4,
we can observe that while the program in Figure 4 (left) has strictly more type annotations
than that in Figure 3, no such relation appears for the casts in the translated programs. In
particular, these programs share only one common cast (the cast for the return value in
wider), and all other casts are different. The running times of these two versions of myreduce

are very different: the running time of the partially-typed version (Figure 3) is about 16
times that of the fully-typed version (Figure 4). In practice, removing or adding the type for
a single parameter may lead to a completely different cast being inserted.

Thus, instead of using bit strings, we will next explore the inserted casts of the translated
programs by gauging cast overheads. Our main idea is to give symbolic overheads to casts
and let machine learning algorithm figure out the real overhead of each cast. To give a more
formal account of our approach, we present the type syntax used for the rest of this section
below.

Base types U ::= Bool | Int | Unit

Gradual types G ::= U | G → G | Dyn | [G]

Our type definition includes base types, ranged over by U , and gradual types, ranged over
by G. Our base types include Int, Bool, and Unit, but they can be extended easily. In gradual
types, we consider two type constructors: function types and list types. Again, they can be
extended easily.

In the rest of this section, we first discuss how to gauge the overhead for individual
casts (Sections 4.1 and 4.2) and then the overhead for a whole program (Section 4.3). Finally,
we assess the effectiveness of cast overheads (Section 4.4).

4.1 Overheads for Individual Casts
Casts involving base types. Our first observation of gauging cast overheads is that casts
have very different runtime overheads, as we discussed in Section 2. We first deal with casts
that involve base types. For a cast of the form U ⇒ Dyn, it can be checked where it appears.
We assign the symbolic overhead U i to it. Similarly, for the cast Dyn ⇒ U , we assign the
symbolic overhead Up.

Casts involving function types. Next, we investigate overheads of casts that involve function
types. In general, as discussed in Section 2, a function cast can not be verified where it
appears. Instead, for a cast of the form f : G1 → G2 ⇒ G3 → G4, a proxy will be created to
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wrap f . In place where f is called, the call is handled by the wrapper, which first casts the
argument from G3 to G1, calls f with the cast argument, and casts the return value of f

from G2 to G4. As such, a function cast induces two kinds of overheads: (1) the overhead
that creates the proxy and (2) the overhead that casts the arguments and returned values.
We refer to these two kinds of overheads as creation overhead and invocation overhead,
respectively. The creation overhead should be similar across different proxy wrappers because
type differences in casts do not cause the creation behavior to change much. As such, we
assign F c to represent a proxy creation overhead.

One challenge with invocation overheads is that they are incurred when the cast functions
are invoked, not where the function casts appear. However, it is unclear when cast functions
are invoked by looking at the translated program (neither with some standard static analysis)
because cast functions may be assigned to other variables, stored in data structures, and
passed over to other functions, and call sites can be very distant from where proxies are
created. Our solution to this problem is to gauge the invocation overhead for each cast and
directly add it to its creation overhead. This is very simple to implement: no complex alias
analysis is needed.

Interestingly, this approach works well for predicting runtimes of configurations. Intuit-
ively, the function cast created at the same program location will have the same invocation
sites across different configurations since two configurations only differ by type annotations.
Thus, if two casts cast the same function and have the same invocation overhead across two
configurations, then they induce the same cast overheads. Of course, if the arguments to
the cast functions in different configurations are cast differently, then the invocation takes
different times to complete. However, such differences should be reflected through overhead
differences of casts on the argument. Similarly, if the function cast in the first configuration
has larger invocation overhead than that in the second configuration, then the cast function
in the first configuration has more runtime overheads at invocation sites. We leave it to the
machine learning algorithm that we use to train our model to figure out the relation between
symbolic difference and the runtime difference for different configurations.

Another challenge in gauging invocation overheads is that unlike creation overheads that
are similar across different function casts, invocation overheads can vary significantly, based
on the types involved. For example, the cast f1 : Int → Int ⇒ Dyn → Dyn should have a much
smaller invocation overhead than f2 : [Int] → Int ⇒ Dyn → Dyn because the cast for the argument
for f1 is Dyn ⇒ Int and that for f2 is Dyn ⇒ [Int]. As we have seen earlier, the cast Dyn ⇒ Int is
very lightweight while the cast Dyn ⇒ [Int] involves the creation of another proxy over the
argument (We will discuss casts involve lists later in this subsection), which will be treated
as a list. Therefore, a plausible idea to accurately gauge invocation overheads is to assign
different symbols for denoting different invocation overheads to different casts, based on their
argument types and return types. The problem with this idea is that, however, we need to
introduce a lot of different symbols for invocation overheads because within a program we
could have many casts involving function types with different arities and different argument
and return types. As we wanted to train our model with as few instances as possible, having
too many symbols will negatively affect machine learning performance.

Our solution to this challenge is to break invocation overheads down and represent them
with symbols we have already introduced. Our main insight is that an invocation overhead
is originated from creating further casts at runtime. Thus, an invocation overhead can be
approximated as a sum of all the creation overheads of the argument types and the return type.
For example, for f3 : (Int → Bool) → Dyn ⇒ Dyn → Int, the invocation overhead is creating a new
function proxy for the argument to f3, which we have already introduced a symbol F c, and
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another cast for the Dyn ⇒ Int, which we used Up to represent the overhead. Since the created
function cast for the argument also introduces invocation overhead, we recursively apply this
idea to the argument cast Dyn ⇒ Int → Bool and calculate its invocation overhead as U i + Up.
Overall, the invocation overhead for the function cast f3 : (Int → Bool) → Dyn ⇒ Dyn → Int is
F c + 2 · Up + U i. We give an algorithm for calculating cast overheads in Figure 5.

Casts involving list types. A cast involving list types, such as l : Dyn ⇒ [Bool], also can not
be verified where it appears because this cast ensures that future write accesses to l should
add elements of type Bool only and future read accesses should get elements of Bool type. As
such, similar to casts on function types, a proxy will be created for l and the proxy will make
sure accesses to l have expected types. Therefore, the overhead of a list cast includes the
creation overhead and access overhead. For the creation overhead, we use the symbol Lc to
denote it.

For gauging access overheads, we face a challenge of locating where lists are accessed in
the program, some of what we had for gauging invocation overheads for function casts. We
adapt the solution there by gauging access overheads and add them to list creation overheads.
For gauging access overheads themselves, the main insight is that list accessing can often
be reduced to function calls Siek et al. [37], Vitousek et al. [45]. For example, for a list of
type [Bool], the function for ensuring that the element read from the list is Bool has the type
Int → Bool, where Int is the type of the parameter (list index) and Bool is the return type. The
function for ensuring that the element added to the list is Bool has the type Int → Bool → Unit,
where Int is the index type, Bool is the type of the element to be added to the list, and Unit is
the return type of the function.

Based on this idea, the read access to the list l with the cast l : Dyn ⇒ [Bool] can be
reduced to the function cast Int → Dyn ⇒ Int → Bool, and the write access can be reduced to
the cast Int → Dyn → Unit ⇒ Int → Bool → Unit. Thus, the access cost is approximated to be the
cost of these two function casts. In practice, other operations may be performed on a list,
such as insertion, extension, popping, and obtaining the length. However, read and write
accesses are good representatives of access overheads because they are used frequently while
others may not need function casts. Moreover, as we did in gauging invocation overheads, we
only need to figure out the symbolic difference of list casts for the same list across different
configurations, and let the machine learning algorithm scale that difference to appropriate
runtime differences.

4.2 An Algorithm for Gauging Individual Casts’ Overheads
We present an algorithm for gauging cast overheads in Figure 5. The algorithm is more
general than our description in Section 4. For example, the algorithm deals with function casts
that have multiple parameters. The algorithm is defined using the idea of pattern matching,
and we assume that the most specific matching rule is used to handle the computation.

The main entry of the algorithm is the function overHd, which consists of eight cases. In
the first case, the two types being cast are the same. Standard gradual typing implementations
simply drop such casts, and so we assign 0 as its overhead. Cases two and three deal with
casts between Dyn and function types, and we extend Dyn into a function type with the same
arity as the function on the other side and delegate the computation to case eight of overHd.
Cases four and five deal with casts between two function types that have different number of
parameters. We assume that corresponding parameter types (such as G1 and G′

1) and return
types are consistent Siek and Taha [38]. We extend the type with fewer parameter types by
padding it with Dyns. Cases six and seven deal with casts between Dyn and list types and are
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overHd (G ⇒ G) = 0
overHd (Dyn ⇒ G1 → · · · → Gr) = overHd (Dyn → · · · → Dyn ⇒ G1 → · · · → Gr)
overHd (G1 → · · · → Gr ⇒ Dyn) = overHd (G1 → · · · → Gr ⇒ Dyn → · · · → Dyn)
overHd (G1 → · · · → Gi → Dyn ⇒ G′

1 → · · · → G′
i+j → G′

r)
= overHd (G1 → · · · → Gi → Dyn → · · · → Dyn ⇒ G′

1 → · · · → G′
i+j → G′

r)
overHd (G1 → · · · → Gi+j → Gr ⇒ G′

1 → · · · → G′
i → Dyn)

= overHd (G1 → · · · → Gi+j → Gr ⇒ G′
1 → · · · → G′

i → Dyn → · · · → Dyn)
overHd ([G] ⇒ Dyn) = overHd ([G] ⇒ [Dyn])
overHd (Dyn ⇒ [G]) = overHd ([Dyn] ⇒ [G])
overHd (G1 ⇒ G2) = createOH (G1 ⇒ G2) + callOH (G1 ⇒ G2)
createOH (Dyn ⇒ U) = Up

createOH (U ⇒ Dyn) = U i

createOH (G1 → · · · → Gr ⇒ G′
1 → · · · → G′

r) = F c

createOH ([G1] ⇒ [G2]) = Lc

callOH (Dyn ⇒ U) = 0
callOH (U ⇒ Dyn) = 0
callOH (G1 → · · · → Gn → Gr ⇒ G′

1 → · · · → G′
n → G′

r)
=

∑n
1 overHd (G′

i ⇒ Gi) + overHd (Gr ⇒ G′
r)

callOH ([G1] ⇒ [G2])
= overHd (Int → G1 ⇒ Int → G2) + overHd (Int → G1 → Unit ⇒ Int → G2 → Unit)

Figure 5 An overhead gauging algorithm.

similarly delegated to case eight. Case eight deals with all cases not matched by earlier cases.
It says that the overhead is an addition of the creation overhead, returned from createOH,
and the call overhead, returned from callOH.

The definition of createOH is straightforward: it assigns a corresponding symbolic
overhead to each kind of cast. The function callOH implements the idea of invocation
overheads and access overheads discussed in Section 4. For casts involving base types, the
call overhead is 0 because they can not be invoked or no elements may be accessed from
them. The call overhead for a function cast is the overhead of casting all parameter types
plus that of casting the return type. The call overhead for a list cast is the total overhead of
read access and write access.

The following example illustrates the calculation process for gauging the overhead for the
cast Dyn ⇒ [Bool].

overHd (Dyn ⇒ [Bool])
=overHd ([Dyn] ⇒ [Bool])
=createOH ([Dyn] ⇒ [Bool]) + callOH ([Dyn] ⇒ [Bool])
=Lc + callOH ([Dyn] ⇒ [Bool])
=Lc + overHd (Int → Dyn ⇒ Int → Bool) + overHd (Int → Dyn → Unit ⇒ Int → Bool → Unit)
=Lc + F c + overHd (Int ⇒ Int) + overHd (Dyn ⇒ Bool) + overHd (Int → Dyn → Unit ⇒ Int → Bool → Unit)
=Lc + F c + 0 + Up + F c + overHd (Int ⇒ Int) + overHd (Bool ⇒ Dyn) + overHd (Unit ⇒ Unit)
=Lc + F c + 0 + Up + F c + U i

=Lc + 2 · F c + Up + U i

Due to the limited space, the algorithm in Figure 5 deals with base types, function types,
and list types only. Our implementation supports many more types, including dictionary
types, tuples, objects, records, and several others, with the same idea.
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4.3 Representing Overheads for a Program
Without the loss of generality, we assume that a program consists of a few functions and
top-level statements. When the program is translated, casts are inserted into function
definitions and top-level statements. To extract the feature vector for a program, we repeat
the following for each function. For each cast inserted in the function, we use Figure 5 to
calculate the overhead. We then sum the overheads for all casts together. If a cast appears
in a loop, then we automatically instrument the loop, obtain the number of times the loop is
executed, and multiply the cast overhead by that number. For example, if a function has
two casts that are outside of loops and have the overheads F c + Up and Lc + F c + Up + U i,
then the total overhead for that function is Lc + 2 · F c + 2 · Up + U i. The feature vector for
that function is the coefficients of all overhead symbols, represented as 1, 2, 2, 1 in this case.
The machine learning algorithm will turn these coefficients into runtime predictions.

Similarly, for the casts inserted in top-level statements, we calculate the overhead of each
cast and sum them together.

Finally, we concatenate representations for all functions and top-level statements, forming
a list of coefficients. This list will be the feature representation of the whole program.

4.4 Assessing Feature Effectiveness

Figure 6 3D PCA analysis for Nbody using bit strings (left) and cast overheads (right). Both
figures are generated with elevation of 10.0 and use azimuth angle 50.

Our approach LearnPerf is developed using cast overheads as features. For all the bench-
marks we used to evaluate the performance, the DR is always less than 4% except for one
benchmark whose DR is 5.3% (We will present the results in more detail in Section 5). In
general, this means that our predicted time is in average within 4% of difference compared
to the real measured time. We view this as a significant improvement over the performance
of bit-string based solution, where DR is often higher than 30% and can be as high as 90%.

We have performed a PCA analysis Abdi and Williams [1] to understand the effectiveness
of both bit strings and cast overheads. Figure 6 presents the analysis results for Nbody. In the
figure, axes represent values of PCA components and colored circles represent configurations.
In particular, configurations with similar running times get the same color. The running
times of Nbody are roughly in three groups: those less than 7.5s (seconds), between 12.5s
and 15s, and more than 20s (see Figure 7 for more details). From Figure 6, we can observe
that bit strings fail to separate configurations while cast overheads successfully separate
configurations according to their runtimes. Intuitively, clear separations of configurations
according to their runtimes mean fewer prediction errors. This shows the usefulness of using
cast overheads as features.
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Table 3 Python benchmarks used for performance evaluation. The last column gives the number
of configurations generated for the corresponding benchmark.

Benchmark LOC # of functions # of pars # of typed pars # of configurations

Monte Carlo 90 4 9 9 385
Meteor 238 8 26 14 1024
CPU 2824 32 39 23 2897
Zebrafy 1578 28 72 38 4000
Pascal 70 7 19 15 5184
chaos 271 22 42 29 6000
Richard 455 21 94 67 6000
BenchFirst 1017 27 76 54 6000
Sieve 56 9 22 21 15361
Nbody 195 4 21 18 16384
Scimark 65 5 22 17 25088
Raytrace 254 37 67 38 33904

5 Performance Evaluation

We have implemented LearnPerf in Python. The main components are type addition, feature
extraction, model training. Some of evaluated benchmarks are adopted from earlier work in
gradual typing Campora et al. [8], Vitousek et al. [45], which already have type information.
For other benchmarks, we use HiTyper (Peng et al. [30]), a state-of-the-art deep learning
approach, to infer types that may be added. One issue with HiTyper is that some inferred
types are erroneous, as noted by Yee and Guha Yee and Guha [51]. We remove a type
annotation whenever adding it causes static type conflicts. We generate a new, more precisely
typed program after merging the type annotations from HiTyper into the original program.
From the new program, we generate a desired number of configurations for each benchmark
(Table 5).

We implemented feature extractions on top of Reticulated Python (Vitousek et al. [45,
47, 46]). To test the generality of our approach, we have implemented feature extractions for
both the guarded semantics Vitousek et al. [45] and transient semantics (Vitousek et al. [47]).
Since these two semantics lead to different translated programs, we have different feature
extraction codes. However, both implementations are based on the idea of gauging cast
overheads, discussed in Section 4. Our feature extraction, which totals about 1,850 lines of
code, supports the most commonly used Python types, including lists, functions, dictionary
types, tuples, iterables, objects, classes, and many others.

The model training component is implemented on top of the scikit-learn Pedregosa
et al. [29] package, a frequently used machine learning Library in Python. We use scikit-
learn’s various models, its training-testing data split package, and its metrics package. This
component includes less than 200 LOC.

5.1 Benchmarks
To evaluate the performance of LearnPerf, we adopted nine benchmarks that were commonly
used in gradual typing research in Python (Vitousek et al. [47, 46], Campora et al. [8].
These programs are relatively small, often below 500 LOC. In addition, we adopted three
large benchmarks, including Zebrafy (a Python program for creating PDF files) and CPU
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Benchmark and BenchFirst (two performance bench-marking programs). For each benchmark,
we present the name, lines of code, number of functions, number of parameters, number
of parameters that are typed originally or with the help of HiTyper, and total number of
configurations we generated for evaluating our performance in Table 3.

The number of configurations generated for each benchmark is mainly determined by
two factors: the number of parameters in the benchmark and the time required to run each
configuration. For example, each configuration in Zebrafy, CPU Benchmark, and BenchFirst
takes more than 100 seconds to finish. As a result, we generate about only 4000 configurations
for such benchmarks.

The configurations for each benchmark for evaluating performance are generated follow
the insights from Greenman et al. [16] to ensure that they are representative. We can
imagine that all configurations from a benchmark be organized into a lattice based on
the parameters that are typed. The lattice includes 2n configurations if n parameters are
typed. All configurations in the same row of the lattice assign types to the same number of
parameters. For example, the bottom-most row assigns types to zero parameters, and the
row above assign types to only one parameters, and the row above that assign types to two
parameters, and so on.

In our experiments, we generated configurations such that every row of the lattice is
covered. Moreover, we try to maintain same proportion of generated configurations over all
configurations in a row across all rows. However, for middle rows, the percentage is smaller
because there are too many configurations in them. For example, the middle row has C

n
2

n

configurations. Once these configurations are generated, we randomly split them so that 40
are used for training and the remaining are used for testing. Note, we repeated 5 times for
the training/testing process.

The running times in this paper are measured on a machine equipped with Intel(R)
Core(TM) i9-9900K CPU @ 3.60GHz, 8 Core(s), and 16GB RAM. Each measured time is an
average of 10 runs.

Figure 7 gives an idea of how execution times look as a certain number of parameters
are typed. The figure shows that while the running times of some benchmarks are clustered,
others are scattered. We believe that these benchmarks serve the evaluation purpose well.

Our evaluation focus on Scenarios 1 and 3 only. The result for Scenario 2 is similar to
that for Scenario 3, and we omit it in the paper.

5.2 Supporting Scenario 1
To simulate the real development scenario, we randomly selected 40 instances from all
generated configurations as training instances, and we use linear regression to train a time
prediction model. Compared to standard machine learning applications, our approach uses
significantly fewer data instances for training.

To ensure that the model correctly learns patterns from the data and doesn’t pick up too
much noise, we used k-fold cross-validation technique. As is standard in machine learning
practice, our results are averaged over all k trials to get the overall performance of the model.
We set k to 5 in our evaluation. Experiments were run on the same machine we used for
generating benchmark’s configurations.

Table 4 describes the performance of LearnPerf on all evaluated benchmarks. Columns
three through five of the table show that even when the model is trained with only 40
instances, our prediction result is very accurate, with DR (defined in Section 3.2) less than
3% for nine benchmarks, between 3% and 4% for two benchmarks, and is 5.26% for one
benchmark. Intuitively, this means that our predicted times are very close to measured times.
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Figure 7 Benchmark’s configurations description: Run Time vs Number of parameters typed for
each benchmark.

Columns six and seven of Table 4 present the ratios of configurations whose DR are less
and greater than 10%, respectively. The result shows that there are fewer configurations that
have large difference ratios.

Figure 8 presents a closer investigation of the evaluation result. Specifically, we divide each
benchmark into five groups in terms of their measured running time of different configurations
of the benchmark. Next, we predict the performance (running time) and measure the DR of
all configurations within each group. For every group, green represents a DR of less than
5%, cyan represents 5 to 10%, blue represents 10 to 15%, violet represents 15 to 20%, and
red represents more than 20% of DR. The figure reveals that, in general, the configurations
that have smaller running times tend to experience higher DRs. There are two potential
reasons behind this. First, a small variance in predicted time for such configurations can lead
to a higher DR. Second, even averaged over ten runs, each measured time includes a small
randomness due to computer execution dynamics, and the randomness in such configurations
has a more conspicuous impact.
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Table 4 The performance of LearnPerf on evaluated benchmarks. The model for each benchmark
is trained with forty randomly selected configurations. The second column gives the number of
testing instances (configurations). Columns three through five gives the average performance of all
testing instances. Columns six and seven give the ratios of instances whose DR are less than and
greater than 10%, respectively.

Benchmark # testing MAE MSE DR <10% >10%

Monte Carlo 344 0.05 ± 0.01 0.07 ± 0.01 3.597% 93.77% 6.23%
Meteor 984 0.32 ± 0.01 0.39 ± 0.02 2.70 % 97.35% 2.65%
CPU 2857 1.56 ± 0.01 2.07 ± 0.08 1.91% 99.80% 0.2%

Zebrafy 3960 2.70 ± 0.00 3.63±0.00 1.57% 92.88% 7.12%
Pascal 5144 0.37 ± 0.03 0.460 ± 0.04 2.10% 95.55% 4.45
Chaos 5960 2.37 ± 0.07 2.92 ± 0.09 3.56% 97.09% 2.91%

Richard 5960 0.55 ± 0.00 0.71 ± 0.00 0.91% 100% 0.0%
BenchFirst 5960 17.12 ± 0.03 25.06 ± 0.7 5.26% 86.04% 13.96%

Sieve 15321 0.17 ± 0.01 0.23 ± 0.01 2.18% 89.06% 10.94%
Nbody 16344 0.21 ± 0.01 0.25 ± 0.01 1.84% 99.86% 0.14%

Scimark 25048 0.14 ± 0.04 0.193 ± 0.05 0.97% 98.92% 1.08%
Raytrace 33864 0.26± 0.06 0.330 ± 0.09 1.73% 94.46% 5.54%

5.3 Supporting Scenario 3

Scenario 3 aims to find the neighbor with best performance for any given configuration.
This is particularly helpful when the current configuration has poor performance and the
user wants to find a neighbor with good performance.We can imagine that there are two
lattices with the current configuration.One grows up, adding more type annotations to
current configuration, and one grows down, removing type annotations from the current
configuration. We then use the idea of these two method to choose neighbors. However, here
we consider configurations that add/remove up to seven parameters. To evaluate how well
LearnPerf can support this scenario, we randomly choose a certain number of configurations,
and find the most performant neighbor of it using our model.

We present the detailed result for this scenario in Table 5, which includes the number of
configurations considered as the current configuration (the second column) and three metrics
to measure the performance of LearnPerf. To simplify our discussion below, we refer to a
configuration and all its neighbors as a region. Each region includes at least 100 neighbors or
includes all neighbors that add types to up to seven parameters. The first metric (column
three in the table) is the accuracy. For any given configuration, if the most performant
neighbor identified by LearnPerf is among the three neighbors with least execution times, then
we classify this as a correct identification. We consider top three neighbors because it is
common for many neighbors to have very small difference in execution times. The accuracy
is calculated by dividing the number of correct identifications over all regions considered for
that benchmark. For example, for Scimark, we considered 500 regions, and for 408 regions
LearnPerf made correct identifications. As a result, the accuracy is 81.6%.

The second metric (column four in the table) is the average differences between the
execution times of the real and the identified most performant neighbors. For example,
if the real most performant neighbor for a region has an execution time of 4.73s and the
identified neighbor has an execution time of 4.75s, then the time difference is 0.02s. This
column records the average of differences of all regions for that benchmark. The third metric
(column five in the table) calculates the time difference in percentage.
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Figure 8 LearnPerfdetailed benchmark’s performance based on different measured run time groups.

Again, the table shows that our approach is very accurate in identifying the most
performant neighbors, with the difference ratio always below 1% except for Pascal that has a
2.4% DR.

5.4 Training and Prediction Times
Table 6 presents times needed for generating and measuring 40 configurations for training
the model, the time for training the model once these 40 configurations are ready, and the
average feature extraction time for each program. We do not present the prediction time
because that is less than 1ms for each configuration. From the table, we can see that the
most time in our approach is spent on measuring the running times for training the model.

For some benchmarks, measuring the times is relatively fast, such as for Monte Carlo,
Meteor, Sieve, Nbody, Scimark, and Raytrace. However, it takes significantly longer to
measure the times for some benchmarks, including CPU, Zebrafy, Chaos, Richard, and
BenchFirst. The reason is that each configuration from these benchmarks takes a long time
to complete. Usually, this large amount of measuring time will lead to a long response time.
Also, it looks like this long waiting time is hard to avoid.
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Table 5 LearnPerf’s performance on finding the most performant neighbor to migrate for each
benchmark.

Benchmark # of regions Accuracy Average difference(s) difference ratio

Monte Carlo 42 100% 0.0 0%
Meteor 500 77.0% 0.032 0.338%
CPU 38 94.74% 0.004 0.998%

Zebrafy 89 98.88% 0.007 0.087%
Pascal 500 44.80% 0.171 2.388%
chaos 297 83.16% 0.059 0.88%

Richard 98 100% 0 0%
BenchFirst 113 93.81% 0.004 0.058%

Sieve 500 63.6% 0.020 0.685%
Nbody 500 34.60% 0.116 1.246%

Scimark 500 81.6% 0.021 0.344%
Raytrace 385 96.88% 0.007 0.034%

Table 6 Training and Prediction time of Each benchmark.

Benchmark Measuring 40 configurations (s) Training(s) Feature extraction (ms)

Monte Carlo 53.27 1.00 10.98
Meteor 490.06 0.99 23.38
CPU 2997.87 3.3 1001.96

Zebrafy 7394.38 4.75 1012.30
Pascal 580.05 1.01 40.89
Chaos 2654.87 1.03 29.15

Richard 2462.77 1.99 1013.33
BenchFirst 21816.94 3.89 1112.32

Sieve 373.33 1.02 19.67
Nbody 488.94 0.99 25.86

Scimark 555.68 0.99 27.73
Raytrace 623.55 2.98 26.17

Fortunately, with the help of type migration tools, we can significantly shorten the
response time. The idea is that we start to measure the runtimes way before the user needs
the migration support. We tested this idea by automating the process of generating type
information for parameters with HiTyper, merging the generated type information into the
original program, randomly generating configurations for training, running all generated
configurations to measure their runtime duration, extracting features for these configurations,
and training a time prediction model based on the collected times and extracted features.
We tested this idea on three large benchmarks, including CPU, Zebrafy, and BenchFirst.

Once the model has been trained, predicting the running time is very fast. Since feature
generation is also very efficient, we can quickly provide migration support with the model. For
example, for any given configuration, LearnPerf is able to find the most performant neighbor
within a few seconds.
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Figure 9 The relation between run times and the number of parameters that have type annotations
for six benchmarks for transient semantics.

5.5 Different Machine Learning Methods
We used linear regression to train our model. During the development of LearnPerf, we also
explored other machine learning algorithms, including random forest regression, decision tree
regression, and AdaBoost regression. We decided to use linear regression for the following
reasons. First, linear regression usually does not need too many training instances. In
our case, 40 training instances yield good performance. Second, training and prediction
with linear regression is very fast than other models. Third, linear regression yields good
performance across all benchmarks. For example, while random forest achieves 1.38% and
1.19% DRs for Monte and Sieve, respectively, the DRs for Raytrace and Scimark are above
13%.

We also tried some other famous Machine learning models, such as support vector machine
regression and MLP regression, but they either need more training instance or take more
times for training and prediction. Also, they do not outperform linear regression for our
problem.

5.6 Evaluation of Transient Semantics
In addition to evaluating the performance of LearnPerf on the guarded semantics, we have also
evaluated it on the transient semantics (Vitousek et al. [47]) using the same benchmarks. In
our feature extraction code for transient semantics, we set all the return values of callOH (·)
in Figure 5 to 0 because transient casts do not introduce proxies.

Figure 9 presents the runtime distributions for six benchmarks under transient semantics.
We omit the other six because their distributions are similar. Comparing this figure to
Figure 7 we observe that the runtimes in transient semantics are several magnitudes smaller
than in guarded semantics. Also, the runtimes have smaller variations across different
configurations.

Table 7 presents the performance of LearnPerf for the transient semantics. We can observe
that the DR is much higher than that for guarded semantics. Meanwhile, we observe that
the MAE and MSE are close to 0. This indicates that a possible reason that DR is relatively
high because the runtime of each configuration is very smaller, usually below 0.1 seconds. A
small randomness in measured time can lead to a high DR in this case.
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Table 7 Overall performance of LearnPerf for the transient semantics.

Benchmark # training # testing MAE MSE DR

Monte Carlo 40 344 0.002 ± 0.0 0.004 ± 0.0 31.43%
Meteor 40 984 0.005 ± 0.01 0.006 ± 0.0 25.09 %
CPU 40 2857 0.01 ± 0.0 0.02 ± 0.08 18.91%

Zebrafy 40 3960 0.001 ± 0.0 0.003±0.0 27.77%
Pascal 40 5144 0.01 ± 0.0 0.013 ± 0.0 18.549%
Chaos 40 5960 0.02 ± 0.0 0.06 ± 0.0 34.38%

Richard 40 5960 0.027 ± 0.0 0.033 ± 0.0 24.93%
BenchFirst 40 5960 0.033 ± 0.0 0.087 ± 0.0 25.88%

Sieve 40 15321 0.002 ± 0.0 0.001 ± 0.0 29.07%
Nbody 40 16344 0.003 ± 0.0 0.005 ± 0.01 21.78%

Scimark 40 25048 0.001 ± 0.0 0.001 ± 0.0 27.129%
Raytrace 40 33864 0.001± 0.0 0.002 ± 0.0 25.497%

Overall, our approach works pretty well for transient semantics also. The main insight
is that the algorithm in Figure 5 derives coefficients of cast overheads rather than the real
runtime overhead of casts. The overhead of a transient cast (checking type tags) can also be
estimated using coefficients.

5.7 Threats to Validity
It may be possible that the results observed in our evaluation do not transfer to other Python
programs. We have done the following to reduce this possibility. (1) We chose the benchmarks
that are commonly used in the literature for evaluating gradual typing performance as well
as three large Python programs (details in Section 5.1). (2) The evaluated programs cover
most commonly used language features in Python, including control structures such as
conditionals and loops, functions, classes with inheritance, tuples, dictionaries, nested lists,
etc. (3) The amount of typed parameters can have a big impact on the results. As shown in
Table 5, the percentages that parameters have types are quite diverse, ranging from about
50% (Meteor and Zebrafy) to about 100% (Monte Carlo, Sieve, and Nbody). (4) The kinds
of casts in translated programs could also affect the performance of LearnPerf. After checking
the translated programs, we observed the presence of simple casts (about 63% of all casts)
between basic types as well as higher-order casts (about 37% of all casts) between function
types, list types, and object types. (5) Each time is an average of 10 runs and each machine
learning experiment is averaged over 5 trials.

6 Related Work

Understanding performance changes during migration. While a lot of work has been done
to automatically migrate dynamic programs toward more static, little work has been done to
aid the performance aspect during program migration except for a few efforts.

Our work is closely related to the work by Campora et al. [8]. They developed Herder
to help navigate the performance landscape during migration. However, there are many
differences between LearnPerf and Herder. First, LearnPerf is able to precisely predict a
time for any configuration while Herder is able to find only a symbolic overhead for each
configuration. There is no direct mapping from these symbolic values to real runtimes
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and so the relation between two symbolic values often does not carry over to the real
runtimes. For example, two configurations from a single benchmark have symbolic values
2 ∗ ℓ3 ∗ ℓ4 and 67 ∗ ℓ3 ∗ ℓ4, respectively, while their corresponding runtimes are 24.79 and
37.38 seconds, respectively. As a result, several migration supports are possible with LearnPerf

but not Herder, such as classifying neighbors of a certain configuration based on their
speedup/slowdown ratios.

Another difference is that, since our approach is based on machine learning, we only need
to extract approximate values for features. Herder, however, is based on static analysis
and needs to be very accurate. For example, in LearnPerf, the overhead for a function cast
is a simple addition of creation overhead and invocation overhead. In Herder, a function
cast needs to be transformed to an intermediate language to simulate the creation of proxies.
As a result, it is easier to support more language features in LearnPerf than in Herder. For
example, we support object and class types, but they were missing in Herder.

Greenman et al. [15] also investigated the performance problem during program migration
but from a very different perspective. Through a large-scale empirical study, the authors
studied how outputs from profilers may be exploited for proving migration supports. They
considered seventeen strategies for how to avoid configurations with unacceptable performance
and navigate to configurations to acceptable performance. Through the study, they generated
three useful lessons for developers and one lesson for language designers for how to deal with
the performance problem. Their focus is very different from our work in that we aim to
predict the runtime for each configuration, and provide other migration supports, such as
finding the best performing configuration among the neighbors, on top of that.

Assessing and Optimizing Gradual Typing Performance. Takikawa et al. [41] evaluated
the performance of Typed Racket, focusing on the areas mixing untyped and typed code. The
evaluation revealed significant runtime overhead in sound gradual typing. In evaluating the
performance of a gradual type system, Greenman et al. [16] conducted a thorough analysis by
fully annotating a series of benchmarks in Typed Racket. Absolute performance calculations
were derived by generating a significant subset of configurations from the complete lattice
of possible configurations. Performance ratios for each configuration were then compared
against base configurations to identify K-step and D-deliverable configurations.

Since the report of the performance problem in gradual typing, a lot of work has been
done to solve this problem, ranging from designing new type systems or new languages,
inferring more types to reduce casts, to developing more efficient cast languages.

Rastogi et al. [34] introduced a type inference algorithm for existing gradually typed code,
especially focusing on the inflow and outflow of types. Their approach supports open-world
soundness to enable sound interactions with unseen code. Instead, Nguyen et al. [27] used
static analysis to remove casts that always succeed without considering open-world soundness.

The idea of developing new languages to avoid expensive interactions has been explored
by Muehlboeck et al. Muehlboeck and Tate [26]. Several approaches have been developed to
exploit compilers or JITs to improve gradual typing performance Rastogi et al. [35], Richards
et al. [36], Bauman et al. [5]. Another important line of improving gradual typing performance
is through the design of new or change cast constructs Feltey et al. [12], Kuhlenschmidt
et al. [20]. The work by Allende et al. [4] designed confined gradual typing, allowing users
to control the flowing of type information through type annotations for reducing expensive
boundary crossings.

Our approach is complementary to these approaches in that they do not try to compare
the performance of different configurations and identify performant configurations. Also,
while these approaches optimize the performance of gradual programs, they often do not
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fully reduce the overheads due to runtime type checks. This paper shows that our approach
works well for both the guarded and transient semantics. It looks promising in applying our
idea to the translated programs from these approaches to predict the performance of these
optimized programs.

Machine Learning for Programming. Many machine learning based approaches have
been developed for solving programming language and software engineering problems Wan
et al. [49], Allamanis et al. [2]. A main trend is using deep models, such as large language
models, to automatically extract code features. Interestingly, our exploration shows that
deep learning approach does not produce a good model for performance prediction for our
problem. Vo and Nguyen [48] observed a similar phenomenon for vulnerability detection.

7 Conclusion

With gradual typing, developers enjoy the benefits of both static and dynamic typing. A
major obstacle of adopting gradual typing is that the runtime overhead when going from
less typed regions to more typed regions is often high and unpredictable. To address this
issue, we developed a machine learning-based solution named LearnPerf that approximates
runtime overheads due to inserted casts. We have evaluated our approach on 12 Python
benchmarks, with each of the three large benchmarks having more than 1000 LOC. The
evaluation results demonstrated that LearnPerf is able to precisely predict the execution time
of each configuration. On top of that, we can develop further migration supports, such as
finding the most performant neighbor of a configuration when it has poor performance. Our
approach works well for both guarded and transient semantics. In the future, we would like
to extend our approach to support a more macro level gradually-typed language, such as
Typed Racket. It is also interesting to investigate if our approach can be employed to predict
the performance of optimized gradual programs.
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