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Abstract
Refinement types have been extensively used in class-based languages to specify and verify fine-
grained logical specifications. Despite the advances in practical aspects such as applicability and
usability, two fundamental issues persist. First, the soundness of existing class-based refinement
type systems is inadequately explored, casting doubts on their reliability. Second, the expressiveness
of existing systems is limited, restricting the depiction of semantic properties related to object-
oriented constructs. This work tackles these issues through a systematic framework. We formalize a
declarative class-based refinement type calculus (named RFJ), that is expressive and concise. We
rigorously develop the soundness meta-theory of this calculus, followed by its mechanization in Coq.
Finally, to ensure the calculus’s verifiability, we propose an algorithmic verification approach based
on a fragment of first-order logic (named LFJ), and implement this approach as a type checker.
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1 Introduction

Refinement types have been widely used in class-based languages [47, 67, 10, 56, 26, 33, 36]
to enhance the capabilities of traditional type systems, allowing for more precise safety
guarantees. These types extend basic data types (e.g., integer type, boolean type, and class
types) with logical constraints that specify detailed conditions on the data. For example,
{ν : C|ν.f > 0} characterizes instances of type C with the property that their f field exceeds
zero. The logical constraint (e.g., ν.f > 0) is often called the refinement of the type.
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Despite the advancements in various practical aspects (briefly surveyed in Section 8),
a comprehensive examination of the fundamental aspects of class-based refinement types
remains elusive. The primary reason stems from the intricate logical interpretation associated
with refinements, which determines their meanings. In existing class-based refinement type
systems, the logical interpretations are often defined via the Satisfiability Modulo Theories
(SMT) relation [9, 35], since they are typically analyzed algorithmically via SMT solvers.
Although this interpretation is closer to the actual algorithmic interpretation, it brings
two crucial problems. Firstly, the soundness of the type system is difficult to define and
argue formally, since it depends on the SMT relation, which is both complex and intricate
to define properly. This complexity has led to a paucity of mechanized soundness proofs
in previous systems, putting their reliability in doubt. Secondly, the expressiveness of
the refinement types is limited by the need to adhere to decidable theory combinations
(e.g., QF-EUFLIA [9]), which impedes the representation of semantic properties relevant to
user-defined classes and methods.

To address those fundamental issues, this work makes three consecutive contributions.

1. Formalization. To formalize a foundational calculus, this paper introduces Refinement
Featherweight Java (RFJ), an FJ-like [30] calculus with expressive refinements capable
of stating arbitrary properties about user-defined elements. Our basic methodology is
to construct a declarative, SMT-independent logical interpretation within the language,
which greatly increases the expressiveness and benefits the meta-theoretical development.
Apart from that, RFJ is equipped with several features important for refinement-type-based
verification, yet mostly absent from previous systems, such as interfaces for decomposing proof
obligations among subclasses (c.f., Section 2.2), general selfification – a typing mechanism [66,
51] (detailed in Section 2.1) that seamlessly integrates accurate term information into
refinements, and flexible method overriding through co/contra-variance [11]. Besides those
critical features, RFJ closely mirrors FJ, avoiding the usage of non-standard judgments (e.g.,
object constraint systems [47, 67]) and non-standard constructs (e.g., ANF [10], existential
types [67]). Thus, we believe RFJ can be an ideal base to explore further extensions.

2. Mechanization. The soundness properties of RFJ are rigorously established and mech-
anized in Coq. Although leveraging an in-language logical interpretation reduces the proof
difficulty, the proof is still challenging and requires non-standard techniques. For example, we
make a novel use of big-step semantics to obtain a convenient induction principle for proving
the preservation lemma under arbitrary type substitution. We introduce a novel approach
to establish the logical soundness property (one major soundness property of RFJ), as the
standard logical relation technique [62] is ineffective for first-order languages like RFJ [55].

3. Verification. The expressive refinements provided by RFJ fall out of the scope of existing
SMT theories, casting ambiguity on the system’s algorithmic verifiability. We address this
concern by proposing an algorithmic verification approach based on a fragment of order-sorted
first-order logic (OS-FOL) [57]. We name this fragment as LFJ, and define a type-directed
translation from RFJ to the LFJ. We define an intended model of LFJ and map the RFJ
refinement subtyping problem to the LFJ validity problem under this model. We devise
an axiomatization of the intended model covering the semantics of RFJ programs. The
axiomatization can be used by SMT solvers to perform algorithmic verification. Thus, the
expressive refinements of RFJ are not only meta-theoretical constructs: they are amenable
to algorithmic analysis within SMT solvers. Additionally, we develop a refinement type
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checker that leverages Z3 [19] for checking the validity of LFJ formulas. The type checker is
evaluated against a small yet representative benchmark derived from a Java textbook [23]
and prior systems [65].

In the remainder of this paper, we detail our contributions. Section 2 provides an overview.
Sections 3, 4, and 5 each describe one of the three contributions. Section 6 discusses the
mechanization and implementation. Sections 7, 8, and 9 review related work and conclude.

The accompanying code of this paper, including the meta-theory mechanization and type
checker implementation, is available as the supplementary material of this paper.

2 Overview

This section serves as an overview of the whole paper. We start with an example program to
demonstrate the expressiveness and features of RFJ. Then, we discuss the actual verification
through LFJ. Finally, we turn back to the meta-theory of RFJ and the challenges of developing
the meta-theory. The sequence of discussion – starting with verification before addressing
meta-theoretical concerns – is intentionally chosen to contrast with the presentation order
in subsequent sections, aiming to enhance comprehension by familiarizing readers with the
system through its verification aspects first.

2.1 RFJ by Example

1 class Pizza{
2 {v:int|v>0} price(){return 1;}
3 Pizza remA(){return new Pizza();}
4 Pizza sell (this.price()>5){return this;}}
5 class Crust extends Pizza{
6 {v:int|v>0} price(){return 1;}
7 Pizza remA(){return new Crust();}
8 Pizza sell (){return this;}}
9 class Cheese extends Pizza{

10 p:Pizza
11 {v:int|v>0} price(){return let pp = this.p.price() in pp + 1;}
12 Pizza remA(){return new Cheese(this.p.remA());}}
13 class Anchovy extends Pizza{
14 p:Pizza
15 {v:int|v>0 && v>=this.p.price()} price(){return let pp = this.p.price() in pp;}
16 Pizza remA(){return this.p.remA();}}
17 class MagicAnchovy extends Anchovy{
18 {v:int|v>0 && v>this.p.price()} price(){return let pp = this.p.price() in pp + 1;}}
19 class Main{
20 int assertSingleCheesePizza(x: {v:Pizza|v = new Cheese(new Crust())}{
21 return 0; }
22 int testRemA(){
23 return let p1 = new Anchovy(new Cheese(new Crust())) in
24 this.assertSingleCheesePizza(p1.remA());}}

Figure 1 An example RFJ program. In refinements, v stands for ν.

In this section, we illustrate RFJ using a program extended from a textbook example [23]
(we add some methods to make it more interesting). The program models various pizzas and
three operations on them: computing the price of a pizza (the price method), removing all
anchovies from a pizza (the remA method), and selling a pizza (the sell method).

Simple Verification. Our initial focus is a basic property: the price of any pizza must
be positive. To enforce this property, we refine the return types of price methods with a
refinement ν > 0, where ν denotes the value being refined. RFJ’s refinement subtyping
mechanism guarantees that the price methods indeed return positive values. Pick Pizza.price
for an example, RFJ enforces the following subtyping constraint for the return type:

ECOOP 2024
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this : {ν : Pizza|true} ⊢ {ν : int|ν = 1} <: {ν : int|ν > 0} (1)

In refinement type systems like RFJ, such subtyping constraints have logical interpreta-
tions. In particular, Constraint (1) requires all ν satisfying ν = 1 must also satisfy ν > 0,
which holds under RFJ logical interpretation (formally defined in Section 3.3). Note that the
subtyping constraint is checked within a specific type environment this : {ν : Pizza|true},
which contains the types of all visible variables. Those variables may be referred to by the
refinement types, as demonstrated in the following example.

Method Override. RFJ supports overriding methods in subclasses. For example,
Cheese.price overrides Pizza.price to provide a different price computation. To preserve the
logical property, the return type must still be validated, yielding the following constraint:

this : {ν : Cheese|true}, pp : {ν : int|ν > 0} ⊢ {ν : int|ν = pp + 1} <: {ν : int|ν > 0} (2)

The pp item in the environment is introduced by the let binding. Since pp is bound to
this.p.price(), RFJ sets its type as the type of this.p.price(), which is {ν : int|ν > 0}.

Refinement for this and Override with Co/contra-variance. In RFJ, every method has
an implicit this parameter with the same type as the enclosing class of this method (e.g., in
Cheese.price(), this has Cheese type). We have seen this appearing in previous subtyping
constraints, but with a trivial refinement true. this can also be given a non-trivial refinement
to ensure that methods are invoked on objects satisfying specific criteria. For instance,
Pizza.sell includes a refinement of this (marked cyan), specifying that only the pizza whose
price is greater than 5 can be sold.

Meanwhile, suppose that a Crust can also be sold regardless of its price. This can be
achieved by overriding the method sell in Crust, as the example shows. In the overriding
method, the refinement of this is true and thus omitted, making it a supertype of the
previous refinement this.price > 5, obeying contra-variance of parameter types2.

Now, consider a property for Anchovy.price(): the price is not only positive, but also not
less than that of this.p. This extra property is marked olive in the program. The property
makes the new return type a subtype of the old, obeying return type co-variance.

General selfification. Checking Anchovy.price()’s return type yields this constraint:

this : Anchovy, pp : {int|ν > 0} ⊢ {int|ν = pp} <: {int|ν > 0&&ν ≥ this.p.price()} (3)

Here, we omit the refinement binder ν and the refinement when it is trivial (i.e., true).
However, this constraint can not be proved currently, essentially due to the loss of the
this.p.price() term information in the type of pp. Luckily, RFJ’s general selfification3

mechanism addresses this by ensuring the persistence of such information. In a nutshell, it
works by equating the term being typed to the refinement of its type, giving this.p.price() :
{ν : int|ν > 0&&ν = this.p.price()}, which is also the type of pp. The strengthened type
of pp lets the constraint be proved. With the same technique, we can prove the validity of
MagicAnchovy.price, which further overrides Anchovy.price.

2 Strictly speaking, for the type of this, we use co-variance for the base type and contra-variance for the
refinement, c.f. Section 3.1.

3 We name it general to distinguish from the cases like [34], where selfification is only used for variables.
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Referring to Methods. Next, we turn to the remA methods for removing all anchovies
from a pizza. Consider the method testRemA, where we assess the correctness of the remA
implementations. For the assertion in Line 24, RFJ enforces the subtyping constraint below:

p1 : {An|ν = An(Ch(Cr()))} ⊢ {Pi|ν = p1.remA()} <: {Pi|ν = Ch(Cr())} (4)

We omit this from the type environment, which does not affect the meaning of this
subtyping constraint. Meanwhile, we abbreviate class names to their initial two letters
(e.g., Ch represents Cheese), and omit the new keyword (e.g., An(Ch(Cr())) represents
new An(new Ch(new Cr()))), in order to save space. Proving Constraint (4) demands
intricate reasoning about the program’s semantics, particularly the semantics of the remA
methods. This contrasts with the previous example, where no specific knowledge about the
price methods is required. In our meta-theoretical calculus, since the logical interpretation
is built upon the program semantics, Constraint (4) does not pose a significant challenge.
Nevertheless, facilitating its efficient handling within SMT solvers requires a theory about
RFJ program semantics, which is discussed in detail in Section 2.2.

Proving with Interfaces. Finally, we consider a more interesting property concerning price
and remA: the price of a pizza should not increase after removing all anchovies. We can express
this by appending the following method to Pizza: {bool|this.price()>=this.remA().price()}
remA_noinc_price(){return true;}, yielding the subtyping constraint below:

this : Pizza ⊢ {bool|ν = true} <: {bool|this.price() ≥ this.remA().price()} (5)

This property holds in our meta-theoretical calculus. However, it breaks the proof
modularity and is not verifiable in the algorithmic verification, even with the theory extended
with RFJ program semantics. The mitigation of this challenge is facilitated by another key
feature of RFJ: interfaces. We discuss that in detail in the following section.

2.2 Algorithmic Verification

In conventional refinement type systems, subtyping constraints are typically discharged by
SMT solvers, which facilitate automated reasoning and significantly reduce implementation
efforts. We adapt this methodology by providing a logical encoding of RFJ into a dedicated
order-sorted first-order logic, named LFJ. A detailed exposition of LFJ is provided in Section 5.
Here, we offer a concise overview of it, drawing upon the examples discussed in Section 2.1.

EUFLIA. After being encoded into LFJ, the subtyping constraints (1), (2), and (3) fall into
the theory of Equality, Uninterpreted Functions, and Linear Integer Arithmetic (EUFLIA), a
domain widely supported by contemporary SMT solvers [9, 4, 19]. LFJ incorporates EUFLIA
for verifying those constraints.

Reasoning about Program Semantics. We have illustrated in Section 2.1 that the veri-
fication of Constraint (4) requires knowledge about program semantics. We encode the
knowledge with several axioms, which are discussed formally in Section 5.3. Currently, We
illustrate them utilizing Constraint (4), which is translated to the LFJ formula shown below:

∀p1 : An, ν : Pi. p1 = Ancr(Chcr(Crcr())) ∧ ν = AnremA(p1) ⇒ ν = Chcr(Crcr())

ECOOP 2024



39:6 Formalizing, Mechanizing, and Verifying Class-Based Refinement Types

Here, the Ancr, Chcr, Crcr functions represent the constructors for the classes An, Ch,
and Cr, respectively. AnremA represents the conditional function composed of the possible
implementations of Anchovy.remA. The characterization of Anchovy.remA is shown below:

AnremA(this) =
{

PiremA(Anp(this)) if this = Ancr(...)
PiremA(Anp(this)) if this = Macr(...)

This characterization redirects the function application to the implementation, depending
on the class of this (although the implementations are the same). Since the two classes
both use Anchovy.remA, all the implementations are the logic translation of the method body
of Anchovy.remA. Here, Anp denotes the access function of the field p of the class An, while
PiremA is the conditional function for Pizza.remA.

Because we know p1 is Ancr(Chcr(Crcr())), we choose the first branch and deduce
ν = PiremA(Anp(Ancr(Chcr(Crcr())))), which can be then handled by an axiom for Anp:

∀p : Pi. Anp(Ancr(p)) = p

With this axiom, we can deduce ν = PiremA(Chcr(Crcr())). This time, we need to utilize
the semantics of PiremA, and choose the branch for this = Chcr(...), i.e., PiremA(this) =
Chcr(PiremA(Chp(this))), which lets us deduce ν = Chcr(PiremA(Chp((Chcr(Crcr()))))).
Following the routine we just outlined, we can deduce ν = Chcr(Crcr()) eventually.

Verifying with Interfaces. Even with the knowledge of program semantics, Constraint (5)
still can not be verified. In particular, it would be translated to ∀this : Pi. P iprice(this) ≥
Piprice(PiremA(this)), whose verification requires induction. In several previous refinement
type systems for functional languages [66], induction is supported but is based on pattern
matching and recursive functions. In object-oriented languages, pattern-matching constructs
are typically not included. Thus, in this paper, we propose to utilize interface, a feature that
is included in most object-oriented languages, to perform induction. To use interface-based
induction in our case, we reimplement Pizza as an interface, which decomposes the proof
obligation into subclasses implementing Pizza. To illustrate, we pick the proof of Constraint
(5) for Anchovy as an example, shown in Figure 2.

The first thing to note is that, the method body of Anchovy.remA_noinc_price is not
trivial (e.g., return true). This means that an SMT solver would not prove this property
automatically. Before we explain the method body, we first give a brief informal proof to help
understanding. The assumptions to facilitate the proof are listed below. Once the assumptions
are within the proof context, the formula we want (this.price() ≥ this.remA().price()) can
be easily deduced within EUFLIA.

this.price() ≥ this.p.price() (p1) : a property of Anchovy.price

this.p.price() ≥ this.p.remA().price() (p2) : the induction hypothesis of this.p

this.remA() = this.p.remA() (p3) : a property of Anchovy.remA

The first assumption (property) is about Anchovy.price, and we have proved it in Sec-
tion 2.1, so we can just refer to it as a lemma. In principle, even if we have not proved
it, the solver can still automatically prove the property with the given program semantics
and use it to prove the formula we want. However, leaving such a property to the solver
often increases the searching time for proving the formula. Thus, we prove it as a separate
property and introduce it (p1 in the body of remA_noinc_price()) to the proof context so
that the solver can use it directly. The second property is the induction hypothesis of this.p
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25 interface Pizza{
26 {int|v>0} price()
27 Pizza remA()
28 Pizza sell (this.price()>5)
29 {v:bool|this.price()>=this.remA().price()} remA_noinc_price() }
30 class Anchovy implements Pizza{
31 p:Pizza
32 {v:int|v>0 && v>=this.p.price()} price(){return let pp = this.p.price() in pp;}
33 Pizza remA(){return this.p.remA();}
34 {v:bool|this.price()>=this.remA().price()} remA_noinc_price(){
35 return let p1 = this.price() in
36 let p2 = this.p.remA_noinc_price() in true;}}

Figure 2 Proving remA_noinc_price for Anchovy.

(this.p.price() ≥ this.p.remA().price()), and we can utilize it by referring to the method
remA_noinc_price of this.p. The third property asserts that for every this:Anchovy, it holds
that this.remA()=this.p.remA(). This is obvious since no matter whether this is an Anchovy
or a MagicAnchovy, calling remA on it would resolve to the same method implementation. Like
p1, this property is also automatically derivable, so we can leave it to the SMT solver, or
explicitly prove it like we do for p1. In particular, p3 represents a special case where we can
add an axiom to the solver, to spare the efforts of automatic search and manual proof. As a
result, it is not included in the method body. We will discuss this further in Section 5.3.

We need not prove the same property for MagicAnchovy, since it inherits the property
from Anchovy. Similarly, we can prove other properties such as the fact that no Anchovy exists
after remA, as well as the idempotence of remA; all have been included in our test suite.

2.3 Meta-theoretical Arguments

As we have seen in the previous sections: the design of RFJ aims at expressiveness and ease
of use. At the same time, this very desirable combination leads to a tricky meta-theory. One
major contribution of this paper is to establish the meta-theory rigorously (i.e., in Coq). The
detailed development of the meta-theory is given in Section 4. In this section, we briefly
overview the soundness theorems, and several challenges in proving them.

2.3.1 Soundness Theorems

Type Soundness. The type system should be able to preclude evaluation from being stuck.
Formally, if a closed expression is well-typed (∅ ⊢ e : t), then it would never be stuck
in a state where it can not be evaluated and is not a value yet. Since type soundness is
typically guaranteed by the base type system (in our case, the FJ type system) already, the
core of proving that in refinement type systems is to ensure the additional refinement type
mechanisms (e.g., general selfification) do not break the promise of the base type system.

Logical Soundness. The type system should infer only true refinements. Formally, if a
typing judgment (Γ ⊢ e : {w|p}) is made by the type system, the refinement formula p

must be true whenever the conditions stipulated by Γ are fulfilled. Logical soundness serves
as a complement to type soundness, going beyond the guarantee that the evaluations of
well-typed programs would never get stuck by also ensuring that the evaluations of such
programs adhere to the logical constraints specified by type refinements.

ECOOP 2024
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2.3.2 Challenges
Logical Interpretation. Refinements are logical formulas and should be interpreted logically.
For example, the subtyping relation between two refinement types (Γ ⊢ {w|p} <: {w|q})
is defined as the truth of the implication p ⇒ q under the assumption set Γ. While our
approach to algorithmic verification leverages a translation of RFJ into first-order logic (c.f.,
Section 2.2), employing this logic directly for defining the logical interpretation can prove
both intricate and unwieldy. Rather, we choose to define it inside the language, allowing
the algorithmic verification approach to serve as an external algorithm that scrutinizes the
intrinsic logical interpretation. Nevertheless, articulating a precise logical interpretation is
still challenging due to complex typing mechanisms like interfaces and nominal subtyping.

Type Substitution and General Selfification. Different from previous class-based refinement
type calculus, RFJ uses type substitution instead of ANF [32] or existential types [34]. This
increases the generality and usability (detailed in Section 7). However, this also increases
its meta-theoretical complexity, and several nonstandard lemmas about type substitution
and typing have to be proved. Similarly, although general selfification increases the precision
of the verification by recording term information in refinements, it affects substitution
and preservation lemmas intricately and several non-standard properties (e.g., exactness,
Γ ⊢ e : t then Γ ⊢ e : self(t, e)) of it have to be proved for proving those lemmas.

First Order Functions. The logical relation technique [62] is frequently employed in prior
research [8, 29] to establish the logical soundness theorem. However, this technique can not be
applied to RFJ, since RFJ is a first-order language without explicit function abstraction but
with recursive method definition. Thus, we do not have a strong enough induction principle
about methods when performing induction on typing. This challenge is not unique to us
and has been encountered in previous studies [64, 55]. However, the workaround adopted by
these studies, which essentially inlines methods at call-sites, is incompatible with RFJ, since
that requires particular type structures supporting the strong normalisation of derivation
reduction, a property that RFJ lacks.

3 Declarative Calculus: RFJ

This section outlines the syntax, semantics, and typing rules of RFJ, built upon the classical
calculus FJ extended with primitive data types (integers and booleans) and let bindings. The
FJ parts follow closely the classical textbook presentation [52]. To delineate the extensions
unique to RFJ, we highlight the extended features in gray background .

3.1 Syntax and Lookup Functions
The syntax of RFJ is depicted on the left side of Figure 3. The metavariables C, D, and
E range over class names; f and g range over field names; m ranges over method names;
x ranges over parameter names; ν ranges over refinement binder names. We also use n to
range over integers, and b to range over booleans (i.e., true and false). In a nutshell, RFJ
extends FJ by refinement types, interfaces, and the ⊤ type, each highlighted in dark gray to
distinguish the enhancements. We have discussed refinement types and interfaces extensively.
For the ⊤ type, it is introduced mainly to characterize the equality between any two values,
not just values of the same type. Compared to strictly monomorphic equality which demands
type uniformity for comparands, ⊤-typed equality is closer to the actual Java equality [28]
and the equality used in order-sorted logics [57].
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Syntax

C ::= class definitions:

class C extends D implements I {t f ; K M}

I ::= interface I{Q} interface Defs.

K ::= C(t f) {super(f); this.f = f ; }

Q ::= t m(p, t x) method Decs.

M ::= Q{return e; } method Defs.

e, p, q ::= terms:
x variable

e.f field access

e.m(e) method invocation

new C(e) instance creation

n integer

b boolean

¬ e unary operation

e ⊕ e binary operation

let x = e in e let binding

⊕ ::= = | ∨ | ∧ binary operators

v ::= n | b | new C(v) values

N ::= C | I nominal types

w, u ::= ⊤ | int | bool | N base types

s, t, r ::= {ν : w|p} refinement types

Sub-nominal Base-subtyping Subtyping
N1 <:n N2 w <:b u Γ ⊢ s <: t

N <:n N

N1 <:n N2 N2 <:n N3

N1 <:n N3

CT (C) = class C extends D ...{...}
C <:n D

CT (C) = class C ... implements I{...}

C <:n Ii

w <:b ⊤

int <:b int

bool <:b bool

N1 <:n N2

N1 <:b N2

w <:b u Γ, ν : w ⊨ p ⇒ q

Γ ⊢ {ν : w|p} <: {ν : u|q}
(R-Subtyping)

Figure 3 Syntax and subtyping.

Besides the extension, RFJ simplifies FJ in two aspects, widely adopted in prior studies [55,
10, 42, 27]. First, casts are not included since they complicate the calculus and are orthogonal
with refinement types, the focus of this work. Second, a single parameter is used instead of
an arbitrary number of parameters. However, this does not impact the expressiveness of RFJ,
because empty parameters can be modeled by a single parameter that is not referred to in
the method body, while multiple parameters can be modeled by declaring a class containing
those parameters and using it as a single parameter.

Finally, we introduce several remarkable notations. Firstly, note that we use e, p, and q

to range over RFJ terms. The latter symbols (p and q) are used to range over RFJ terms
that have bool type (also called formulas). Secondly, we use two shorthands for refinement
types: we omit the binders declaration in {ν : w|p} when the binder is just ν (a reserved
name), and we short {w|p} as w when p is true.

Subtyping. The right half of Figure 3 explicates RFJ’s subtyping relations, featuring
sub-nominal (<:n), subtyping amongst base types (<:b), and refinement subtyping (<:).
The sub-nominal relation is a straightforward extension of FJ’s subclassing to account for
interface types. The base subtyping relation is also standard. Refinment subtyping combines
base subtyping and logical implication (defined in Section 3.3). It is parameterized by type
environments with the usual construction, which is used for logical implication. Note that
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when checking logical implication, we use the type of the sub-base-type (w) instead of the
super-base-type (u) for ν, to make refinement subtyping transitive. In the remaining of this
paper, we short refinement subtyping as subtyping when there is no ambiguity.

Field lookup fields(C) = t f

fields(Object) = •

CT (C) = class C exds D imps I{t f ; K M}
fields(D) = s g

fields(C) = s g, t f

C-method-type mtype(m, C) = p → x : t → r

CT (C) = class C exds D imps I{t f ; K M}
r m ( p, t x) {return e; } ∈ M

mtype(m, C) = p → x : t → r

CT (C) = class C exds D imps I{t f ; K M}
m is not defined in M

mtype(m, C) = mtype(m, D)

C-method-body mbody(m, C) = (x, e)

CT (C) = class C exds D imps I{t f ; K M}
r m ( p, t x) {return e; } ∈ M

mbody(m, C) = (x, e)

CT (C) = class C exds D imps I{t f ; K M}
m is not defined in M

mbody(m, C) = mbody(m, D)

Override override(m, C, D, p → x : t → r)
mtype(m, D) = q → x : t′ → r′

=⇒ (∅ ⊢ {C|q} <: {C|p}

∅, this : {C|q} ⊢ t′ <: t

∅, this : {C|q}, x : t′ ⊢ r <: r′)

override(m, C, D, p → x : t → r)

I-method-type mtypei(m, I) = p → x : t → r

IT (I) = interface I{Q}

r m (p, t x) ∈ Q

mtypei(m, I) = p → x : t → r

Implement implement(m, C, I, p → x : t → r)
mtype(m, C) = q → x : t′ → r′

∅ ⊢ {C|p} <: {C|q}

∅, this : {C|p} ⊢ t <: t′

∅, this : {C|p}, x : t ⊢ r′ <: r

implement(m, C, I, p → x : t → r)

Interface implemented C ▷ I

IT (I) = interface I{r m(p, t x)}

implement(m, C, I, p → x : t → r)

C ▷ I

Figure 4 Auxiliary definitions.

Auxiliary Definitions. The lookup functions, override relation, and interface implemented
relation are shown in Figure 4. The lookup functions should be pretty self-explanatory, only
to note that although we use → in mtype and mtypei, it is not arrow type constructor, but
an intuitive type signature representation, as in original FJ [11]. We explain the override
and interface implemented relations subsequently.

In RFJ, the criterion for valid method override differs from FJ’s strict type match-
ing, utilizing co/contra-variance instead. This is encapsulated by the override relation
(override(m, C, D, p → x : t → r)), which ensures the class C properly overrides the method
m of the class D (if m does exists in D), encoding three constraints:
1. For this, we have co-variance in the base type (the base type is C, which is a subtype of

D) and contra-variance in the refinement (as the ∅ ⊢ {C|q} <: {C|p} states). Using co-
variance for the base type is widely known as a seminal work [11] on method overriding has
pointed out: the parameters that determine the selection must be co-variantly overridden
(i.e., have a lesser type). However, since method selection relies solely on the base type
(note that mbody considers the class but disregards refinement), we must require the
refinement to be more general (contra-variant) to ensure compatibility.
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2. The contra-variance on the parameter type and co-variance on the return type (ignore
the subtyping context for now) follow the function subtyping principle [52].

3. Since the parameter type refinement may refer to this, while the return type refinement
may refer to this and the parameter, their co/contra-variance must be assessed under a
type environment with those variables, as the definition shows. Here, note that we opt
for “narrower” subtype contexts: we assess contra-variance (t′ <: t) within the context of
{C|q} rather than {C|p}, and likewise for co-variance (r <: r′), within {C|q} and t′. This
decision renders the overriding rule more permissive: subtyping in a narrower context is
easier to satisfy, as the narrowing property of subtyping shows (c.f., Section 4.3.1).

Finally, note that we simplify the presentation by assuming identical parameter names (x);
otherwise, they should be renamed to a fresh variable for checking return type co-variance.

For valid interface implementations, C ▷ I confirms that a class properly implements all
methods declared in the interface. The implementation relation (implement(m, C, I, p →
x : t → r) is a dual of the override relation, ensuring that the method m of interface I with
type signature p → x : t → r, is overridden in the class C. Note that the formalization is
different from override in that, override only requires the subtyping constraints to hold if
the method m exist, while implement requires the method m does exist, and satisfies the
subtyping constraints.

3.2 Operational Semantics

Evaluation e⇝ e′

fields(C) = t f

(new C(v)).fi ⇝ vi

mbody(m, C) = (x, e0)
(new C(v)).m(v)

⇝ [this 7→ (new C(v)); x 7→ v]e0

e0 ⇝ e′
0

e0.f ⇝ e′
0.f

e0 ⇝ e′
0

e0.m(e)⇝ e′
0.m(e)

e⇝ e′

v0.m(e)⇝ v0.m(e′)

ei ⇝ e′
i

new C(v, ei, e)
⇝ new C(v, e′

i, e)

e⇝ e′

¬e⇝ ¬e′

¬b⇝ ¬p(b)
e0 ⇝ e′

0

e0 ⊕ e⇝ e′
0 ⊕ e

e⇝ e′

v0 ⊕ e⇝ v0 ⊕ e′

⊕ ok v0 v1

v0 ⊕ v1 ⇝ ⊕p(v0, v1)
e0 ⇝ e′

0

let x = e0 in e⇝ let x = e′
0 in e

let x = v0 in e⇝ [x 7→ v0]e
Valid binary operation ⊕ ok v0 v1

∧ ok b0 b1

∨ ok b0 b1

= ok v0 v1

Figure 5 Small-step semantics of RFJ.
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Now, we present the operational semantics of RFJ. We first present the small-step
semantics, defined in Figure 5. The semantics aligns with that of FJ4, diverging only to
accommodate the integration of new constructs – specifically, primitive operations and let
bindings. The standard semantics of the boolean operations – including negation, conjunction,
and disjunction, are preserved. The only thing worth noting is the equality operation, which
is defined for every pair of values. RFJ equality is defined as the syntactic equality (i.e., we
view values as finite term trees [22]: two values are equal iff their corresponding trees are
identical).

Multi-step and Big-step Semantics. We define the multi-step semantics (e⇝∗ e′) as the
transitive closure of the small-step semantics, used for type soundness and logical truth later.

Despite being directly derivable from small-step semantics, multi-step semantics do not
provide a convenient induction principle, which makes the related proof intricate. To mitigate
this, we introduce big-step semantics and prove its coincidence with the multi-step semantics
terminating with a value (i.e., e ⇓ v iff e⇝∗ v). The big-step semantics mirrors the small-step
semantics, and we omit its formal definition from this paper. We defer its comprehensive
exposition to the accompanying Coq development.

3.3 Logical Interpretation
Figure 6 defines the logical notations, which are used in the refinement subtyping relation
and logical soundness theorem. The definitions make use of closing substitutions, i.e., partial
mappings from variables to values. The application of a closing substitution θ to a term e is
defined as the function θ(e), which simply substitutes each variable-value pair sequentially.
We also lift θ(·) to refinement types: θ({ν : w|p}) = {ν : w|θ(p)}.

Logical Truth and Entailment. The core of our logical interpretation is the logical truth
relation, which means that the logical formula evaluates to true under the given interpretation
(i.e., RFJ operational semantics). Note that this relation is defined only for closed formulas
(i.e., sentences), and a closing substitution is applied whenever this relation is checked.

With the logical truth relation in hand, we can define the logical entailment relation
(Γ ⊨ p), which signifies the truth of a formula p under the type and logical constraints
encoded within Γ. It requires that for every closing substitution that satisfies Γ (formally
defined later), the closing substitution must also satisfy the formula p (i.e., make it a truth).
Similarly, we define the logical implication relation (Γ ⊨ p ⇒ q), by requiring all closing
substitution that satisfies Γ and p also satisfies q.

The logical implication relation is used for defining the subtyping relation (c.f., Section 3.1).
To illustrate, we revisit the subtype constraint (4) presented in Section 2.1, which imposes
the following constraint by the definition of subtyping and logical implication:

∀θ ∈ [[Γ]]. if ⊨ θ(ν = p1.remA()) then ⊨ θ(ν = new Ch(new Cr()))

where Γ = p1 : {An|ν = new An(new Ch(new Cr()))}, ν : Pi. There are infinite closing
substitutions satisfying Γ. In particular, p1 can only be new An(new Ch(new Cr())), but ν

can be any Pizza, since any Pizza v satisfies v ∈ [[Pi]]. However, there is only one closing
substitution that also satisfies the if condition (⊨ θ(ν = p1.remA())), i.e., the one whose
ν is new Ch(new Cr()). This closing substitution also satisfies the then condition. Thus,
Constraint (4) holds under the logical interpretation.

4 To be specific, we align with the semantics in the textbook presentation [52], which diverges from the
nondeterministic beta-reduction semantics in the original paper [30].



K. Sun, D. Wang, S. Chen, M. Wang, and D. Hao 39:13

θ ::= θ, x : v| ∅
Closing Substitution

∅(e) = e

(θ, x : v)(e) = [x 7→ v]θ(e)

Logical Truth ⊨ p

p⇝∗ true

⊨ p

Logical Entailment Γ ⊨ p

∀θ ∈ [[Γ]]. ⊨ θ(p)
Γ ⊨ p

Logical Implication Γ ⊨ p ⇒ q

∀θ ∈ [[Γ]].if ⊨ θ(p) then ⊨ θ(q)
Γ ⊨ p ⇒ q

Environment Denotation θ ∈ [[Γ]]

∅ ∈ [[∅]]

v ∈ [[θ(t)]] θ ∈ [[Γ]]
θ, x : v ∈ [[Γ, x : t]]

Type Denotation v ∈ [[t]]

⊨ [ν 7→ n]p
n ∈ [[{ν : int|p}]]

(DenInt)

⊨ [ν 7→ b]p
b ∈ [[{ν : bool|p}]]

(DenBool)

⊨ [ν 7→ new C(v)]p
fields(C) = t f v ∈ [[[this 7→ new C(v)]t]]

new C(v) ∈ [[{ν : C|p}]]
(DenClass)

w <:b u v ∈ [[{ν : w|p}]]
v ∈ [[{ν : u|p}]]

(Upcast)

Figure 6 Logical interpretation of RFJ.

Type and Environment Denotation. Now, we formally define what is meant by “a substi-
tution satisfies a type environment.” This relation is defined by the environment denotation
relation θ ∈ [[Γ]], which is a natural lift of the type denotation relation (v ∈ [[t]]), determining
if a value is denoted by a type. Type denotation is defined by casing on the structure of the
value, with an additional upcast rule for upcasting the base type. Basically, type denotation
relation (v ∈ [[{u|p}]]) encapsulates two facets: the value v belongs to the base type u, and it
satisfies the refinement p. DenClass additionally requires the denotation for the fields of
the class, to justify the nominal nature of class types.

3.4 Typing
In this section, we define the typing relations in RFJ, as shown in Figure 7. We first define
the term typing, depending on the type well-formedness relation, which in turn depends
on the FJ term typing. After the term typing is defined, we define the method typing
(M ok in C), class typing (C ok), and interface typing (I ok).

Well-formedness. For a refinement type {ν : w|p} to be deemed well-formed under en-
vironment Γ, denoted as Γ ⊢w {ν : w|p}, the refinement p must have bool type under the
type environment. In the definition, ⊢F is the FJ term typing relation, which is used to
check if the refinement does have bool type. Note that we can not use the RFJ term typing
here, since it depends on the type well-formedness relation. We do not define the FJ term
typing separately. It is a standard textbook relation [52] and can be obtained by removing
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Type well-formedness Γ ⊢w t

⌊Γ⌋, ν : w ⊢F p : bool

Γ ⊢w {ν : w|p}

RFJ Typing Γ ⊢ e : t

self({ν : w|p}, e) = {ν : w|p ∧ ν = e}

x : t ∈ Γ Γ ⊢w t

Γ ⊢ x : self( t, x)
(T-Var)

Γ ⊢ n : { int |ν = n}
(T-Int)

Γ ⊢ b : { bool |ν = b}
(T-Bool)

Γ ⊢ e0 : { C0 |p} fields(C0) = t f

Γ ⊢ e0.fi : self([this 7→ e0] ti, e0.fi)
(T-Field)

mtype(m, C0) = q → x : t → r

Γ ⊢ e0 : { C0 |p} Γ ⊢ {C0|p} <: {C0|q}
Γ ⊢ e : s Γ ⊢ s <: [this 7→ e0] t

Γ ⊢ e0.m(e) : self([this 7→ e0; x 7→ e] r, e0.m(e))
(T-Invok)

mtypei(m, I0) = q → x : t → r

Γ ⊢ e0 : {I0|p} Γ ⊢ {I0|p} <: {I0|q}
Γ ⊢ e : s Γ ⊢ s <: [this 7→ e0]t

Γ ⊢ e0.m(e) : self([this 7→ e0; x 7→ e]r, e0.m(e))
(T-InvokI)

fields(C) = t f

Γ ⊢ e : s Γ ⊢ s <: [this 7→ new C(e)] t

Γ ⊢ new C(e) : self( C, new C(e))
(T-New)

Γ ⊢ e0 : s0 Γ, x : s0 ⊢ e : t Γ ⊢w t

Γ ⊢ let x = e0 in e : self( t, let x = e0 in e)
(T-Let)

Γ ⊢ e0 : s0

¬t
.= x : t0 → r Γ ⊢ s0 <: t0

Γ ⊢ ¬e0 : [x 7→ e0] r
(T-Unop)

⊕t
.= x : t0 → y : t → r

Γ ⊢ e0 : s0 Γ ⊢ s0 <: t0

Γ ⊢ e : s Γ ⊢ s <: [x 7→ e0] t

Γ ⊢ e0 ⊕ e : [x 7→ e0; y 7→ e] r

(T-Binop)
Γ ⊢ e : s Γ ⊢ s <: t Γ ⊢w t

Γ ⊢ e : t
(T-Sub)

method typing M ok in C

CT (C) = class C exds D imps I{...}
this : {C|p}, x : t ⊢ e0 : r

override(m, C, D, p → x : t → r)
∅ ⊢w {C|p} this : {C|p} ⊢w t

this : {C|p}, x : t ⊢w r

r m(p, t x){return e0; } ok in C

class typing C ok

K = C(s g, t f){super(g); this.f = f ; }
fields(D) = s g M ok in C

∅, this : C ⊢w t C ▷ I

class C exds D imps I{t f ; K M} ok

interface method typing Q ok in I

∅ ⊢w {I|p} this : {I|p} ⊢w t

this : {I|p}, x : t ⊢w r

r m(p, t x) ok in I

interface ok I ok

Q ok in I

interface I{Q} ok

Figure 7 Typing relations of RFJ.

the gray parts of RFJ typing. Since the FJ term typing is only defined for base types
and base type environments, we must use an erase function (⌊·⌋) to convert refinement type
environments to base type environments. The erase function is naturally lifted from the
erase function of refinement types (i.e., ⌊{ν : w|p}⌋ = w).

Based on the type well-formedness, we define the well-formedness of type environment:

(1) ⊢w ∅ (2) ⊢w Γ , Γ ⊢w t , x /∈ Γ =⇒ ⊢w Γ, x : t

which simply asserts that all types are well-formed and all variables are unique.

Term Typing. RFJ term typing is an extension of FJ term typing, replacing base types with
refinement types and using refinement subtyping for subtyping. Notably, RFJ term typing
utilizes an explicit subsumption rule (T-Sub), which deviates from the implicit algorithmic
subtyping commonly attributed to FJ. This deviation is not borne from necessity but is
rather a methodological choice, aimed at simplifying the meta-theoretical development.
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The types of primitive operations (used in T-Unop and T-Binop) follow their semantics:

¬t
.= x : bool → {bool|v = ¬x}

∧t
.= x : bool → y : bool → {bool|v = x ∧ y}

∨t
.= x : bool → y : bool → {bool|v = x ∨ y}

=t
.= x : ⊤ → y : ⊤ → {bool|v = x = y}

RFJ typing utilizes several mechanisms absent in FJ typing, i.e., well-formedness checking,
type substitution, and general selfification. We briefly discuss those non-standard mechanisms.
1. Well-formedness checking. Three rules (T-Var, T-Let, and T-Sub) include type well-

formedness checking in their premises, guaranteeing the inference of only well-formed
types, which is required to establish various lemmas (e.g., the structural properties).

2. Type substitution. Refinement types can refer to visible variables. For example, the type
of a field f can be {ν : int|ν = this.h}, specifying it equal to the h field of the object. For
those refinements to refer to proper variables, we must substitute these references with
actual terms during typing. Continuing the example, suppose we are typing a.f , the type
should be updated to {ν : int|ν = a.h}, by substituting this to a, as T-Field rule shows.

3. General selfification. Each rule except the subsumption rule and the rules for primitives
(T-Int, T-Bool, T-Unop and T-Binop) is companioned with a selfification operation
(self), ensuring the terms are always recorded in their types. selfification is not required
for subsumption, as it is performed in prior derivations, and primitive rules inherently
equate terms in their types (e.g., T-Int assigns {int|ν = 2} to 2).

Method, Class Typing and Interface Typing. The method, class, and interface typings
are relations to identifying valid methods, classes, and interfaces. RFJ’s approach to these
typings closely mirrors that of FJ, with the addition of well-formedness checks for method
and field types. Additionally, the class typing judgment is extended with a checking C ▷ I

that ensures the interfaces are properly implemented.

Termination. Finally, we address one tricky issue in typing: termination. As a Turing-
complete language, the well-typedness of RFJ terms does not ensure the termination of
its evaluation. However, non-terminating evaluations can lead to unsound refinements.
For instance, ∅ ⊢ new C().m() : {bool|0 = 1} is derivable, where C.m is defined as bool
m(){return this.m()};. Consequently, our logical soundness theorem is strictly applicable to
terms that are both well-typed and terminating (defined below). In practice, a termination
checker should be equipped to ensure the termination where logical soundness is concerned.

∀θ ∈ [[Γ]].θ(e)⇝∗ v

Γ ↓ e
terminating

Main Theorems. The following theorems link typing to semantics and logical entailment.

▶ Theorem 1 (Type Soundness). If ∅ ⊢ e : t and e⇝∗ e′, then e′ is a value or ∃e′′.e′ ⇝ e′′.

▶ Theorem 2 (Logical Soundness). If Γ ⊢ e : {ν : w|p}, ⊢w Γ, and Γ ↓ e , then Γ ⊨ [ν 7→ e]p.

The major steps to establish those theorems are given in the next section.
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4 Meta-theoretical Results

We argue the proposed system possesses type soundness and logical soundness. The proof
of type soundness follows the “Type Soundness = Preservation + Progress” approach [70].
The approach to logical soundness is different from that of previous refinement type systems,
as their approach does not apply to RFJ (c.f., Section 2.3). Our proof approach can
be summarized as “Logical Soundness = Preservation + Typing Denotation + Closing
Substitution.” We give an overview of the critical lemmas and theorems used in the proof
and the dependency relation in Figure 8. In the remainder of this section, we provide a brief
overview of the proof. For a detailed exposition, please refer to the Coq development.

Basic Properties

Typing Lemmas

Logical Lemmas

Progress Preservation Clo. Sub.

Substitution

Weakening

Narrowing

Type Soundness Logical Soundness

Typ. Den. Den. Typ.
Type-sub. Inv.

Eva. Inv. Exactness

Exact. Eva.

Figure 8 Proof Overview. Arrows signify the dependencies among lemmas and theorems.

4.1 Basic Properties
▶ Lemma 3 (Evaluation Invariant). If e⇝ e′, then [x 7→ e]p⇝∗ v ⇔ [x 7→ e′]p⇝∗ v.

This lemma asserts that evaluation remains unaffected by the substitution with pre-or-post-
evaluation terms, as the next lemma shows. Since the multi-step evaluation (⇝∗) does not
give a very useful induction principle, we first prove this lemma using the big-step semantics,
then link the lemma back to multi-step semantics via the correspondence between big-step
and multi-step semantics (i.e., e ⇓ v ⇔ e⇝∗ v).

▶ Lemma 4 (Type-substitution Invariant). If e ⇝ e′, then Γ ⊢ [x 7→ e]t <: [x 7→ e′]t and
Γ ⊢ [x 7→ e′]t <: [x 7→ e]t.

This lemma states the coherence of types under substitution with pre-or-post-evaluation
terms. This lemma is important to prove the preservation lemma. Since subtyping relies
eventually on evaluation, the primary challenge of proving this lemma hinges on Lemma 3.

▶ Lemma 5 (Exactness). If Γ ⊢ e : t then Γ ⊢ e : self(t, e).

This lemma states what we mean by “term information is always recorded”: for any well-typed
term e, we can always construct a typing where the term is selfified (recorded in the type).
Apart from being used for Lemma 6, this lemma is important for the substitution lemma
(Lemma 10).
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▶ Lemma 6 (Exactness Evaluation). If e⇝ e′ and Γ ⊢ e′ : t then Γ ⊢ e′ : self(t, e).

This lemma ensures the term after evaluation (e′) can have the type selfified with the term
before evaluation (e), which is often needed to prove the preservation of typing throughout
evaluation steps. This lemma requires the exactness lemma, as shown above.

4.2 Logical Lemmas
▶ Lemma 7 (Typing Denotation). If Γ ⊢ v : t, then ∀θ ∈ JΓK.v ∈ [[θ(t)]].

This lemma states that typing implies denotation. It can be proved by induction on the
typing judgment. This lemma is important for the substitution lemma (Lemma 10) and is a
milestone for logical soundness, as we discuss in Section 4.5.

▶ Lemma 8 (Denotation Typing). If v ∈ [[t]] and ∅ ⊢w t, then ∅ ⊢ v : t.

This lemma states that denotation implies typing, which is crucial for Lemma 14. The basic
proof idea is to first construct a “ground type” for v: ∅ ⊢ v : {ν : w|ν = v}, where w is the
inherent base type of the value (int for n, bool for b, and C for new C(...)), and then link
the “ground type” to t by ∅ ⊢ {ν : w|ν = v} <: t, which holds due to v ∈ [[t]].

4.3 Typing Lemmas
4.3.1 Structural Lemmas for Typing
As usual, we establish structural properties (weakening, narrowing and substitution) for RFJ
typing. Since typing relies on subtyping which in turn, relies on logical implication, we need
those structural properties for subtyping and logical implication, too.

▶ Lemma 9 (Narrowing). for any variable x not in Γ and Γ′:
1. If Γ, x : r, Γ′ ⊢ p ⇒ q and Γ ⊢ r′ <: r, then Γ, x : r′, Γ′ ⊢ p ⇒ q.
2. If Γ, x : r, Γ′ ⊢ s <: t and Γ ⊢ r′ <: r, then Γ, x : r′, Γ′ ⊢ s <: t.
3. If Γ, x : r, Γ′ ⊢ e : t and Γ ⊢ r′ <: r, then Γ, x : r′, Γ′ ⊢ e : t.
The first narrowing lemma can be proved by observing that a denotation θ′ of Γ, x : r′, Γ′ is
always a denotation of Γ, x : r, Γ′. Using the first lemma, the remaining two are easy.

▶ Lemma 10 (Substitution). for any distinct variables x and y not in Γ and Γ′:
1. If Γ, x : rx, y : ry, Γ′ ⊨ p ⇒ q and Γ ⊢ vx : rx, Γ ⊢ vy : [x 7→ vx]ry, then Γ, [x 7→ vx; y 7→

vy]Γ′ ⊨ [x 7→ vx; y 7→ vy]p ⇒ [x 7→ vx; y 7→ vy]q.
2. If Γ, x : r, y : ry, Γ′ ⊢ s <: t and Γ ⊢ vx : rx, Γ ⊢ vy : [x 7→ vx]ry, then Γ, [x 7→ vx; y 7→

vy]Γ′ ⊢ [x 7→ vx; y 7→ vy]s <: [x 7→ vx; y 7→ vy]t.
3. If Γ, x : r, y : ry, Γ′ ⊢ e : t and Γ ⊢ vx : rx, Γ ⊢ vy : [x 7→ vx]ry, then Γ, [x 7→ vx; y 7→

vy]Γ′ ⊢ [x 7→ vx; y 7→ vy]e : [x 7→ vx; y 7→ vy]t.
Since RFJ has double substitution operations in method invocation (we must substitute for
this and the parameter), we need double substitution lemmas. The first substitution lemma
follows from the observation that a denotation of Γ, x : rx, y : ry, Γ′ can be constructed from
a denotation of Γ, [x 7→ vx; y 7→ vy]Γ′ by adding x : vx and y : vy. The core step of this
construction is to prove that vx is indeed a denotation of rx and vy is indeed a denotation of
[x 7→ vx]ry, utilizing Lemma 7. Using the first lemma, the second lemma is easy. The third
lemma can be proved by induction on typing. The T-Var case requires the exactness lemma
(Lemma 5) and weakening lemma (shown below). The other cases are easy.
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▶ Lemma 11 (Weakening). for any variable x not in Γ, Γ′, p, q, s and t:
1. If Γ, Γ′ ⊨ p ⇒ q, then Γ, x : r, Γ′ ⊨ p ⇒ q.
2. If Γ, Γ′ ⊢ s <: t, then Γ, x : r, Γ′ ⊢ s <: t.
3. If Γ, Γ′ ⊢ e : t, then Γ, x : r, Γ′ ⊢ e : t.
The first weakening lemma can be proved by observing that we can always construct a
denotation θ′ of Γ, Γ′ from a denotation θ of Γ, x : t, Γ′, by removing the x entry from θ.
Since x is fresh, removing it from θ does not impact the validity of this implication. With
the first weakening lemma in hand, the remaining two are straightforward.

4.3.2 Progress & Preservation
▶ Lemma 12 (Progress). If ∅ ⊢ e : t then e is a value or ∃e′.e⇝ e′.

The proof is done by induction on typing, following the standard approach of FJ.

▶ Lemma 13 (Preservation). If ∅ ⊢ e : t and e⇝ e′, then ∅ ⊢ e′ : t.

The proof is done by induction on the typing judgment and using the structural lemmas
for substitutions and environment narrowings. To argue the preservation in the presence of
general selfification and type substitution, Lemma 6 and Lemma 4 must also be utilized.

4.3.3 Closing Substitution
▶ Lemma 14 (Closing Substitution). If Γ ⊢ e : t, then ∀θ ∈ JΓK.∅ ⊢ θ(e) : θ(t).

The closing substitution lemma bears a similarity with the substitution lemma (Lemma 10).
They both concern the invariance of typing under substitution. The closing substitution
lemma can be proved by induction on typing. Most of the cases are standard, except for the
variable case, which requires proving ∅ ⊢ θ(x) : θ(t) under Γ ⊢ x : t. Since θ is a denotation
of Γ, we know that x must be in θ and θ(x) ∈ [[θ(t)]]. Thus, Lemma 8 can be applied to
construct the expected typing judgment.

4.4 Type Soundness
To improve the readability, we reproduce Type Soundness (Theorem 1) below:

▶ Corollary 15 (Type Soundness). If ∅ ⊢ e : t and e⇝∗ e′, then e′ is a value or ∃e′′.e′ ⇝ e′′.

Type soundness is an easy corollary of progress and preservation [70].

4.5 Logical Soundness
To improve readability, we reproduce the Logical Soundness (Theorem 2) below:

▶ Corollary 16 (Logical Soundness). If Γ ⊢ e : {ν : w|p}, ⊢w Γ, and Γ ↓ e , then Γ ⊨ [ν 7→ e]p.

The key to proving logical soundness is to observe that it can be reduced to closed logical
soundness (shown below) if we can derive a corresponding closed typing judgment given any
typing judgment. This is facilitated by the closing substitution lemma (Lemma 14).

▶ Theorem 17 (Closed Logical Soundness). If ∅ ⊢ e : {ν : w|p} and ↓ e, then ⊨ [ν 7→ e]p.

Closed logical soundness is a natural consequence of preservation and typing denotation.
Supposing e evaluates to v, the proof skeleton is that:
1. Due to the preservation lemma, ∅ ⊢ v : {ν : w|p}.
2. Due to the typing denotation lemma, v ∈ [[{ν : w|p}]], thus ⊨ [ν 7→ v]p.
3. Lastly, we can apply the evaluation invariant lemma to get ⊨ [ν 7→ e]p.
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5 Logical Encoding: LFJ

Following the standard procedure as outlined in, e.g., [6], we convert RFJ to an algorithmic
bidirectional type system. The only judgment whose algorithmic property was unexplored
was the class-based refinement subtyping. In this section, we present an encoding of RFJ
to an order-sorted first-order logic [57], named LFJ, which gives a convenient axiomatic
approach to determine RFJ refinement subtyping by invoking logical decision procedures.

5.1 Language
Figure 9 presents the syntax of LFJ. The constant symbols (c) are for RFJ values. We
assume each RFJ value has a corresponding LFJ constant symbol. The function symbols (g)
are for methods (Nm), field selectors (Cf ), class constructors (Ccr), and primitive operations
in RFJ. We associate methods with nominal names and field selectors with class names, for
attributing more precise semantics (detailed later). Note that interfaces have no fields. The
terms in LFJ do not contain quantification: they are viewed as implicitly quantified and a
universal quantification would be added to the outermost to close them. Sorts in LFJ consist
of ⊤, Int, Bool, and N . The sorts have an apparent correspondence with RFJ base types.
We denote |w| as the translation of a base type w to its sort, and |t| as the translation from
a refinement type t to its sort. The subsort relation ⊑ is straightforwardly translated from
the base-subtyping relation. The signatures of functions are also translated from their RFJ
type definitions, e.g., the signature of Cm is C → |t| → |r| if mtype(m, C) = p → x : t → r.

Syntax

e, p ::= terms:
x variable

c constant

g(e) apply

let x = e in e let binding

g ::= Nm | Cf | Ccr | ¬ | ⊕ functions

Sorts

s ::= ⊤ | Int | Bool | N sorts

|w| = match w with base translation

|⊤ ⇒ ⊤|int ⇒ Int|bool ⇒ Bool|N ⇒ N

|t| =|⌊t⌋| type translation

⊑ .= | <:b | subsort

Term Translation

|x| =x

|v| =cv

|¬e0| =¬(|e0|)
|e0 ⊕ e1| = ⊕ (|e0|, |e1|)

|new C(e)| =Ccr(|e|)
|e0.m(e1)| =δ(e0)m(|e0|, |e1|)

|e0.f | =δ(e0)f (|e0|)
|let x = e0 in e| =let x = |e0| in |e|

Environment Translation

|∅| =true

|Γ, x : {ν : u|p}| =|Γ| ∧ |[ν 7→ x]p|

Figure 9 LFJ syntax and translation.

Translation. The translation from RFJ terms and type environments to LFJ terms is mostly
straightforward. The only thing to note is the association of type information during the
translation of method invocations and field accesses, marked brown in Figure 9. This is
facilitated by the typeof function: δ(e) is the static type of expression e. δ can be constructed
during type checking. The association of type information is important for two purposes (we
take method invocations as an example, but the argument also applies to field accesses):
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Disambiguation. Suppose the method m is defined by two classes C and D, which share no
common superclass except Object. If methods are not associated with nominal types, the
LFJ function representation of m would necessitate an assumed domain of Object for its
first parameter, rendering the model for the function inherently partial, because not all
Object has an m implementation. Incorporating type information ensures model totality
for the first parameter by guaranteeing the existence of at least one implementation of
m; such existence is verified by static type checking. This totality guarantee plays an
important role in the intended model (c.f., Section 5.2).
Axiomatization. The aim of LFJ is to provide an axiomatization of its intended model
(c.f., Section 5.3). By associating type information, the axiomatization can be crafted
with greater specificity and accuracy.

5.2 Intended Model

Domain:

GI =G⊤ = ∅

GC ={C(ds)| ds ∈ D|t|}, fs(C) = t f

GInt =Z
GBool ={T, F }

Ds ={d|d ∈ Gs′ ∧ s′ ⊑ s}

Functions:

¬, ∧, ∨ = normal

Ccr(d) =C(d)

Cfi (C′(d)) =di, C′ ⊑ C and fs(C) = t f

Nm(this, x) =

{
[[mb(m, C)]](this, x) if this = C(d)
... proceeds for all C ⊑ N

Figure 10 The intended model of LFJ. fs is short for fields.

In this section, we delineate the construction of an intended model A for LFJ, given in
Figure 10. This model bears similarities with several denotational semantics of class-based
languages [58, 12], especially in the usage of conditional functions as models of method
invocations, whereas we work with order-sorted logic, different from those semantics.

Domains. Each sort s is associated with a dynamic domain Gs and a static domain Ds.
The dynamic domain of a sort is a set containing all values inherently belonging to the sort.
The dynamic domains of ⊤ and I (i.e., interfaces) are both ∅. GInt and GBool are standard.
GC is the finite term trees [22] generated in a sort-correct manner (i.e., each field is drawn
from the static domain of the corresponding sort). The static domain (or simply, domain)
for a sort s aggregates the dynamic domains of its subsorts, as in standard OS-FOL [57].

Functions. The model adopts conventional interpretations for equality and boolean operat-
ors. The intended functions for constructors and fields are the constructing and destructing
functions for term trees. The intended function of Nm is just a conditional function composed
of the denotations of the implementation functions conditioned by the first parameter (i.e.,
the receiving object). We do not detail the denotations in this paper: because we require
termination for well-typed RFJ programs, those denotations are total on their domains and
can be constructed using standard fixed-point techniques as shown in, e.g, [46].

Algorithmic Subtyping. With the intended model A in hand, we now define the algorithmic
subtyping relation:

w <:b u A ⊨L ∀x.|Γ| ∧ |p| ⇒ |q|
Γ ⊢ {ν : w|p} <:L {ν : u|q}

A-Subtyping
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where ⊨L is the normal semantics of OS-FOL [57]. We assume all variables in Γ are distinct
and are not ν. We use a universal quantification ∀x to close the formula, where x is the
variables used in Γ, p and q.

We establish the soundness of the algorithmic subtyping with respect to the refinement
subtyping, which is a corollary of the semantic equivalence and translation-substitution
distributivity. Semantic equivalence states the true sentences in RFJ logical interpretation
are also true in A, and vice versa. Translation-substitution distributivity states it does not
matter whether we apply a closing substitution prior to or after the translation.

▶ Proposition 18 (Semantic Equivalence). A ⊨L |p| ⇔ ⊨ p

▶ Proposition 19 (Translation-substitution Distributivity). A ⊨L |θ|(|p|) ⇔ A ⊨L |θ(p)|

▶ Corollary 20. If Γ ⊢ s <:L t, then Γ ⊢ s <: t.

Proof. We give a brief proof sketch of Corollary 20 here. Suppose s is {ν : w|p} and t is
{ν : u|q}. To prove Γ ⊢ {ν : w|p} <: {ν : u|q}, we need to prove ∀θ ∈ [[Γ, ν : w]]. if ⊨
θ(p) then ⊨ θ(q). By Γ ⊢ s <:L t, we have A ⊨L ∀x.|Γ| ∧ |p| ⇒ |q|, which gives us
∀σ.A ⊨L σ(|Γ| ∧ |p|) ⇒ A ⊨L σ(|q|) (by the semantics of OS-FOL). Pick σ as |θ|, due to
Propositions 18 and 19, we have A ⊨L |θ|(|Γ| ∧ |p|), which let us deduce A ⊨L |θ|(|q|). Using
Propositions 18 and 19 again, but in the reverse direction, we have ⊨ θ(q). ◀

5.3 Theory
To utilize the capability of deductive reasoning for checking subtyping algorithmically, we
axiomatize the intended model A by a theory TJ . TJ includes the usual theory of Equality,
Uninterpreted Functions, and Linear Integer Arithmetic (EUFLIA) [1]. Besides, it is equipped
with axioms for Nm, Cf , and Ccr. We specify and explain them in this section.

(1) generate :↠↠↠ ∀x : N.
∨

C⊑N

∃y : |fs(C)t|.x = C(y)

(2) inject :↠↠↠ ∀x : |fs(C)t|, y : |t|. Ccr(x) = Ccr(y) ⇒ x = y

(3) discriminate : C ̸= D ↠↠↠ ∀x : |fs(C)t|, y : |fs(D)t|. Ccr(x) ̸= Dcr(y)
(4) access : fs(C) = f t, C ′ ⊑ C ↠↠↠ ∀x : |fs(C ′)t|. Cfi

(C ′
cr(x)) = xi

(5) invoke : mt(m, N)x = tx, C ⊑ N, mb(m, C) = (x, e)↠↠↠
∀o : N, x : |tx|, d : |fs(C)t|. o = C(d) ⇒ Nm(o, x) = |e|

The above listing gives five axiom schemata. The symbol ↠↠↠ means “instantiate”: if the
condition on the left is satisfied, one can instantiate an axiom following the schema on the
right. The symbols fs, mb, fst, and mtx short for fields, mbody, the type part of fields,
and the parameter part of mtype (or mtypei for interfaces), respectively.

The axiom schemata are straightforward given the intended model A. However, they may
not be as efficient as we want. To address this, we add two derivable properties as axioms, to
speed up deductive reasoning. The first covers cases where the branches of a method direct to
the same implementation. We have seen such a case in our example: Anchovy.remA has two
branches that direct to the same implementation. We call these methods like Anchovy.remA

final methods. Final methods have the same implementation on all branches, and there is no
need to actually do the branching. We axiomatize their semantics using the axiom schema
(6) shown below. An instantiation of (6) gives the property p3 we discussed in Section 2.2.
The second covers cases where a method is called on a subclass of the declared type. For
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example, suppose we have ν = PiremA(x) and x : An, and we want to prove ν = AnremA(x).
With basic axioms (1) through (5) above, we have to first deduce the fact that x can only be
An(...) or Ma(...), then analyze the semantics of PiremA and AnremA for those two cases,
and finally deduce that the equality holds for both cases. However, this is mostly redundant:
PiremA and AnremA are the same function if the first argument is known to be an An. We
axiomatize this fact using schema (7) shown below. For certain cases involving comparing
method-call results, axiom schema (7) can speed up reasoning significantly.
(6) final : mt(m, C)x = tx, C.m final, mb(m, C) = (x, e), ↠↠↠ ∀o : C, x : |tx|. Cm(o, x) = |e|
(7) override : N ′ ⊑ N, mt(m, N ′)x = tx ↠↠↠ ∀o : N ′, x : |tx|. Nm(o, x) = N ′

m(o, x)

Encoding into Many-sorted Logic. The aforementioned axioms are defined in OS-FOL and
should be used in order-sorted deductive reasoning. Unfortunately, we are not aware of any
SMT solver that supports order-sortedness. Thus, we translate the axioms into many-sorted
logic following the strategy suggested by Leino [38]. The translation of primitive data types
is straightforward. For objects, a unified sort Object is designated. We then introduce a sort
Nominal to encompass all nominal entities, i.e., classes and interfaces in the targeting RFJ
program. We also declare the sub-nominal relation between those entities. The association
of nominal information with objects is facilitated through the Tag function, which relates
objects with their nominal identifiers. The sort requirements become sub-nominal checkings
on tags, e.g., instead of ∀x : C. p(x), we use ∀x : Object. sub-nominal(Tag(x), C) ⇒ p(x).

The direct encoding of the sort ⊤ into many-sorted logic is beyond our current scope,
primarily influencing the polymorphic nature of equality. Nevertheless, given the uniform
Object sort for all object values, object equality is still ⊤-typed essentially, circumventing
potential limitations posed by the absence of a direct ⊤ sort.

6 Mechanization and Implementation

6.1 Coq Mechanization
We mechanize the meta-theory of RFJ in Coq. There are two major technical challenges
around the mechanization. (1) Binders. Handling binders is cumbersome and complex [3],
especially considering the number of binder structures present in RFJ (e.g., methods, let-
bindings, and refinement types). To address this issue, we adopt the locally nameless
representation [13]. Although the locally nameless representation has been widely used in
mechanizing functional languages [8, 29, 13], to the best of our knowledge, ours is the first
mechanization of a class-based language that utilizes this technique. (2) Nested Inductive
Types. The presence of nested inductive types within our definitions poses a significant
challenge; that is, the default induction principles generated by Coq fell short when proving
the most critical properties. To mitigate this issue, we specify the custom induction principles
for a range of inductive definitions (e.g., terms, typing judgments, and big-step semantics),
following the classical methodology [15].

We briefly overview the structure of the mechanization, which contains about 15K lines
of Coq code:
1. Definitions (3K): language definitions as presented in Section 3.
2. Lemmas (11K):

a. Basic Lemmas (5K): miscellaneous lemmas concerning basic operations, semantics,
and class/interface definitions (some of which are listed in Section 4.1).

b. Logical Lemmas (2K): lemmas concerning the logical interpretation (c.f., Section 4.2).
c. Typing Lemmas (4K): basic, structural, and crucial lemmas of typing (c.f., Section 4.3).

3. Theorems (1K): type and logical soundness theorems (c.f., Sections 4.4 and 4.5).
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6.2 Python Implementation
We implement a refinement type checker for RFJ. The implementation is written in roughly
2,000 lines of Python code, with Z3 [19] as the SMT backend. In addition to all features of
RFJ, the type checker also supports a form of if-then-else following the standard practice [32],
to increase the scope of the evaluation. The concrete syntax supported in the implementation
is a subset of Python with static types. We opt for Python just to reuse its parser and editor
supports. RFJ can be implemented for any other class-based language.

To test the type checker, we handcraft a test suite, including all the major examples that
do not use type-test/downcast or imperative features from a Java textbook [23], as well as
some interesting examples inspired by previous work [65]. Each example is paired with some
non-trivial properties. In total, there are 14 examples with about 1,500 LOC, covering all
important features of RFJ. We list several representative examples in Table 1.

Table 1 Several representative examples.

Name Features LOC Properties
pizza classes, overrides 135 remA_noinc_price, remA_idempotent
pizza visitor visitors, upcasts 110 noObj_after_rem, noObj_after_effective_sub
tree visitor interfaces 152 height_ge_root
geometry factory methods 184 origin_in_shape
list data structures 125 contains_weakening, inserts_preserve_sortedness
λ calculus data structures 71 size_positive, substitution_nodec_size
stlc meta-theories 307 map_extend_included, typing_weakening

Type-checking each example took under 5 seconds, on an Apple M1 machine.

7 Discussion

In this section, we discuss specific designs of RFJ in greater detail.

Type Substitution vs ANF and Existential types. In the realm of refinement type systems,
the conventional strategy often involves leveraging ANF [32, 37] or existential types [47, 34, 8]
to maintain the logic of refinements within a decidable framework, such as EUFLIA [9].
Our approach, however, consciously eschews these mechanisms and sticks to simple type
substitution for three compelling reasons. (1) From the theoretical perspective. We want to
argue the soundness of our system within a broader, more generalized framework: all RFJ
programs expressed in ANF are inherently valid within our system, while the converse does
not hold. Thus, our results perfectly apply to the condition where ANF is required (e.g., a
particular implementation may perform ANF transformation before type checking). (2) From
the algorithmic perspective. Recent advances [41, 44] have shown a complete algorithm for
formula validity under a user-specified theory exists, which is exactly what we need to perform
algorithmic subtyping checking. The fact that all our examples are checked costing only a
little time also evidences that a reasonably efficient algorithm exists even if the logic falls
outside the familiar decidable fragment. (3) From the pragmatical perspective. Eliminating
ANF and existential types significantly lowers the barrier between the programmer’s intent
and the underlying type system, simplifying the debugging process. To further lower the
barrier, our typing rules are carefully formulated without using any implicit environment
extension (e.g., the Field and Invoke rules in [47]). The only cases that would extend the
typing and subtyping environment are Let and method typing, thereby maintaining a clear
correspondence between the code and its type-level representation.
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Axiomatization vs. Reflection. As pointed out by prior work [66], there are two kinds of
methodologies to support user-defined functions in refinement type systems: axiomatization
and reflection. Axiomatization articulates the semantics of user-defined functions through
logical axioms, an approach we adopt and have elaborated on in Section 5.3. In contrast,
reflection directly incorporates the function definition into the return type’s refinement (e.g.,
the return type of Anchovy.remA can be declared as {ν : Pizza|ν = this.p.remA()} to reflect
its definition). In our system, programmers can utilize reflection by manually specifying the
method return type (reflection annotation could also be provided to automate this process).
Those reflections are always valid thanks to general reflection, which ensures that terms are
always recorded in refinements. Notably, reflection offers an alternative to the final constraint
of the invoke axiom schema (c.f. Section 5.3): one can reflect the definition of an overriding
method and the overridden method simultaneously, as long as the return types of those
methods obey the co-variance principle.

The major difference between reflection and axiomatization resides in the instantiation
strategy of method definitions. With reflection, instantiations of the reflected functions are
performed within the type system, either by the programmer or an algorithm (e.g., PLE
in [66]). With axiomatization, instantiation is delegated to the SMT solver, although special
mechanisms such as trigger/fuel [2, 40] are needed to keep the process in control. Currently,
no special algorithm or mechanism for reflection or axiomatization is employed in RFJ.
However, we identify the comparison of these two methodologies in RFJ, especially in the
context of a reflection instantiation algorithm and more advanced type system features (e.g.,
occurrence typing and union/intersection types) as important future work.

8 Related Work

This work intersects three research topics: class-based refinement type systems, mechanization
of refinement types and class-based languages, and SMT-based reasoning in program verifiers.

Class-based Refinement Type Systems. Class is an important and time-honored abstraction
in object-oriented programming [16, 59, 25, 31], with numerous pieces of literature devoted [69,
60, 5, 55] to its extensions. In particular, many works have focused on class-based refinement
type systems. For example, Nystrom et al. [47] formalize core X10 as a refinement type system.
However, they focus only on the functional aspects. Vekris et al. [67] introduce a refinement
type calculus that not only conducts immutability analysis but also integrates union and
intersection types, with the caveat that only immutable fields are subject to refinement.
Campos et al. [10] combine refinement types with class-based linear types, further increasing
the support for imperative features. Kuncak et al. [56] present qualified type, a form of
refinement type, and offer an in-depth discussion on qualifier inference. Gamboa et al. [26]
address the practical challenges of incorporating refinement types into existing class-based
systems by proposing a design approach to usability.

All the aforementioned work limits their refinements to well-established decidable SMT
theories (e.g., EUFLIA), and thus have significant issues concerning soundness and ex-
pressiveness, as we have explained before. Meanwhile, although there are systems [33, 63]
exploring the support for more expressive refinements, their approach is mainly pragmatic
(i.e., they both rely on external verification tools to support the expressive refinements),
which complicates the analysis of their meta-theoretical properties further.

This work addresses the expressiveness and soundness issues in a fundamental way, by
providing an expressive and mechanized calculus grounded in Featherweight Java. We
anticipate that extensions such as generics and imperative features could be seamlessly
integrated into our framework, prospects we reserve for future exploration.
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Mechanization of Refinement Types and Class-based Languages. Several pieces of recent
work have been dedicated to the mechanization of refinement types. Lehmann et al. [37]
formalize a refinement type system in Coq. Their logical interpretation is axiomatized via a
few basic requirements. This interpretation, however, leaves the semantics of logical formulas
nebulous. Meanwhile, their proof focuses solely on the closed logical soundness, rather than
general logical soundness. Wang et al. [68] mechanize in Coq a calculus that uses refinement
types for complexity analysis, defining logical interpretations through denotational semantics
that link refinements to Coq definitions. This method restricts the scope of terms that can be
utilized as refinements due to the limitation of denotational semantics. Borkowski et al. [8]
mechanizes a polymorphic refinement type system in Coq. They use an axiomatized logical
interpretation for type soundness, and an operational-semantics-based logical interpretation
for logical soundness. Hamza et al. [29] formalize a polymorphic refinement type system
in Coq. They also employ an operational-semantics-based logical interpretation (named
reduciblity in the original paper). Our work draws inspiration from the two works on
using operational-semantics-based logical interpretations, yet our proof diverges notably,
especially given the inapplicability of logical relation techniques in our context. Moreover,
our framework includes several special mechanisms such as general selfification and nominal
subtyping, extending beyond the capabilities of the systems devised by those authors. Chen’s
work [14] in Agda takes a unique route by integrating Agda to define a denotational semantics
for refinements. However, the algorithmic properties are complicated, due to the reliance
on Agda’s logic. Ghalayini et al. [26] opt for a categorical-theoretical perspective for logical
interpretation in their mechanized refinement type system in Lean [18], contrasting with the
semantic logical interpretation in our work.

Apart from the abovementioned differences, our research sets itself apart by focusing on
a class-based calculus. This foundation renders our model particularly adept at mirroring
object-oriented programming paradigms, a facet not directly addressed by the aforementioned
mechanizations. There are also several mechanizations of class-based languages [42, 20, 17].
However, neither of them supports refinement types.

SMT-based Deductive Reasoning in Program Verifiers. Since its inception, SMT solvers
have played a pivotal role in the automated verification of functional properties. Simplify [21]
and ESC/Java [24] are among the earliest examples. Subsequently, a wave of advanced
program verifiers like Dafny [39], Leon/Stainless [7, 29], F* [61] and Liquid Haskell [65, 66]
have garnered attention in both academia and industry. Among those systems, Dafny
and Leon/Stainless all support some object-oriented constructs. However, they lack RFJ’s
support for nominal subtyping and method inheritance. Recent scholarly work has delved
into the foundational aspects of SMT-based deductive reasoning, focusing especially on the
completeness problem [44, 41, 45]. However, the arguments of those papers are all set upon
many-sorted logic, diverging from the order-sorted logic in our study.

On the other hand, SMT solvers have also been extensively used in verifying heap
properties. The modeling and verification of those properties (typically in separation
logic [48, 49]) are, in general, beyond the ability of vanilla SMT theories [43]. Despite
these challenges, research has successfully identified certain significant fragments yielding
effective decision procedures falling into the SMT realm [43, 54, 53]. Currently, RFJ is a
purely functional calculus. However, we believe that it is promising to incorporate those
advancements to support the reasoning of heaps, considering imperative features are ambitious
in class-based object-oriented languages [50].
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9 Conclusion and Future Work

This paper introduces Refinement Featherweight Java (RFJ), advancing class-based refinement
types with expressive refinements for comprehensive logical constraints. We mechanize RFJ
in Coq, proving its soundness rigorously. We bridge the declarative calculus and algorithmic
verification via a specified fragment in OS-FOL, making RFJ’s refinements accessible for
SMT reasoning. The deliberate choice of FJ and OS-FOL for our fundamental framework
facilitates important future extensions, such as polymorphic and imperative features, and a
thorough exploration of algorithmic properties.
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